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CEil 

An investigation of stall 
on a 4.2m diameter experimental rotor 

CD Petot / ONERA) 

ABSTRACT 

Stall on helicopter rotors has been investigated on a classical 4.2 m diameter model tested in 
the Modane S 1 wind-tunnel on which large thrust coefficients could be obtained. The interest of this 
test lies in the fact that the model was very thoroughly instrumented with strain gauges and pressure 
transducers so that detailed investigations could be carried out. 

Stall was taken into account in the calculations through two versions of the ONERA dynamic 
stall model. These models have been fitted to classical 2D wind tunnel tests independent from the ro­
tor test prior to their use on the rotor. During this procedure, a hypothesis used in the linear model had 
to be refined and one of the objective of this paper is to describe this. 

The ONERA dynamic stall models were tuned to 2D unsteady loops and then run on the ex­
perimental configurations. Results were compared to experiment. 

On the average, calculations led to a well predicted general behavior of the stalled rotor, even 
if some flaws in the calculations were encountered and corrected. More important is the presence of 
a very strong unexpected negative moment at the mid-span of the retreating blade that was not repro­
duced by the models issued from 2D unsteady tests. This phenomenon needs further investigation to 
achieve reliable predictions of vibration. 

1. INTRODUCTION 

The confrontation of predictions with the Modane rotor test was presented at the European 
Rotorcraft Forum at Dresde in september 97 (ref 1). Results came from several research centers and 
manufacturers. This collaborative published work must be acknowledged for the help it brought to 
reach a number of important conclusions. 

The objective of this paper is to show more in detail the ONERA results on the Modane rotor 
as well as to present a refinement that had to be introduced in the ONERA.Edlin model which is fairly 
widely used today. 

ONERA results are not exactly the same here as in the European forum paper because wind 
tunnel corrections are added. These were not used in the collaboration to ensure that all the partici­
pants work with the same hypotheses. Moreover the blade finite element analysis used at the time pro­
duced such a strong a torsion / flapping coupling for this nearly straight blade, that it had to be 
replaced. 
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2. ONERA MODELS 

2.1. The comprehensive rotor code 

All the calculations were performed with ROTOR which is an ONERA code (ref 2). This 
comprehensive code can take into account many helicopter parameters including fuselage degrees of 
freedom. The Modane rotor were equipped with articulated blades fitted with parabolic tips. No par­
ticular computing problems were encountered for this application. 

The code has several aerodynamic options, the more advanced being the ONERA dynamic 
stall models. These can be described as mathematical tools that reproduce the behavior of the non­
stalled and stalled flow through differential equations. Two versions exist: The ONERA.Edlin model 
which uses linear differential equations and the more elaborate ONERA.BH model which uses a Van 
der Pol equation. 

2.2. The ONERA.Edlin model (ref 3) 

2.2.1. Non stalledflow 

For the unstalled flow the dynamic model for lift can be summarized by: 

Cz + ACZ = ACZS + b8 + sa 
In fact more terms exist. These take into account heaving motion and the unsteady free 

stream. The equation is fitted to Theodorsen's equations at zero Mach number and to theoretical re­
sults for compressible flow. This model has always led to very good results when compared to exper­
iment, even at very high reduced frequencies. As for Theodorsen, a differential equation was not 
needed for the moment which keeps an explicit form. 

2.2.2. Stalled flow 

The stalled flow is modelled as a correction to the non stalled regime. Small amplitude tests 
have shown that its behavior obeys a second order equation. The global set of equations thus has the 
following fonn: 

Cz = CZ l + CZ2 

CZ l + ACZ j = ACZL + b8 + sa 
~Z·2 + aCZ2 + rCz2 = - [r~Cz + E8] 

where CZL stands for the general linear static curve (extended in the stalled domain) and ~Cz is the 
steady correction to be added to CZL in order to obtain the true steady curve CZs , see fig 1. ~Cz is a 
measure of stall and the equations' parameters may depend from it. 

2.2.3. Transition 

The static stall angle is the point were the non-stalled regime is no longer stable and skips to 
the stalled regime. This equilibrium point is of course sensitive to parameters, particularly to pitch ve­
locity. Its position is modeled through the classical stall delay proposed by BEDDOES which is as­
sumed constant when expressed in reduced time. In order to achieve this, the measure of stall, ~Cz, 
is simply kept at a zero value until the stall delay has passed, as shown in fig 2. 
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Fig 1: Definition of the steady terms Fig 2: Taking stall delay into account 

2.2.4. Refining the transition 

To date, the model previously described has worked properly. The differential equation can 
be considered as the spring, mass and damper that describe the motion of Cz versus time, pulling it 
toward the quasi-steady position. Thus, neither lift nor moment can go too far from the quasi-steady 
curves (at least at the usual reduced frequencies). 

The use of airfoils with more lift capabilities has brought severe negative Cm values at the 
onset of stall which are beyond the reach of classical differential equations (see moment on Fig 3 be­
low). This is why the non linear differential equation model has been developed. 
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Fig 3: Dynamic stall on the 0A213 airfoil 

The lift correction used can be considered as an additional lift brought by unsteady stall. It 
was implicitly supposed in the earlier version of the model that this increase of lift capability created 
no moment and thus occurred right on the fust quarter-chord of the airfoil. The very negative moment 
that is encountered on some airfoils shows that this is not always true. 
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Lift correction due to transition 

Moment correction due to transition 
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Fig 4: Correction due to the transition 
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The correction to the Edlin model consists simply in letting this additional lift be convected 
down the stream, at a small velocity which becomes a new parameter in the model. The use of a zero 
value of velocity reproduces the previous version of the model. 

2.3. ONERA.BH model (ref 4) 

The BH model is an advanced version of the ONERA.Edlin model. It uses the same principle 
by modelling the non-stalled regime, the stalled regime and the transition. Its main difference with the 
previous model lies in the global treatment of the different aerodynamic corrections (which are out­
side the Edlin model) and the use of a Van der Pol equation for stall conditions. 

2.3.1. Non-stalledflow 

The same equation is valid but the CZL term is replaced by a CZs term which takes into ac­
count the various aerodynamic corrections. Part of these corrections follow the description of the 
LEISHMAN-BEDDOES model. This allows to take into account the pre-stall behavior which is often 
simplified in the Edlin model. 

Cz + ')...Cz = ')...Czs + be + s8 

2.3.2. Stalledflow 

The second order equation is replaced by a Vander Pol equation which characterizes the be­
havior of systems with transitions (the model name BH stands for "Hopf Bifurcation"). Lift (and mo­
ment) are given by expressions of the following type: 

Cz = CZ l + CZ2 

{ CZ l + ')...Cz l = ')...Czs + be + s8 

( 2) 2 .,. 
Cl

2 
- co b - g . Cz CZ2 + ro CZ2 = - [E8 + D8] 

When stall occurs, a non-linear Cz; . CZ 2 term appears. The expression rol b - g . C/ )CZ2 

induces the oscillations at the co Strouhal frequency that can be seen on the calculated large amplitude 
loops. The parameter b then takes a negative value which is responsible for the swift response. 
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2.3.3. Transition 

Transition is accounted for, as in the LEISHMAN-BEDDOES model, by a stall delay which 
includes both yaw and rotation effects. 

3. AIRFOIL 2D TESTS 

3.1. Experiment 

Tests were carried out on a 0A213 airfoil instrumented with 30 pressure transducers. The 
Mach number was left at the low value of 0.18. Lift and moment were measured on large amplitude 
oscillations, with no sweep as well as with a 22° sweep. 

Measurements were performed with no averaging and several consecutive loops are shown 
in dotted lines in this paper. 

3.2. Dynamic stall model tuning 

• Cz loops (Fig Sa): The behavior of the 2 models can be clearly seen: The ONERA.Edlin is too 
simplified just ahead of the transition point and oscillations present in the experiment are seen 
with the ONERA.BH model in the stalled regime. Enough information is present in both models 
for the rotor analysis. 

• Cm loops (Fig 6a): The negative peak of Cm is sharp in the Edlin model. It is smoother and comes 
along with the Strouhal oscillations in the BH model. Here also modelling seems complete 
enough to be used on a rotor. 

• Loops with 22° sweep (Fig Sb and 6b): There is a problem here. The Edlin model uses the classical 
yaw correction in order to deal with sweep. It is obvious that this correction is not satisfactory 
here. On the other hand the BH model has its own build-in corrections for yaw and thus has the 
degrees of freedom to adapt to the measured loops and has the ability to adapt to experiment. 

3.3. Conclusions 

• No sweep: 
• The BH model with the larger number of parameters gives a better fit, 
• The BH model takes the vortex shedding effects into account, 
• Enough features seem present in all the results for a full rotor analysis. 

.22° sweep: 
• The airfoil does not behave as expected according to the classical sweep correction, 
• The BH model with its built-in yaw corrections is reasonably successful in reproducing the 

experimental results. 

4. ROTOR TEST (4.2m diameter) 

4.1. Experiment 

The experiment was carried out collaboratively by Eurocopter and ONERA. The test took 
place in the ONERA S 1 wind tunnel in Modane. 



o 

The rotor is 4 bladed and has a diameter of 4.2m. The blades are articulated and have para­
bolic swept tips. The chord inboard from the tip measures 0.14m. An OA213 section (13% thick) is 
used from the root to 75%R and a OA209 section (9% thick) from 90%R to the blade tip. Between 
these radii, the section is interpolated. 

The blades are instrumented with pressure transducers (5 sections) and strain gauges (a total 
of 30 in flapwise and chordwise bending and in torsion). These strain gauges were used to measure 
the blade torsion through a strain pattern analysis. 

High thrust coefficients were obtained (up to CTta = 0.125) by using a slightly reduced ro­
tational speed. 

The calculated results will be shown in the Fig 7 to 11 along with the set of experimental 
measurements obtained at a thrust coefficient varying from 0.075 to 0.125 and an advance ratio of 
OAO . This shows the excellent experimental continuity obtained. Good duplication was also obtained 
during different test campaigns. 

4.2. Calculation hypothesis 

The calculations used the "official" Mach dependant quasi-steady curves of the two airfoil 
sections together with the unsteady parameters derived from the single OA213 2D test. They were 
performed with a classical prescribed wake (MET AR from Eurocopter). 

4.3. Calculations versus tests 

• Cz (Fig 7): Cz is shown versus rotor thrust and blade radius. Starting from the blade tip, it is obvious 
that a secondary peak of Cz appears before the end of the stalled domain. It is prominent at 
70%R and merges into a very large Cz peak at 50%R. 
Both dynamic stall models reproduce the blade unsteady behavior, the stall delay and the very 

large Cz values for R<50%. These large values come from unsteady linear terms propor­
tional to the incidence derivative which is huge here because of the very large incidence 
angles (upto 50° at 270° azimuth and 50%R) and the very high reduced frequency (0.25) 
induced by the low Mach number. 

The results would thus be very satisfactory if the model had reproduced the large second Cz 
peak mentioned above. The resulting imbalance of the rotor is weak (Cz.M2 is small), but 
it will be shown that this phenomenon has a more important effect on moment. 

• Cz.M2 (Fig 8): Excellent results are obtained. The rotor has a good equilibrium. The large peak of 
Cz ignored by the models is greatly reduced here and appears at 70%R and 82%R around 
azimuth 300°. 

• Cm (Fig 9): The calculations stall a little late. The peak of Cm at the onset of stall is there with the 
dynamic stall models working well, but the same remark as for the Cz can be made: a large 
secondary peak of Cm appears below 82%R at azimuth 300°, which is not found in the 
calculations. The large values of Cm obtained at 50%R centered at azimuth 270° are due to the 
linear unsteady terms. They are negligible due to the low Mach number present here. 

• Cm.M2 (Fig 10): The Cm.M2 curves are the most disappointing. All the problems merge here: 
-- As the onset of stall is far from azimuth 270°, it is associated with non negligible Mach num­

bers and a very strong pitching moment excitation exists inboard of 50%R which is totally 
absent from the calculations. The same remark is true for the secondary peak of Cm. 

-- A very negative value is measured at azimuth 120°. It might be due either to a wrong steady 
Cm, or to underestimated unsteady effects. Hover tests cannot solve this problems be­
cause they cannot be performed at a high enough Mach number, 

-- A positive value is measured at azimuth 180°. This might also be due to an incorrect steady 
curve or to a sweep effect. The unsteady effects should be weak here. 
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The two previous points add up to give a poor description of the aerodynamic moment. As the 
non-stalled unsteady linear model usually reproduce the experiment well (see Fig 6), 
some doubts arise on the true steady curves of the tested rotor. 

• Blade torsional moment (Fig 11): it is satisfying to notice that the blade moments are in agreement 
with the Cm results. The blade moment at 75%R shows a positive tendency at 45° and 180° 
azimuths which the calculations cannot account for. On the other hand, the negative peak due 
to stall is predicted, although not sufficiently prominently. 
As expected, a large moment peak appears inboard of 50%R due to the violent onset of stall 

which the model is unable to reproduce. 
• Blade torsion (Fig 12): experimental blade torsion is not available for CT/cr=O.125. Calculations 

suggest that the torsion here would simply be an amplification of the CT /cr=O.113 measured 
torsion. The torsion obtained at CT/cr=O.113 is consistent with the Cm at the blade tip: the 
calculated torsion is too negative at azimuth 45° and 1800, while a 1 ° torsion at the onset of stall 
is effectively predicted. The unexpected moment at 50%R is not important for torsion. 
Oscillation damping is consistent with the experiment. 

• Flapping and lead-lag (Fig 13): flapping is predicted very well by the ONERA.Edlin model. As there 
is no reason why the ONERA.BH model should not give the same results, one may conclude 
that the correction due to yaw forced on the BH model by the 2D test has somehow unbalanced 
the rotor. 

• Chord deflection and pitch-link loads (Fig 13): pitching moment predictions are useful for the 
calculation of the pitch link loads. Although a strong pitching moment exists at the onset of stall, 
it may be seen here that the pitch link loads are rather dominated by the chordwise deflection of 
the blade which reaches a value of one full chord at azimuth 120°, far more than the 
aerodynamic offset brought by stall. 

5. CONCLUSIONS 

The high quality of the measurements has led to a good understanding of the behavior of this 
rotor. Positive results were obtained with the prediction tools: 

• The comprehensive code reproduced the overall equilibrium of the rotor quite well at very 
high loads, 

• The dynamic stall models performed correctly at the reasonable amplitudes and low reduced 
frequencies for which they were tuned. 

These good results allow a good identification of the difficulties that still subsist: 
• The calculated blade moment lacks the very strong aerodynamic moment at mid-span of the 

retreating blade, a point that needs further investigation, 
• The unstalled blade moment displays an unexpected behavior, as if the quasi-steady curves 

used by the calculation were distorted. This might in fact be true, but some unsteady wind 
velocity effects could playa role on the advancing blade as well as yaw effects on the fore 
position of the blade. Analysis of hover conditions could partly settle the problem. 

• Blade torsion is sensitive to rotor thrust in the calculations with these parabolic tip blades. 
Careful blade modelling is necessary, 

• The classical yaw correction was not satisfactory on the 2D tests. This point needs to be 
clarified in the future. 
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GROUND/AIR RESONANCE SIMULATION Of HELICOPTER ROTOR SYSTEMS BASED UPON 
FULL NON-LINEAR EQUATIONS OF MOTION 

C. S. Robinson, E. R. Wood and R. L. King 

Naval Postgraduate School 
Monterey, California 

I. INTRODUCTION 

Current trends in helicopter technology and 
manufacturing have favored the use of 
bearing less rotor designs that make use of 
advanced composite materials. These designs 
offer many advantages over more conventional 
articulated rotors when reliability and 
maintainability are considered. Additionally, 
future helicopter development promises the 
inclusion of smart material technology and 
active rotor control as engineers strive to 
optimize dynamic, acoustic and performance 
characteristics of the helicopter. 

A potential payoff from the successful use of 
the technologies mentioned above is the 
damperless rotor; a design that offers major 
retums in the form of decreased rotor system 
weight, reduced parts count, and reduced 
maintenance requirements. The designers of 
such complex rotors will require reliable 
simulations of the rotor mechanics in order to 
take advantage of these new innovations in 
rotor technology. The developed simulation 
should have sufficient fidelity so that the effects 
of introducing advanced technologies into rotor 
system designs could be accurately evaluated. 

The goal of the study described in this paper 
is the development of a computational tool to 
analyze the dynamic behavior of advanced 
technology coupled rotor/fuselage systems. A 
series of programs have been developed 
utilizing the symbolic processing software, 
MAPLE®; the computational software, 
MATLAB®; and the dynamic simulation 
software, SIMULlN~ [Ref. 1]. It is desired 
that the computational tool be Simple to 
understand and lend itself to easy 
reprogramming. 

II. THE COMPUTATIONAL TOOL 

The computational tool is comprised of four 
basic parts: 
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1. Derivation of the rotor/fuselage system 
equations of motion by the symbolic 
manipulation software MAPLE®. 

2. Automatic generation of computer code 
from the algebraiC representation of the 
equations of motion. 

3. Transportation of the generated 
computer code from the symbolic 
processing environment into the 
simulation environment. 

4. Implementation of the nonlinear 
simulation in the SIMULlNK® 
environment. 

Initial work focused on modeling the 
phenomenon of ground resonance. A helicopter 
was modeled using spring restrained rigid rotor 
blades attached to a spring mounted rigid 
fuselage. Two cases were explored. The first 
case was a simple model, similar to that used by 
Coleman and Feingold [Ref. 2]. This case 
allowed for rotor blade lead-lag and fuselage 
translational degrees of freedom and was 
absent of aerodynamic effects. The second 
model was more complex, with fuselage 
rotational degrees of freedom, rotor blade flap, 
and aerodynamic effects. 

The symbolic processing software MAPLE® 
was used to systematically apply Lagrange's 
equation, 

- -- ---+--+--=QI d (aT) aT au aD 
dt aqi aql aqi aqi (1) 

to derive equations of motion from kinetic, 
potential and dissipative energy expressions in 
terms of system degrees of freedom. 

The program applies the necessary 
coordinate transformations so that the velocity 
of an arbitrary point on a rotor blade elastic axis 
is expressed in inertial coordinates. 

The expressions for fuselage kinetic, 
potential and dissipative energy as well as the 
expressions for rotor blade potential and 



dissipative energy are entered into the symbolic 
worksheet directly by the user. 

With the energy expressions defined for each 
component of the rotor/fuselage model, the 
contributions are added and processed following 
the Lagrangian approach by the symbolic 
processing program. The result is a system of 
second order nonlinear differential equations 
stored symbolically in a vector of the following 
form 

[A(i,x,t)] i = J(i,x,t) (2) 

where A is a matrix of coefficients of the second 

derivative terms, 1 is a vector containing the 
system elastic, dissipative, generalized force 
and nonlinear terms, and x is the vector of 
degrees of freedom. 

The MAPLE® program then generates 
computer code for use in the nonlinear 
simulation. The algebraic expressions in the 

matrix, A, and vector, f, are converted to 

optimized C code to minimize the number of 
floating point operations required in the 
simulation. 

The third part of the process is completed 
when the generated code is incorporated into 
the MATLAB®-SIMULlN~ environment via the 
S-function interface [Ref. 3]. An S-function is a 
generically formatted subroutine which 
communicates the dynamics of a system to a 
numerical integration routine so that those 
dynamics can be incorporated into more 
complex models in a straight forward manner. 
S-functions can be coded in either C, Fortran, or 
MATLAB® m-file format. 

The equations of motion are numerically 
integrated in their complete nonlinear form 
using the following format, 

(3) 

Eqn. (3) is used to evaluate the system state 
derivatives at each time step. These state 
derivatives are then used by a numerical 
integration algorithm included with the 
SIMULlNK® software package (Runge-Kutta 4-5 
primarily used for this study). 
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III. SIMULATION VALIDATION 

Presented in this section are the results of 
several simulations that demonstrate the unique 
capabilities and flexibility of the nonlinear 
modeling method. Direct simulation allows 
analYSis of any number of different 
configurations or scenariOS, such as non­
isotropic hub, one damper inoperative, and 
simulated rotor blade damage. Geometric and 
mass properties can be changed at any point in 
the time historf, so configuration changes do 
not have to be artificially implemented as initial 
conditions. Though the time history plots in the 
following subsections do not indicate it, 
SIMULlNK® offers the useful capability of being 
able to visualize the dynamics of a model as it 
progresses in development. 

The baseline case implemented is an 
articulated 3-bladed rotor which is intentionally 
set up with zero damping and with a rotor speed 
set approximately at the center of the regressing 
lead-lag mode instability region. The first set of 
simulations demonstrates the system behavior 
when excited with an initial fuselage velocity. 
Figures 1.1 and 1.2 show the lead-lag time 
histories and the fuselage center of mass 
trajectory (displacements in feet) for this case. 

0.05 0.1 0.15 0..2 025 0.3 0'>5 
Time (ueond) 

Figure 1.1 Rotor Lead-lag Displacements for Basic 
Parameter Case Settings, Center of Self Excited Region. 

As expected, Figures 1.1 and 1.2 show the 
rapid divergence of the model as a result of 
being in the center of the self excited region. 
The diverging spiral path of the fuselage center 
of mass is a characteristic result of the 
regreSSing lead-lag mode instability. 
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Figure 1.2 Fuselage Trajectory for Basic Parameter 
Settings, Center of Self Excited Region. 

Figures 1.3 and 1.4 show corresponding 
results for operation just below the self excited 
region. Figure 1.3 shows a beat or modulation of 
the blade response but no divergence. 
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Figure 1.3 Rotor Lead-lag Time Histories, Rotor Speed 
Below Self Excited Region 
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Figure 1.4 Fuselage Trajectory for Basic Parameter 
Settings, Rotor Speed Below Self Excited Region 
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The fuselage center of mass trajectory shown 
in Figure 1.4 shows an elliptical path with the 
major axis of the ellipse precessing about the 
zero displacement position. 

Both the beat phenomenon and the 
precession type motion of the hub are 
characteristic behavior of a system operating 
outside the self excited region. The precessing 
ellipse is also characteristic of spherical 
pendulums and cannot be modeled in a linear 
analysis. 

Figures 1.5 and 1.6 show the results of a 
simulation where rotor speed was set just above 
the self excited region. Again, the fuselage 
exhibits an elliptic whirling motion with the major 
axis of the ellipse rotating about the zero 
displacement position while the blade lead lag 
motion again follows a beat pattern. Note the 
increase in beat and lead/lag frequencies. 
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Figure 1.5 Rotor Lead-lag Time Histories, Rotor Speed 
Above Self Excited Region 
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Figure 1.6 Fuselage Center of Mass Trajectory, Rotor 
Speed Above Self Excited Region 



Figure 1.7 is the Coleman stability plot [Ref. 
1] for the basic configuration. The solid lines 
indicate the boundaries of the self excited 
region and the dashed line marks the center of 
the self excited region. The X's indicate the 
operating points for the three cases shown in 
Figures 1.1 through 1.6. 
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Figure 1.7 Coleman Stability Plot for Basic Case 
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A comparison was also made between the 
simulation model and a time history solution of 
Coleman's and Feingold's equations. Bramwell 
[Ref. 4] derives Coleman's and Feingold's 
equation in a fonn equivalent to that of the 
simulation model with the blade displacements 
expressed in the rotating coordinate system and 
the fuselage displacements expressed in the 
fixed coordinate system. These equations were 
solved in the fixed coordinate system using an 
eigenvalue analysis and the solutions 
transformed back to the rotating coordinate 
system. A comparison was then made with the 
lead-lag displacement time history of the 
simulation model. 

Figure 1.8 shows the result of the 
comparison using the parameters of the basic 
configuration with a moderate amount of 
damping added to rotor blades and fuselage. 
Figure 1.8 shows excellent agreement between 
the two solutions with a departure between the 
two occurring only when displacements are no 
longer small. Thus, for the case of an isotropic 
hub with linear spring stiffness and damping, the 
new comparison validates the accuracy of the 
simulation model. 

4 

'" " 

2 
Comparison of Simulation Model to Solution of Coleman Equations 
.5 

2 
Ic-~ ole,!!¥n.1 !\ 

:g 1. 5 I 
ow 
.:. 

" co 
E O. 
" u 

.J! 
a. 

'" =a -D. .. 
..!! 
,;, -
" ~ .1. 

-2. 

1 

5 

5 

1 

5 

2 

5 

I, ,\ 
""" .- A- lB i ~ ~ 

...... 
~ ~ ~ P d 

v 

'V} \ 0 

~. 0 

v 0 
0 ..... 

o 0.2 0.4 0.6 0.8 
Tim. (sec) 

Figure 1.8 Comparison of Simulation Model to 
Colc;;'lan's Model 

IV. EXAMPLE CASES 

Moving on from baseline results and model 
verification, a comparison is run between a case 
where all blade lead-lag dampers are operating 
and a case where one damper is inoperative. 
The top plot of Figure 1.9 shows a rotor with all 
blade dampers operating. In the lower plot, the 
blade associated with the bubble-line time 
history has its damper disabled by reducing the 
damping coefficient by two-thirds. We note that 
the neutrally stable case with full damper 
operation becomes highly unstable by failing 
one damper. 
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Figure 1.9 One Lead-Lag Damper Inoperative 

Figure 1.10 shows results of simulating 
damage to a rotor blade by reducing the mass 
of the blade by 20%. The undamaged blades 
are seen to oscillate around a non-zero 
displacement position to compensate for the 
damaged blade, but amplitudes of all blade 
oscillations remain constrained. This makes 
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sense since overall damping remains 
unchanged. 
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Figure 1.10 Simulated One Rotor Blade Damaged 

Figure 1.11 shows the effect of introducing 
lead-lag stops in the model. The figure 
compares the time history of a blade with no 
stops with that of a blade with spring stops 
positioned at.:!.:. 15 degrees (0.262 radians). 
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Figure 1.11 Effect or Lc!ad-Lag Stops 

V. NONLINEAR SPRING RESULTS 

The objective of tile next set of simulations 
was to examine the effect of a nonlinear 
f1exbeam incorporated into a bearing less rotor 
design. The nonlinear behavior of the flexbeam 
was assumed to be that of a Duffing spring 
where the restoring moment is given by 

5 

(4) 

Ke is the linear stiffness and Kef the nonlinear 
stiffness. Simulations were conducted for 
several values of the nonlinear spring constant 
keeping the linear coefficient constant at 22 000 
ft-Ibs/radian. Results in Figure 1.13 show' the 
primary effect of increasing the nonlinear spring 
constant is in limiting the amplitude of the lead­
lag response. The case for Kef = 0 is very 
unstable and would result in the loss of the 
helicopter. By adding the hardening (cubic) 
term, the unbounded growth in amplitude can be 
checked, as is apparent from the response for 
the case of Kd=80,000 ft-lbs/radian3

. As the 
amplitude increases, the magnitude of the 
nonlinear term becomes more influential and 
effectively changes the frequency of oscillation, 
shifting it outside of the unstable region and 
allowing the oscillations to decay. While the 
limiting amplitudes for the nonlinear case of 
Figure 1.13 are still large for lead-lag 
displacements (on the order of 15 to 20 
degrees), this limiting behavior may be enough 
to prevent destruction of an aircraft if ground 
resonance were excited. When lead-lag 
displacements are very small, the hardening 
effect of a nonlinear f1exbeam would be 
negligible, and could be designed to act as soft­
in-plane in order to minimize hub moments. 

J x 10' ElIoci ctHordor;ng DulIng Fiemoom on Blade Responco 
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Figure 1.13 Effect or Hardening Duffing Flexbeam on 
Lead-lag Response 

It is important to note that the elastic 
behaviors of the f1exbeams modeled by the 
curves in the upper plot of Figure 1.13 are 
purely hypothetical and were selected to 



illustrate the effect of nonlinear elastic behavior 
on rotor system response and stability. Further 
research in this area appears promising and will 
be continued. 

VI. THE MOVING BLOCK TECHNIQUE 

One of. the drawbacks of perfonning direct 
numerical simulation of dynamiC systems is that 
time histories of system degrees of freedom 
only offer qualitative infonnation on the effect 
that certain system parameters have on system 
stability or perfonnance. In order to quantify the 
effects of varying certain system parameters, 
such as rotor speed, flex-beam stiffness, and 
active control inputs on rotor-fuselage stability, 
a method was needed to detennine system 
damping levels from the system time histories. 
Moving Block Analysis, a technique first applied 
at Lockheed in the 1970's, is a discrete method 
of analyzing a transient time history to obtain 
modal damping and frequency. The technique 
is described in some detail by Hammond and 
Dogget [Ref. 5] and Bousmann and Winkler 
[Ref. 6]. 

A MATLAB® based program was developed 
to apply the moving block technique to time 
history traces generated from coupled rotor 
fuselage simulations. For a sampled signal (in 
this case, the time trace resulting from a 
simulation) the Moving Block method is applied 
by first estimating the frequency of interest 
embedded in the signal using a Fast Fourier 
Transfonn (FFD. A block length is selected 
consisting of Nb data points. The magnitude of 
the Discrete Fourier Transfonn (DFD of this 
block is then calculated. The block is then 
shifted one time step, and the DFT magnitude is 
calculated again. This process is repeated until 
the time block is at the end of the signal. The 
log of the magnitude of the DFT of each block is 
plotted against the start times of each block. 
The negative of the slope of the least squares fit 
of this plot divided by the damped frequency of 
the mode measured yields the damping ratio. 

For this study, stability measurements were 
made based on time histories of the orthogonal 
components of the rotor center of gravity offset. 
These time histories contain both the regressing 
and progressing mode contributions. The 
damping levels of these modes for various gain 
and phase settings were detennined using the 
Moving Block program. 

Figure 1.14 shows the rotor center of gravity 
offset response to a lead-lag perturbation for a 
baseline case. The high frequency component 
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present in the initial part of the simulation is the 
progressing lead-lag mode which is seen to 
damp out very quickly. The dominant low 
frequency trace is the regressing mode, which is 
unstable for this case. Figure 1.15 shows results 
of analyzing the time trace in figure 1.14 with 
the Moving Block analysis. 
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Figure 1.14 Rotor c.g. Offset Components for Baseline 
Case (K=O, +=0) 

The upper plot of Figure 1.15 is the initial 
spectral analysis of the time trace computed by 
using a Fast Fourier Transfonn. The second plot 
refines the resolution of the FFT about the 
frequencies of interest. The third part of Figure 
1.15 shows the plot of the moving block 
functions [Ref. 7] for the regressing and 
progressing lead-lag modes with linear least 
square fits superimposed. 
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Figure 1.15 Results of Moving Block Analysis on 
Baseline Simulation (K=O, +=0) 
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VII. CONCLUDING REMARKS 

A method for fonnulating and automatically 
coding the equations of motion of a coupled 
rotor-fuselage system by use of symbolic 
processing software and dynamic simulation 
software has been developed. All tenns are 
included in the equations of motion at each time 
step of the simulation. All restrictions with 
respect to small angles and small displacements 
have been eliminated and no ordering schemes 
were used. 

The resulting mathematical models were 
used to perfonn simulations of coupled rotor­
fuselage systems in ground resonance. 
Analysis of the dynamic and stability 
characteristics were quantified using the moving 
block technique. A simple rotor model was used 
to demonstrate essential characteristics of 
airlground resonance and the effects that 
parameter variations such as rotor speed, 
f1exbeam elastic behavior, damper failure, and 
rotor blade damage have on those 
characteristics. The modeling technique proved 
to be a very powerful tool in that it eliminated 
the time consuming process of manually 
deriving and coding the very complex equations 
of motion of a multi-degree of freedom rotor 
system. As the simulation component of the 
method, SIMULlN~ provided a generic controll 
simulation environment that offered a broad 
range of analysis capability for exploring 
airlground resonance characteristics of both 
linear and non-linear rotor. 

The technique has direct application to the 
design of future advanced technology rotor 
systems. 
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This paper investigates the trim and stability of isolated hingeless rotors in forward flight 

with experimental correlation. A modal approach with both the nonrotating and rotating modes, 

the ONERA dynamic stall models of lift, drag and pitching moment, and a three-dimensional 

state-space wake model are used. The experimental rotor has four blades that are soft in lead-lag 

and torsion, and it is tested at realistic tip speeds. The collective pitch and shaft angle are set 

prior to each test run, and the rotor is trimmed as follows: the longitudinal and lateral cyclic pitch 

controls are adjusted through a swashplate to minimize the lIrev flapping moment at the 12% 

radial station. The database includes the lateral and longitudinal cyclic pitch controls, steady 

root-flap moment and lag regressive-mode damping levels for two coning angles with variations 
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in advance ratio, shaft tilt and collective pitch control. The cyclic pitch controls and the 

corresponding periodic responses are computed by the periodic shooting method with damped I 
Newton iteration; this method is based on the fast-Floquet theory and generates the equivalent 

Floquet transition matrix (EFfM) as a byproduct. The modal frequencies and damping levels are I 
estimated from the eigenvalues and eigenvectors of the EFfM. All the structural and 

aerodynamic states are included, from the trim analysis to the eigenanalysis, and the flap­

moment predictions are based on both the force-integration and mode-deflection methods. The 

convergence of the damping, control-input and flap-moment predictions with respect to the 

number and type of modes is included as well. A major finding is that dynamic wake 

dramatically improves the correlation of the lateral cyclic pitch control. 
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Introduction 

Provision for adequate lead-lag damping is an important element 

of rotorcraft design 

r"" Requires an accurate prediction method 

Lag damping prediction is sensitive to 

r,... Approximations in modeling aerodynamic and structural components 

r"" Trim results of control inputs and the corresponding periodic responses 

Virtually imperative that the theoretical calculations are 

correlated with a comprehensive database 
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Background and Motivation 

Experimental 
Investigations 

Maier '97 

(corrected and updated) 

Analytical Investigations 

Subramanian, Gaonkar and 
Maier '97 



Contributions 

+ Develops a flap-lag-torsion analysis 

©> Based on the fast-Floquet theory 

+ Correlates with the updated and corrected database on trim and 

stability 

@ Includes convergence of trim and stability with respect to the number 

and type of modes 

+ Identifies the effects of quasisteady stall, dynamic stall and 

dynamic wake and shows how these effects participate in the 

correlation 

-------------------
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Experimental Rotor 

~Soft inplane, four-bladed torsionally soft rotor 

~ Blades have a rectangular planform with zero degree 
pretwist and droop 

(..- Also have a provision for varying precone 

~Operated trimmed by minimizing the l/rev flap moment at 
the 12 % radial station 

~Collective pitch and shaft angles are set prior to the test 
run; cyclic pitch controls are exercised through a 
swashplate to minimize the flap moment 

~NACA 0012 airfoil section; Re = 1.26xl06 in hover; M = 0.6 
at the blade tip in hover 
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Test 

Test Configurations for the Corrected and 
Updated Database in Trimmed Flight 

Collective Shaft Blade Advance 
Configuration Pitch, Tilt, Precone, Ratio, f.l 

80(degl as (deg) ~pc (deg) 

I 3° 0° 2° 0.0 - 0.31 

II 3° _ 3° 2° 0.0 - 0.31 

III 3° _ 6° 2° 0.0 - 0.31 

IV 5.9° _ 6° 2° 0.0 - 0.36 

V 3° 0° 0° 0.0 - 0.187 



Modeling and Analysis 

Structural Dvnamics .. 

©>Elastic Flap-Lag-Torsion Model 
cJ Flap-lag bending and torsion degrees of freedom 

cJ Quasisteady treatment for axial deformation 

©>Galerkin-type scheme 

©>Nonrotating and rotating normal modes 
cJ Myklestad-type approach 

-------------------1 



-------------------
Contd .. 

Aerodvnamics .. 

o Dynamic Stall Theory 

@ONERA dynamic stall models of lift, drag and pitching 
moment 

f} Quasisteady Stall Theory 
@Dynamic stall characteristics suppressed 

@ Dynamic Stall and Wake Theory 
@Relatively complete aerodynamic representation 

@Dynamic stall effects based on the ONERA models 

@Wake effects based on a finite-state three-dimensional wake 
model (Peters, Boyd and He) 



Contd .. 

Trim and Stability Analyses 

©>Compute the lateral and longitUdinal cyclic control 
inputs 

c::::> Wind-tunnel trim 

c::::> Minimize the 1/rev flap moment at the 12 % radial station 

©> Find the corresponding initial conditions for the 
periodic response 

-------------------
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Contd .. 

Periodic Shooting Method 

@With damped Newton iteration 

@Based on the fast-Floquet theory 

@Generates the equivalent Floquet transition matrix 
, (EFTM) 

Modal damping levels and frequencies from the· 
eigenvalues and eigenvectors of the EFTM 



Contd .. 

Flap Moment - Force Integration Method 

© Integrate sectional forces and moments over the blade 
span to get total flap moment 

Trim equations: 

![Total Flap Moment]O.12R coso/d\jf=O 

2[[Total Flap Moment]O.l2R sin\jfd\jf=O 

Steady Flap Moment 

2~ ![Total Flap Momentl12R d'JI 

-------------------
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Modeling and Analysis Contd .. 

Flap Moment - Mode Deflection Method 

Total Flap Moment = [Flap Stiffness x Flap deflection"1.12R 

Steady Flap Moment 

'2~ 2[[Total Flap Momentl12Rd'V 



Convergence of Lag-Regressive Mode Damping Level for 3° 
Collective and 2° Precone 

(Nonrotating modes) 
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Convergence of Lag-Regressive Mode Damping Level for 3° 

Collective and 2° Precone 
(Nonrotating modes) 

Lag Regressive-Mode Damping Level (1/sec) 
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Convergence of Steady Flap Moment 
for 3° Collective and 2° Precone 

(Nonrotating modes) 

Force Integration Method 
Steady Flap Moment (in-Ib) 

Shaft Tilt=-60 
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Convergence of Lag-Regressive Mode Damping Level for 30 

Collective and 20 Precone 
(Rotating modes) 

Lag Regressive-Mode Damping Level (1/sec) 
Shaft Tilt=-60 
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Convergence of Lateral-Cyclic Pitch Angle 
for 3° Collective and 2° Precone 

(Rotating modes) 
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Convergence of Longitudinal-Cyclic Pitch Angle 

for 3° Collective and 2° Precone 
(Rotating modes) 

Longitudinal-Cyclic Pitch Angle (deg) 
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Convergence of Steady Flap Moment 
for 30 Collective and 20 Precone 

(Rotating modes) 

Force Integration Method 
Steady Flap Moment (in-Ib) 

Shaft Tilt=-60 
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Convergence of Steady Flap Moment 

for 3° Collective and 2° Precone 
(Rotating modes) 

Mode Deflection Method 
Steady Flap Moment (in-Ib) 
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Lag Regressive-Mode Damping Correlation 
for 30 Collective and 20 Precone 

eo = 30 and ~pc = 20 

Lag Regressive-Mode Damping Level (1/sec) 
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. ?!7~ag Regressive-Mode Damping Correlation 
for 5.90 Collective and 20 Precone 

Lag Regressive-Mode Damping Level (1/sec) 
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Lag Regressive-Mode Damping Level (1/sec) 
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Lateral-Cyclic Pitch Correlation 
for 30 Collective and 20 Precone 

8o=30and ~pc=20 

Lateral-Cyclic Pitch Angle (deg) 
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Lateral-Cyclic Pitch Correlation 
for 5.90 Collective and 20 Precone 
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Lateral-Cyclic Pitch Correlation 
for 3° Collective and 0° Precone 

Lateral-Cyclic Pitch Angle (deg) 
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90 == 30 and ~pc == 20 

Longitudinal-Cyclic Pitch Angle (deg) 
• Test Data 

Shaft Tilt = -3° 
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Longitudinal-Cyclic Pitch Correlation 

for 5.90 Collective and 20 Precone 

Longitudinal-Cyclic Pitch Angle (deg) 
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Longitudinal-Cyclic Pitch Correlation 
for 30 Collective and 00 Precone 
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Flapping Moment Correlation 

(Nonrotating Modes) 

Collective = 30, Shaft Tilt = -60, Precone = 20 

Steady Flap Moment (in-Ib) 
• Test Data 

Force Integration 
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Flapping Moment Correlation 
(Rotating Modes) 

Collective=3°, Shaft Tilt=-6°, Precone=2° 

Steady Flap Moment (in-Ib) 

• Test Data 
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Concluding Remarks 

The preceding study 

,.- Quasisteady stall, dynamic stall, and dynamic stall and wake 
theories 

,.- Lag regressive-mode damping level, cyclic controls and steady 
root flap moment 

,.- Function of advance ratio 

(.- Includes convergence with respect to the number and type of 
modes 

jg]The dynamic stall and wake theory provides the 
best correlation 



Concluding Remarks Contd .. 

Rotating Modes 
~ A structural representation with five modes in flap, two 

in lag and three in torsion gives converged results for 
trim and stability 

Nonrotating Modes 
~ A structural representation with five modes each in flap, 

lag and torsion: 

(a)Lag regressive-mode damping levels, cyclic pitch 
controls and steady flap moment based on the force­
integration method converge 

(b )Steady flap moment based on the mode-deflection 
method converges very slowly 

-------------------
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Concluding Remarks Contd .. 

[8] Quasisteady stall and dynamic stall theories predict the 
damping levels fairly well 

[8] Dynamic stall and wake theory shows better correlation 
(,... Trend of the damping level is closer to the data 

~ An exception occurs for the configuration with-three degree 
collective and six-degree shaft tilt at high advance ratios 

(,... Data show that the damping level decreases rapidly and 
becomes nearly zero (neutrally stable) 

(,... None of the three theories predict this; they predict nearly 
identical damping showing a fairly stable lag regressive mode 



Concluding Remarks Conld .. 

I8l Concerning correlation of the lateral cyclic pitch angle, the 
quasisteady stall and dynamic stall theories do not provide a 
satisfactory correlation. By comparison, the dynamic stall and 
wake theory dramatically improves the correlation and 
provides satisfactory correlation 

I8l The calculations of the steady root flap moment from all three 
theories are close 

-------------------
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Abstract 

This paper deals with the helicopter ground resonance phenomenon, more specifically, with a simplified 
two-bladed hingeless rotor model analysis, which takes into account the lead-lag degree-of-freedom of a 
rigid blade and the longitudinal and lateral degrees-of-freedom of the rotor support. The analysis neglects 
both the blade out-of-plane motion and aerodynamics effects. The stability analysis of the dynamics system 
takes the state-variable approach and utilizes the Floquet theory for solving the differential equations in 
the nonrotating reference system. Results show modal frequency and damping diagrams as function of 
rotor rotational speed for hingeless rotor configurations including no damping on both support and blades, 
including damping on both blades, and including an inoperative blade damper. Similar results are shown 
for an articulated rotor configuration including an anisotropic support. Modal damping diagrams for both 
rotating and nonrotating frame analyses are presented for hingeless rotor configurations including damping 
on both blades and including an inoperative blade damper. Results also include effects of inertial coupling 
variation in the rotating frame. Eigenvector analysis enlightens the inherent connection of divergence and 
resonance instabilities with in-phase components of displacements and corresponding time rates for all 
configurations studied. 

Introduction 

Helicopter ground resonance is a catastrophic dynamic instability, characterized by the coupling of the 
whlrling movement of the combined center of mass of the blades around their respective shaft and the shaft 
(support) displacement itself. Rotational energy from the rotor is converted into oscillatory energy of the 
blades through the fuselage coupled oscillations. Inertia forces caused by the out-of-phase displacement of 
the blades around their hinges (real, as in articulated rotors, or Virtual, as in hingeless rotors) react with 
the fuselage (body, support) movement. Once the rotor common mass center is offset from its support, a 
possible path for it consists of a divergent elliptical spiral, characterizing the resonance phenomenon. The 
movement of the rotor common center of mass is directly associated with the rotor rotational speed. As 
a consequence, ground resonance depends on the rotor rotational speed range, and the design engineer is 
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led to choose rotor elastomechanical characteristics and rotational speed domain in a way that this kind 
of instability is excluded from the helicopter operational envelope. Both experimental and theoretical 
research pointed out the need of placing damping on both rotor lead-lag hinges and support (in particular, 
placement of damping on the landing gear). Correctly choosing the damping placement is one of the 
key-points regarding ground resonance avoidance. 

The classical approach for studying the phenomenon is due to Coleman and Feingold [1]. Their 
work became the most comprehensive theoretical investigation ever done on this subject, becoming a 
cornerstone for more recent investigation. Johnson [2] presents a detailed analysis of the ground resonance 
phenomenon, following basically Coleman and Feingold's work. It is .treated considering the presence 
of fully articulated rotor system which does not show a significant coupling of inplane and out-of-plane 
blade degrees of freedom. Under thi~ approach, the instability is governed mainly by both the lead-lag 
elastomechanical blade characteristics and rotor support stiffness characteristics, with no influence of the 
rotor aerodynamics in the analytical results. As all classical work, it considers only the degrees of freedom 
from the support and from the blade lead-lag motign, neglecting both blade out-of-plane dynamics and 
aerodynamics loads. Based on Newton's method, hingeless rotor equations of motion are derived, taking 
into account isotropiC only characteristics. This yields a stability analysis involving a constant coefficient 
system of equations. Hammond [3] introduces a general analysis, treating the problem in the nonrotating 
coordinate system through Floquet theory, along with a rotor and support anisotropic model. 

The advent of rotor hingeless and bearingless configurations, with their inherent strong structure­
flow couplings, made mandatory the inclusion of rotor aerodynamics in the analysis, in order to improve 
correlation with experimental results. Trying to correlate Bousman's experimental results [4], Johnson [5] 
showed some aspects of the influence of unsteady aerodynamics on hingeless rotor ground resonance, 
opening doors for the upcoming (now current) aeromechanical type of investigation. 

McNulty [6] calls attention to the importance of understanding the general characteristics of the re­
sponse of periodic coefficient systems and how they differ from the constant coefficient results. In a constant 
coefficient system analYSiS, each natural mode is completely described by its natural frequency, damping 
and mode shape, the latter being a constant vector. For a periodic coefficient system, Floquet-Liapunov's 
theorem predict that the individual modes of the system will each contain responses at any number of 
frequencies which are separated from each other by integer multiples of the rotor speed. The complete 
response of each mode is then given by the product of a sinusoidal term with a "natural frequency," an 
exponential damping term, and this periodic mode shape vector. The usual practice is to add enough mul­
tiples of the rotor speed so one can obtain the so called "natural frequencies" of the system which indeed 
are frequencies associated with the natural frequencies of an appropriate constant coefficient system. This 
procedure seems to have led to a certain amount of confusion about this seemingly multivalued "natural 
frequency." This is probably due to the fact that most publications including Floquet results are focused 
on eigenvalues, paying little or no attention to the periodic eigenvector. An exception can be found in 
Ormiston's [7]. 

Equations of Motion and Solution Approach 

The derivation of the equations of motion follows Johnson's [2] procedure and nomenclature. Figure 1 
shows a drawing sketching the dynamic system model in analysis. The analysis consists basically in first 
obtaining the equations of motion for the rotor in the rotating frame in terms of the differential lead-lag 
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degree of freedom, and the support equations in terms of its longitudinal and lateral degrees of freedom 
in the nonrotating frame, through the reactions acting upon it due to the blade spanwise forces. Then, 
the equations of motion are obtained through the coupling of the just mentioned equations written for a 
unified reference system. Equations can be either expressed in the rotating frame, with shaft and support 
contributions being transformed into the rotating coordinates by means of a harmonic balance strategy, 

which leads to a constant coefficient matrix stability analysis, or expressed in the nonrotating frame by 
means of transfonning the rotor equations using the multiblade coordinate transformation [8], which leads 
to a periodic coefficient matrix stability analysis, here solved utilizing the Floquet method [9, 10]. 

The equations of motions in the rotating frame for the ground resonance dynamics are given by 

[M] {y}** + [C] {y}* + [K] {y} = 0, 

where 

1# 0 --g# 0 It C,l 0 0 2Sf , , , 
0 1# r;#-

0 1# - -# 

[M]= 5.# 
-S, 

[Cj= 
0 , C,2 0 -2S, 

-# -# -# 2M# ~ -Be 
Mx 0 0 0 Mx Cz 2 2 z 

M# 
-""'- -# -2M# -# 

0 0 0 x -S'[ S, x Mx Cx 

1# -2 0 "7"'># 0 ( 'V(l -S, 
0 1# -2 --g# 0 r1

) } 

«(2) 
[K]= 

( 'V(2 , 
and {y} = . -# -# 

M: (w; - 1) M#--~ Be; Yr 
2 2 x Cx 

0 0 -#- M: (wi -1) xr -Mx Cx 

The state variable representation for this system of equations can be written as 

[J] {x}* + [A] {x} = {O} =? {x}* = [J]-l [A] {x} == [D] {x}, 

where 

[J] = [ [1
0

] 0] 
[M] , [ 

0 - [I]] 
[A]= [K] [C] , 

and [D] is a constant coefficient matrix. 
The stability of the dynamic system depends upon the solution of constant coefficient differential 

equations, yielding a solution of the type 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

where one observes that 'rJi and {cpd are the eigenvalues and eigenvectors of the stability matrix [DJ, I 
respectively. In general, 'rJi is complex, and can be written as 

'rJi = (j ± iw where 
{ 

(j = Modal damping 
w = Modal frequency 

Now, the equations of motions in the nonrotating frame are given by 

[M] {y}** + [C] {y}* + [K] {y} = 0, 
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where 

[ 

]# 

n#' 
[M] = -.!~ cos?jJ 

S, sin?jJ 

n# -S, cos?jJ 
-# 
My 

o 

and 

o 
-# 
My cy 

o 
o 1 o , 

-# 
Mx Cx 

Also, within the [K] matrix, v~ = Kl + K2n2, where Kl and K2 are Southwell coefficients [2]. The 
state-variable representation for this system of equations can be written as 

{x}" = [J]-l [A] {x} == [D] {x}, where [D (?jJ)] = [D (?jJ + 271")]. 

The stability of the dynamic system depends upon the solution of a periodic coefficient differential 
equations, for which the Floquet method is employed, yielding a solution of the type 

{x (t)} = [p (t, to)] {x (to)}, 

where [p (t, to)] IS a n x n nonsingular matrix, named state transition matrix, which satisfi~s the equation 

[p (1, to)]* = [D (t)] [p (1, to)], [p (to,to)] == [1]. 

From the theory, if [D (1)] is periodic, one can analyze the system stabi'lity by observing the perturbation 
solution at the end of one period. Therefore, 

{x (T)} = [P(T,O)] {x(O)}. 

By defining the Floquet transition matrix, [Q (T)] as the state transition matrix at the end of one period, 

conSidering the Floquet-Liapunov theorem, and defining Ak = eTJkT, the system stability equation is given 
by 

where one observes that Ak and {eoL are the eigenvalues and eigenvectors of thematrix [Q (T)], respec­
tively. In general, TJk is complex, and can be written as 

The stability of the system is directly related with O"k, the real part of the eigenvalue exponent. Real 
and imaginary parts of the exponents are related to the eigenvaluejtself as follows 

O"k Re (~ lnAk)' and 

Wk 1m (~ lnAk) = Abs (~ ± (ArCTan (~:~:) ± 2mf)) . 
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One observes that due to the fact that ArcTan be a multiple-valued function, the modal frequency 
is undetermined through a multiple of ~. The stability analysis involves only the real part of the eigen­
value exponent 77k, i.e., the modal damping O"k. The modal frequency indeterminacy does not affect the 
stability characteristics of the system as predicted by the Floquet analysis. The key-point in the Floquet 
method is the evaluation of the state transition matrix at the end of one period, what sets it as a suitable 
computational tool to handle periodic coefficient differential equations. 

Results and Discussion 

A symbolic algebra software [12] is chosen for the establishment of a very concise building-block code [13, 14], 
taking advantage of the software efficient way of handling problems by means of its powerful symbolic, 
numerical and plotting features. 

In the absence of experimental data to correlate with, an extensive comparison with Coleman and 
Feingold's results is performed. Some of the stability results obtained are shown herein. Figures from 2 to 7 
show results for configuration sets involving soft inplane hingeless rotor analyzed in the rotating frame. 
Figures 8 and 9 show results for an articulated rotor configuration analyzed in the nonrotating frame. 
Figures 2 and 3 show results from an isotropic case application including a soft inplane hingeless rotor 
in the presence of no dampers on both support and blades. Configuration data are shown on Table 1. 
Diagrams in Figure 2(a) correlates modal frequency in terms ofrotor rotational speed for both Coleman and 
Feingold [1], displayed in dashed lines, and the present works, displayed in full lines. The uncoupled system 
solution is presented along by means of curves carrying short-long dashed lines. One observes both the 
auto-excited divergence associated with the shaft critical speed and rotor auto-excited dynamics vibration, 
typical of helicopter ground resonance. One observes a very good agreement for both the location and 
magnitude of the instability regions. These regions can be observed in Figure 2(b), where positive modal 
damping shows up. Phase diagrams (eigenvectors) for each of the rotor and support displacements and 
their respective time rates are presented in Figure 3, enlightening mode shapes couplings. As happened 
in all of the configuration sets investigated, in the instability ranges one finds displacements and their 
time rates containing in-phase components, for both rotor and support modes; this points toward unstable 
mode couplings, being probably responsible for the catastrophic exchange of energy. Elsewhere, out of 
the instability regions, corresponding displacements and respective time rates phasors are 90 degrees 
out-of-phase, representing stable conditions. An isotropic case application of soft inplane hingeless rotor 
with damping on both blades has results shown in Figures 4 and 5. Configuration data are shown on 
Table 2(a). Figure 4(a) presents diagrams for modal frequency in terms of rotor rotational speed and 
Figure 4(b) presents modal damping for the same range of rotor rotational speed. It can be observed in 
the diagram of the modal damping that the introduction of external damping in the support and in the 
rotor produces the separation of the different modes, leading to a decrease in the damping amplitude as 
compared to what is observed in Figure 2(b), along with the displacement of the curves to the fourth 
quadrant of the diagram. This effect of the external damping is analyzed by Gandhi and Chopra [11] for 
the case of a multibladed rotor. Such effects on the modal damping, along with the disappearance of the 
coalescence of frequencies in the diagram of the modal frequency, show the importance of the external 
damping in avoiding the presence of rotor auto-excited dynamics vibration which characterizes the ground 
resonance. It can also be noticed that the introduction of the external damping reduces the rotor auto-
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excited divergence to a narrow strip of frequencies around D = 0.9/rev. Corresponding phase diagrams can 
be observed in Figure 5. One observes that displacements and respective time rates phasors are 90 degrees 
out-of-phase, representing stable conditions, for almost _the whole range of rotor speed, except for the 
neighborhood of the shaft critical speed. Results from an application including a soft inplane hingeless 
rotor with an inoperative blade damper are presented in Figures 6 and 7. Configuration data are shown on 
Table 3(a). Figure 6(a) presents diagrams for modal frequency and Figure 6(b) presents diagrams modal 
damping in terms of rotor rotational speed. The frequency coalescence here carries ground resonance 
instability, as evidenced by a strip with positive values of modal damping. Corresponding phase diagrams 
can be observed in Figure 7. 

Results from an application of nomotating frame analysis are shown in Figures 8 and 9, for an extreme 
case involving anisotropy of an articulated rotor support in the presence of no dampers on both support 
and blades. Configuration data are shown in Table 4. Figure 8(a) correlates modal frequency in terms of 
rotor rotational speed diagrams for both Coleman and Feingold [1], shown in dashed lines, and present 
work, shown in full lines. Figure 8(b) presents modal damping in terms of rotor rotational speed diagrams. 
Corresponding phase diagrams can be observed in Figure 9. A similar analysis like the one conducted 
above for the rotating frame eigenvectors is valid here. 

In order to check upon accuracy of rotating and nomotating analyses as far as this investigation is 
concerned, two comparisons of modal damping results in terms of rotor rotational speed are shown in 
Figures 10 and 11. First, Figure 10 displays results from an application including soft inplane hingeless 
rotor with same damping on both blades are shown (configuration data are in Table 2), for both rotating 
and nomotating frame analyses. Rotating frame results are displayed in full lines and the nomotating 
counterparts in dashed lines. Here, one observes an overall results agreeIJ.lent, confirming the equivalence of 
Floquet and standard constant coefficient matrix eigenvalue analysis. Se~ond, Figure 11 shows results from 
an application involving a soft inplane hingeless rotor with an inoperative blade damper (configuration data 
are in Table 3). It has been decided to adopt the same procedure as in Hammond's [3], when investigating 
this phenomenon for a 4-bladed rotor. This procedure leads to the presence of an extra, degenerating 
mode, which is credited in his paper to the evolution of one of the t\'{o collective modes present in the 
isotropic configuration analysis. Here one can also identify the presence of an extra, stable mode, as well. 

Finally, results from a rotating frame analysis on the influence of inertial coupling variation for a soft 
inplane hingeless rotor configuration are shown in Figure 12 (configuration data are shown in Table 5). 

, 

Present results are plotted along Coleman and Feingold's counterparts (their parametric charts are taken 
and transformed into a 3-D plot for this operation). One can observe clearly that the region of instability 
increases with the increasing of inertial coupling. Here also it is confirmed the good correlation of present 
and Coleman and Feingold's results. 

Conclusions 

A two-bladed rotor helicopter ground resonance simulation is performed, based on a simplified hingeless 
rotor model. The model involves only the rigid blades lead-lag degrees-of-freedom and rotor support 
longitudinal and lateral degrees-of-freedom. An extensive comparison is performed with classical Coleman 
and Feingold's results shOWing an overall good agreement for all the configuration analyzed. Results shown 

I 

here involve soft hingeless rotor including isotropic configurations (1), with no dampers on both blades 
and support and (2) with same damping on both blades, as well as an anisotropic application including 
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an inoperative blade damper. An anisotropic application involving an articulated rotor configuration 
in the presence of no dampers on both blades and support is also presented. Comparisons of rotating 
and nonrotating frame results confirm the eqUivalence of Floquet and standard constant coefficient matrix 
eigenvalue analyses. Inertial coupling influence is also investigated, and 3-D diagrams are shown correlating 
present and Coleman and Feingold's results under a rotating frame analysis. Eigenvector analysis is 
extensively applied in this investigation and phase diagrams enlighten mode shapes couplings pointing 
towards a clear pattern involving displacements and corresponding time rates for both unstable and stable 
rotor rotational speed ranges. 
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Table 1 - Parameters for the analysis of the model including no dampers. 

K J = 0.2 K2 = 0.05 M; = 3.0 COx = COy = 1.0 

I~ = 0.6 S; = 0.6 -* 0 cy = . c~J = C~2 = O. 

Table 2 - Parameters for the analysis of the model including dampers. 

a )R otatmg system. 

KJ =O.2 K2 = 0.05 M; = 3.0 co-" = COy = 1.0 

I~ = 0.6 S; = 0.6 c;J = 0.2449 C;2 = c; = 0.2449 

b)N onrotatmg system. 

KJ =O.2 K2 = 0.05 M; = 3.0 co-" = COy = 1.0 

I~ = 0.6 S; = 0.6 c; = 0.2449 c· = c* = 02449 -" y 

Table 3 - Parameters for the analysis of the model including an inoperative blade damper. 

a) R otating system. 

K J = 0.2 K2 = 0.05 M; = 3.0 co-" = OJ y = 1.0 

I~ = 0.6 S; = 0.6 -* 0 C,l = . C;2 = c; = 0.2449 

b)N onrotatmg system. 

K J = 0.2 K2 = 0.05 M; = 3.0 OJ x = OJ y = 1.0 

I; = 0.6 S; = 0.6 c; = 0.1225 -* = -* = 0 2449 Cx cy . 

Table 4 - Parameters for the analysis of the model including anisotropic support. 

K1=0. K2 =0.1 M; =M; =3.0 OJx = LO, OJy = O. 

I~ = 0.6 S· , = 0.6 c~ =0. c; =c· y =0. 
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Table 5 - Parameters for the analysis of the inertial coupling variation. 

K J = 0.2 K2 = 0.05 M; = 3.0 QJ", = QJ y = LO 

I; = 0.6 s; = O.~ 0.7348 -* 0 c y = . -* -* 0 
C~l = C~2 = . 

y 

Figure 1 - Dynamical system model. 
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Figure 2 - Soft inplane hingeless rotor with no dampers 
(rotating frame analysis). 
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Figure 4 - Soft inplane hingeless rotor with damping on both blades 
(rotating frame analysis). 
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Figure 5 - Soft inplane hingeless rotor with damping on both blades, phasor diagrams 
(rotating frame analysis). 
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Figure 6 - Soft inplane hingeless rotor with an inoperative blade damper 
(rotating frame analysis). 
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Figure 7 - Soft inplane hingeless rotor with an inoperative blade damper, phasor diagrams 
(rotating frame analysis). 
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Figure 8 - Articulated rotor with anisotropic support 
(nonrotating frame analysis). 
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(nonrotating frame analysis). 
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Figure 10 - Soft inplane hingeless rotor with damping on both blades. 
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Figure 11 - Soft inplane hingeless rotor with an inoperative blade damper. 
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Figure 12 - Effects of inertial coupling variation in the rotating frame 
(rotating frame analysis). 
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-------------------
Floquet Theory 

• Floquet theory is a powerful method that is still widely 
used. 

• Fast Floquet theory and FloquetTheory can not be 
effectively used to analyze experiment data since they 
require excitations and measurements of all states. But it is 
too hard and even impossible to excite and measure all 
states in real experiments. 

• We need a method that can be used to analyze data with the 
absence of states or perturbations. 



A r-------------, B 
A 

D ( D ( 

Embedding theory: Construct another space and project old 
working space to new space by mapping. 

Advantage: New space can be constructed with known states, 
unknown states in the old space can be omitted 

Disadvantage: May cause error. 
Pseudo states: States used in ttI~:Il~vy.space but not significantly 

used in the old space( or states used in the new space) 

-------------------



-------------------
Pseduo-States 

Floquet Theory solutions for nonlinear differential 
equations with periodic coefficients 

{i}+ [D (t)]{x}= {G (t)} 
• 
IS -

,- , 

{x(T)} ~ [Q ]{X(O)} 
Old states: X old . [x 1 , X 2 ,x 3 , ••• X n ] 

New pseudo-states: 
X new = Ltl (t), Xl (t + I1t), Xl (t + 2I1t), ..... Xl (t + (n -l)l1t)] 



Two-state case in old space 
All (t) Al2 (t ),e 'lIt o 

~ i' 
",.; ... 

A21 (t) A22 (i): ~"~o.· 

All (t) Al2 (t) e Tiit o -1 
All (0) Al2 (0) Xl (0) 

= A21 (t) A22 (t) 0 A21 (0) A22 (0) x 2 (0) 

Transfer matrix 
All (t) Al2 (t) e 1Jtt 

~ld = A21 (t) An (t) 0 

o -1 
All (0) Al2 (0) 

- - - - - - - - •. " -., - - - - - - - - -• l' ' 



-------------------
Two-state case in new space 

Xl (t) All (t) i ~ 

Al2 (t) e 1lIt 0 CI --
Xl (t + I1t) All (t + I1t)e rhM 

Al2 (t + I1t)e 'hM 0 e 1ht 
C2 

Xl (0) All (0) Al2 (0) CI --
Xl (0 + Ilt) All (Il t) e 1].f1t Al2 (Il t) e 1]2

f1t 
C2 

New transfer matrix 

-1 



Conclusions 

l.New Floquet transfer matrix and old 
Floquet transfer matrix have the same 
eigenvalues but different eigenvectors. 
2.Relation between old- and new states 

[Xl :rl~~t)] = 
All (t) 

-I 
AI2 (t) All (t) Al2 (t) Xl (t) 

, 

All (t + I1.t)e Ih llt 
AI2 (t + I1t)e1]2Ilt 

A21 (t) A22 (t) X 2 (t) 

-------------------



-------------------

3. Relation matrix 
All (t) Al2 (() _. I' All (t) Al2 (t) 

-1 

All (t + I1t)e1]l
M Al2 (t + f1t)e1]2f1t 

A21 (t) A22 (t) 

will decide the error of mapping. 



Pseudo-state vectors 
A typical state vector for a one-blade, no-
inflow system is . 

{X}= [ fJ, p, s, t ] 
new pseudo-state vector can be 
{X }=[p(t) ,pet +~) ,pet + 21Jt) ,pet + 3~)] 
{x}= [t (t), t (t + Llt), t (t + 2Llt), t (t + 3Llt)] 

or even 

{X }= [t(t) , P(t + 5M), P(t + 2M), S (t + 3M)] 
.' , ... , "," 

-------------------



-------------------
A more general new state vector form 

X(t+na)= 

[x(t),x(t+n<5t ),x(t+2n lSt ) .. . x(t+mnlS t )] 
. 

(x can be P, f3 ... ; ) 

There are three variables: x, ~t ,ll 

Note: <5t is one t~-';l!~t ,marching step, the 
r,~~·· ~";I!i 

smallest time unit used·lIn the calculation. 



1 
1 

0.8 
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"7 ' 
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b 0 A4\ 
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-0.6 

-0.8 

-1 
0 3n-

-------------------



-------------------

A2 A3 A4 Al A2 A3 
/322 /323 /324 = [Q /321 /322 /323 
A2 . A3 A4 Al ·A2A3 



Conclusions 
1. The smaller ~t is, the better the result is. 
For example, if only fJ is used as pseudo state, jJ can 

be expressed by fJ : 

• 

{J= 
{J(t + 8t) - {J(t) 

8t 

-------------------



-------------------

2. Select X= f3 , iJ give more accurate flap 
. 

damping, select X:2',.s give more accurate 
lag damping. 



, -. ~:-. '.~ "": . . ,.. 
,> 

3.When selecting X=P ort, or ... , solutions 
achieve good accuracy if n is corresponding 
to a better relation matrix. 

-------------------



----------- --------
Calculation: 
I.How good the new method can be. 

X 10-3 Flap 
Lag 2.5 r---_r__--r----r----r---,----,--;__-,--,--, Damping r---.-----r-----.-~-__ ;__-_r__--.---r--.----, 

Damping 

2 
0.306 

o-Floquet Theory 
o-Floquet Theory 

"-New Floquet Theory "-New Floquet Theory 

1.5 0.305 

0.304 

0.5 

0.303 
o 

-0.5 0.302 

-1~-~-~-~-~-~-~-~~-~-~~ 

o 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 
o 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 



Comparision of Floquet theory solution and 
pseudo-states solution( excite and measure 
fJ only). 

Max relative lag damping error of the new 
method: 0.13%, 
Max relative flap damping error: 
8 .6 x 10 -5 % 

-------------------



-------------------
2. How to choose a good time-delay factor 

n? 

Use something that· can show the quality of 
relation matrix, such as-
a. Condition number of relation matrix-the 
ratio of the largest eigenvalue to the 
smallest. 
b. Singular Values of relation matrix found 
by SVD(Singular Value decomposition). 



Singular Value decomposition 

SVD of A produces a diagonal matrix S, of 
the same dimension as X and with 
nonnegative diagonal elements in 
decreasing order, and unitary matrices U and 
V so that X = U*S*V'. If A is a diagonal 
matrix, S is the eigenvalue matrix. U is the 
eigenvector matrix, and V = U. 

I 

I -------------------1 I 
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Log -13 

-13.5 

-14 

-14.5 

-15 

-15.5 

-16 

-16.5 

-17 

-17.5 
1 

- - - - - - - - - - - - - -
Condition number 

Max relatiw error of Flap damping for advance ratio 0-0.5 

2 3 4 5 6 7 8 9 10 

lime delay factor n 

Maxim condition number for advance ratio 0-0.5 v.; time delay factor 
Log 8.5 .---.---.----r---.---.-----,----r--~--~ 

8 

7.5 

7 

6.5 

6 

5.5 

5 

4.5 

4L-__ ~ __ ~ __ -L __ ~ __ ~ ____ L_ __ ~ __ -L __ _J 

1 2 3 4 5 6 7 8 9 10 
lime delay factor n 

- -



Calculations of a four-blade system 

E xac t F t FI as oque tTh eory o U Ion 
Fast Floquet Lag damping+ Flap damping+ 
Theory only frequency frequency 

R -8.943e-3+0.4196i -1.69ge-1 +0.1 022i 
D -1.093e-2+0.5881i -2.716e-1 +0.8323i 
p -7 .094e-3+ 1.5880i -2.915e-1 + 1.8667i 
C -6.707e-3+ 1.4156i -2.69ge-1 + 1.0887i 

-------------------



-------------------

A verage R 1 f E e a lve rrars a fL D ag amplng an dF reguenc~ 
Lag E f3 -8/31 E S -8/31 E P -8/31 E S -8/31 

MfJ -8/31 *266.83 55.93 **434.96 71.05 
M~ -8/31 17.91 3.99 41.99 3.93 

· *367.68 41.61"< , *446.88 53.43 MP-8/31 
, '. ,'.:: .-

· 
Ms -8/31 19.73 58.82 15.03 21.69 

A verage R I f E e a lve rrars a fFI D ap amplng an dF requency 
Flap E f3 -8/31 E S -8/31 E P -8/31 E S -8/31 

MfJ -8/31 3.1075 18.92 11.88 *46.74 
M~ -8/31 6.09 *14.71 5.12 10.16 

· 
MP-8/31 3.69 *12.90 6.61 *20.47 

· 
Ms-8/31 3.89 *16.71 6.2 7.48 



Conclusions: 
1. Some lag(flap) damping and frequencies are missing 

when we only excite and measure flap(lag) vibration 
states. 

2. Exciting and measuring lag (flap ) states give good 
lag (flap ) damping and frequencies but give bad 
flap(lag) damping and frequencies. 

3. The system seems more sensitive to displacement 
perturbation and less sensitive to vibration perturbation. 
So it is good to excite displacement states. 

4. Measuring lag vibration states give better results than 
measuring flap vibration states. 

-------------------



-------------------
Least Square Method 

Add More :Measurements 
.. 

Measurement Average err()r: of lag A verage error of flap 
damping and frequency damping and frequency 

MP-8 ***32.25% 11.99% 

MP-16 **361.32% 4.59% 

MP-24 *188.66% 5.92% 

MP-32 216.40% 5.50% 

MP-40 75.43% 2.68% 



,- " 

Add More Excitations 
.' I' 

Excitation and A verage error of lag A verage error of 
Measurement damping and flap damping and 

frequency frequency 
EfJ -4, E S -4, 3.41% 16.93% 
MfJ -4,Ms -4 
E fJ -6, E s -6, 2.38% 13.21 % 
MfJ -4,M s -4 
E fJ -8, E s -8, 2.68% 11.96% 
MfJ -4,Ms -4 

'" ~, ~ ~ ~ }.,j r, ._ 

~ , 

-------------------



-------------------
Time Delay Factor n 

Ime e ay, - - cu 0 marlX , T· d I EB 2 M ~ 8/( t t 31 *31 t . ) 
Time delay A verage error A verage error A verage error of 

factor of lag damping of flap damping lag and flap 
and frequency and frequency damping and 

frequency 
n=l 13.76 20.47 17.12 
n=2 9.55 32.69 21.12 
n=3 59.66 24.46 42.06 
n=4 4.77 3.11 3.94 
n=5 3.19 18.16 10.68 
n=6 1.88 5.50 3.69 
n=7 4.48 6.71 5.60 
n=8 2.43 5.28 3.86 



18~----~~----~------~------~------~------~----~ 

16 

14 

12 

number of relation matrix) 

10 

8 

6 

4 
Log(Average relative errors of lag dam pings and frequencies, 

and flap dampings and frequencies) 

2 

o~----~------~------~------~------~------~----~ 
1 2 3 4 5 6 7 8 

-------------------



--------------------

Conclusions drew from condition number 
Log(condition number) for different measurements and time 

d 1ft e ~y ac ors 
Time delay Measure f3 measure s Measure j3 Measure S 

factor 
n=l 18.53 17.46 18.01 16.19 
n=2 15.85 12.89 14.81 11.22 
n=3 11.59 12.68 12.17 9.64 
n=4 10.98 9.17 9.75 8.65 
n=5 10.13 9.74 8.33 8.49 
n=6 9.95 7.47 7.78 7.71 
n=7 8.29 7.70 7.14 6.78 
n=8 9.16 6.79 6.41 5.20 

. ~ . -

~. _~ • ~ i.. _, 



1. Measuring lag vibration states give better 
results than measuring flap vibration states. 

2. It is good to measure velocity states. 

3. Measuring f3 gives the worse results, that 
is why me missing 3 lag damping in one 

• prevIous case. 

--------------------



-------------------
Future work 

1. Find the best construction of pseudo state 
vectors to minimize error. 

~-

2. Find further relationship between relation 
matrix and errors. 

3. Inflow damping 
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O.A. Bauchau and Y. Nikishov 
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Washington University 

an abstract submitted for presentation at the 

Seventh International Workshop on Dynamics and 
Aeroelastic Stability Modeling of Rotorcraft Systems. 

Due to increased available computer power, rotorcrait comprehesive anal­
ysis codes are relying on increasingly complex, large scale models. Full finite 
element analysis codes and computational dynamics codes are now routinely 
used as structural dynamics, and aerodynamic tools, respectively. Theses 
codes should provide increasingly reliable predictions of the aero elastic re­
sponse of rotorcraft systems. 

An important aspect of the aero elastic response is the prediction of po­
tential instabilities which can occur both on the ground and in the air. 
Typically, Floquet theory has been used for this purpose. Floquet theory 
requires the computation of a transition matrix which size is equal to the 
total number of degrees of freedom in the system, and extracts system stabil­
ity information from the eigenvalues of this matrix. The transistion matrix 
stores the response of the system to excitations in each of its degrees of free­
dom. As the complexity and number of degrees of freedom of the simulation 
increases, application of this theory rapidly becomes unmanagable. 

Similarly, when performing experimental investigations, the use Floquet 
theory is very difficult because the experimental system theoretically in­
volves an infinite number of degrees of freedom, and because it is difficult to 
individually excite these degrees of freedom in an experimental setting. As 

1 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

.r 

a result, frequency domain methods, such as Moving Blod method or time 
domain methods, such as Ibrahim method or Complex Exponential method 
are preferred when performing experimental studies. 

In the partial Floquet method, a limited number of degrees of freedom 
will be excited, and the response of a limited number of degrees of freedom is 
monitored. Stability information is then assessed from the partial transition 
matrix based on the available information. 

In this paper, the predictions of several methods will be compared; they 
include Floquet theory, partial Floquet theory, the Moving Block method, 
the Ibrahim time domain method, and the Complex Exponential method. 
The limitations and advantages of these various methods will be discussed. 
The ground resonance problem will be taken as an example to compare the 
various methods. A full finite element simulation will be used to model 
the problem. Estimations of the damping ratio based on the various meth­
ods will be presented. Predictions based on energy arguments will also be 
presented. 
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Outline of the Presentation 

• Statement of the problem 

• Theoretical background 

• Comparison of the various methods 

• Conclusions and future work 
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Statement of the Problem 

• Model: 
Linear system with many degrees of freedom 
with periodic coefficients 

• Objectives: 
1. Assess the stability of the system 
2. Determine the damping in the system 

Georgia Institute of Technolog1L- School of Aerospace Engineering --- ----------- ----



-------------------
Theoretical Background 

Methods presented: 

• Partial Floquet Theory 

• Ibrahim Time Domain Method 

• Complex Exponential (Prony) Method 

• Moving Block Method 

Georgia Institute of Technology School of Aerospace Engineering 



Partial Floquet Theory 

• Full Floquet Theory 
requires the excitation and measurement of all degrees of 
freedom of the system after one period to form Floquet 
Transition Matrix 

• Partial Floquet Theory 
requires the excitation and measurement of a limited number 
of degrees of freedom after one period to approximate 
Floquet Transition Matrix 

• Can use measurements for several periods to get 
additional information from the data 

• Based on sound theoretical basis 

• Principal Problem: 
select proper degrees of freedom or modes to excite and measure 

Georgia Institute of Technology School of Aerospace Engineering -------------- ----



-------------------
Full Floquet Theory: Basic Equations 

Floquet Transition Matrix A is defined as: 

y(T) == A(T, 0)17(0) 

If Y(T) is the matrix of responses of independent excitations 
Y (T) == [Yl, Y2, ... , Yn] then the Transition Matrix can be found as: 

A(T, 0) == Y(T)y-l(O) 

The system damping then is defined as: 

1 
d == T log p(A) 

Georgia Institute of Technology School of Aerospace Engineering 



Partial Floquet Theory: Basic Equations 

Excite and measure a limited number of degrees of freedom: 
B is excitation matrix, C is measurement matrix 

U(T) == CY(T)B, U(O) == CB 

Approximate Transition Matrix using Pseudo-Inverse 

Georgia Institute of Technology School of Aerospace Engineering 
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-------------------
Ibrahim Time Domain Method 

• Requires one excitation of all modes 

• Requires measurement of selected degrees of freedom 
for several periods 

• Used mostly in the experimental work 

• Principal Problem: 

o select proper degrees of freedom or modes to measure 

o needs longer time history 

Georgia Institute of Technology School of Aerospace Engineering 



Ibrahim Time Domain Method: Basic Equations 

Build Transition Matrix reusing measurements at periods: 

Approximate Transition Matrix using Pseudo-Inverse 

Last inverse is usually ill-determined so that 
Singular Value Decomposition method seems to be more efficient. 

Georgia Institute of Technology School of Aerospace Engineering -------------------



-------------------
Complex Exponential (Prony) Method 

• Fits the response of one excitation to the set ·of damped 
exponential responses 

• Requires measurement of one degree of freedom or mode 
for several periods 

• Curve fitting method, used mostly in the experimental work 

• Principal Problem: 

o select proper degree of freedom or mode to measure 

o needs even longer time history than Ibrahim Method 

Georgia Institute of Technology School of Aerospace Engineering 



Complex Exponential Method: Basic Equations I 

Form the set of data measured at t == tn and try to fit them 
to the set of exponential responses 

q 

y(tn ) == L akesktn 

k=l 

A linear combination of the y(tn ) 

q q q 

L f3ny(t n ) == L Ak L f3n en(Sk
T

) 

n=O k=l n=O 

f3n are the coefficients of polynomial equation for exponents 

q 

L f3n en(sT) == 0 

n=O 

such that skare the roots. 

Georgia Institute of Technology School of Aerospace Engineering -------------------



-------------------
Complex Exponential Method: Basic Equations II 

To find these coefficients rearrange the equation above 

q-l 

L f3ny(t n ) == -y(tq ) 

n=O 

Successive applications of this procedure lead to a full set of equations: 

Use Pseudo-Inverse or Singular Value Decomposition to determine 
coefficients f3n, find roots and" determine damping as Re(sk). 

Georgia Institute of Technology School of Aerospace Engineering 



Moving Block Method 

• Fits the response to a single excitation to 
the dominant mode determined using FFT 

• Requires measurement of one degree of freedom 
or mode for some time history 

• Widely used in experimental work 

• Principal Problem: 

o select proper degree of freedom or mode to excite and measure 

o needs very detailed time history to determine 
dominant frequency accurately 

o must be almost single mode response 

Georgia Institute of Technology School of Aerospace Engineering -------------------



-------------------
Moving Block Method: Basic Equations 

Compute Fourier Transform of a single response from 
some varying time T to T + T. 

j
T+T 

F{w) = T ae-(wnt sin{wt + ¢)e-iwtdt 

Analytical integration gives 

In IF(w)1 == -(WT+ -(sin2(wT + ¢) + In - + In(wT) - -(wT 1 . (A) 1 
2 2w 2 

Procedure: 

• Compute the dominant damped frequency w from FFT 

• Determine ( from least-squares fit for different T 

Georgia Institute of Technology School of Aerospace Engineering 



Comparison of the methods I 

Problem 1: Multiple pendulum with moving support 
6 degrees of freedom model in state form 

\ 

Specific feature of the problem: 
structural modes does not change with time 

Georgia Institute of Technologu Schoo{ of Aerospace Engineering --- --~------- ----
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Ol 
C 

9 

B 

7 

6 

5 

.~ 4 
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2 

Partial Floquet Theory results 

Modes decoupling: for each of 3 modes 
2 experiments and 2 measurements 

I I 

345 
Support frequency (pi*rad/s) 
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Full Floquet results are shown as a solid curve 
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Ibrahim Time Domain Method results I 

One experiment, all degrees of freedom measured 
6 and 12 period integration 
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Ibrahim Time Domain Method results II 

One experiment, all degrees of freedom measured 
6 and 12 period integration (zoom) 
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Full Floquet results are shown as a solid curve 
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Complex Exponential Method results 

One experiment, one degree of freedom measured 
7 and 13 period integration 

Full Floquet results are shown as a solid curve 

Georgia Institute of Technology School of Aerospace Engineering -------------- ----
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Moving Block Method results I 

Each structural mode excited and measured 
4 period integration 
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Moving Block Method results II 

Each structural mode excited and measured 
4 period integration (zoom) 
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-------------------
Discussion 

• Partial Floquet Theory showed the ability to predict exact 
values of damping in different modes 

• Ibrahim Time Domain Method showed good performance for 
long integration time and at the same time loss 
of accuracy in the unstable region 

• Complex Exponential method was unable to consistently yield 
qualitatively good results and also demonstrated loss 
of accuracy for longer integration time 

• Moving Block Method showed reasonable results for damping 
values in different modes but only due to specific features 
of this problem 

Georgia Institute of Technology School of Aerospace Engineering 



Comparison of the methods II 

Problem 2: Ground Resonance Problem 
10 degrees of freedom model in state form 

Georgia Institute of Technology School of Aerospace Engineering -------------- ----



-------------------
Comparison of the results 

Partial Floquet Theory: 
6 experiments, 6 measurements in multi-blade modes 

Ibrahim Time Domain Method: 
One experiment, 6 periods, 3 degrees of freedom measured 
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Comparison of the results 

Moving Block Method: 
3 multi-blade modes excited and measured 

4 period integration 
2.5 

o 
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o 
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Comparison of the methods II 

Problem 2: Ground Resonance Problem 
FEM model, 257 degrees of freedom 

Georgia Institute of Technology School of Aerospace Engineering 



Comparison of the results 

Ibrahim Time Domain Method: 
One experiment, 3 periods, 3 degrees of freedom measured 

(Fast Floquet used, 4 measurements per period) 

Longer integration showed that 15 rad/s is stability boundary 

Georgia Institute of Technology School of Aerospace E.ineering -------------- ----



-------------------
Conclusions I 

• Partial Floquet Theory is shown to be an efficient tool 
to assess the stability and damping of various systems 

• It can be used as a post-processing tool for any Rotorcraft analysis 

• For some problems it provides a good method to decouple 
the stability curve to several modal curves 

• It is based on a sounder mathematical basis that the other methods 

• Partial Floquet Theory is shown to be more efficient and 
accurate than other methods when dealing with complex 
computational models 

Georgia Institute of Technology School of Aerospace Engineering 



Conclusions II 

.• Ibrahim Time Domain Method is a particular case of 
Partial Floquet Theory 

• It seems to be less accurate than Partial Floquet Theory 

• Moving Block Method and Complex Exponential Method 
are curve fitting methods. Their approaches do not seem 
to be suitable in numerical work 

Georgia Institute of Technology School of Aerospace Engineering -------------- ----
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Future Work 

• Application of presented Theory to aero elastic and 
contact problems 

• Extension to nonlinear systems 

• Development of post-processing routines to implement 
the proposed methods 

• Relationship to energy flows 

Georgia Institute of Technology School of Aerospace Engineering 
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Summary 

G. H. Gaonkar 
Professor 

Prediction of helicopter stability in trimmed flight is often based on Floquet theory. It 

involves a nonlinear trim analysis for the control inputs and corresponding periodic responses, 

and then a linearized stability analysis for the Floquet transition matrix (FTM) , and the 

eigenvalues and eigenvectors of this matrix. The shooting method with damped Newton iteration 

is used for the trim analysis and generates the FTM as a byproduct. The QR method is used for 

the eigenanalysis. The Floquet analysis comprises the shooting and QR methods. A rotor with Q 

identical and equally spaced blades has Q planes of symmetry. The fast-Floquet analysis exploits 

this symmetry, and thereby provides nearly a Q-fold reduction in run time and frequency 

indeterminacy of the Floquet analysis. Still, the run time for the fast-Floquet analysis on serial 

computers becomes prohibitive for large models (order or number of states> 100); in fact, it 

grows between quadratically and cubically with the order, and the bulk of it is for the trim 

analysis. Accordingly, a parallel fast-Floquet analysis is developed for two types of mainstream 

parallel computing hardware: distributed computing systems of networked workstations and 

massively parallel computers; algorithmically, both types belong to the MIMD (Multiple­

Instruction, Multiple-Data) architecture. Large models with hundreds of states are treated, and a 

comprehensive database on parallel performance and computational reliability is generated. 

Computational reliability is quantified by parameters such as the eigenvalue condition number. 

Similarly, parallel performance is measured by parameters such as speedup and efficiency, which 

collectively provide a measure of how fast a job can be completed with a set of processors and 

how well the processors are utilized. Compared to the serial fast-Floquet analysis, the parallel 

analysis reduces the run time dramatically and provides a practical means of controlling the 

growth of run time with the order by ajudicious combination of speedup and efficiency. 
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Introduction 

Floquet Theory 

* Primary mathematical tool for helicopter stability in trimmed flight 

* Routinely applied to small models (order or number of states < 100) 

Investigation consists of: 

o Trim analysis of computing control inputs for the required flight conditions 

and the corresponding periodic forced response 

~ Stability analysis of generating the Floquet Transition Matrix (FTM), and 

its eigenvalues and eigenvectors 

Periodic Shooting for Trim Analysis 

c:) Generates the FTM as a byproduct 

QR Method for Eigenanalysis of the FTM 

Collectively referred to as Floquet Analysis 



Motivation 

Run Time for Trim Analysis 
o Becomes prohibitive on serial computers 

o Increases rapidly with the system order --- between 
quadratically and cubically 

o Consumes nearly 99 % of the total run time 

Full Potential of Structural and Aerodynamic 
Sophistication is not Completely Exploited 

-+ Even research models lead to large systems 

-+ Example: Flap-Lag-Torsion Analysis with 2 modes each in flap 
bending, lag bending and torsion with stall and 3-D finite state 
wake dynamics 

12 stateslblade x 4 blades + 6 states/element x 

7 elementslblade x 4 blades + 55 wake states (9 harmonics) 
~271States 

-------------------



-------------------

Motivation Conld .. 

Utility of the Floquet Analysis is limited to small 
models 

Not Practical for comprehensive- and design-analysis 
applications (Order » 100) 



Motivation Conld .. 

Why Parallel Fast-Floquet Analysis? 

Trim analysis 
o Requires simultaneous solution of equations of motion and trim 

o Control inputs appear in system and forcing function matrices 

o Iterative strategy --- solving a sequence of linearized problems 

o Involves perturbing initial values one at a time, integrating through T, 
generating the Jacobian and improving by damped Newton iteration 

o The bulk of the run time is for repeated integrations 

M - Model order or number of states including control settings 
k - Number of iteration cycles for convergence 

Number of independent integrations = k(M+ 1), M> 100 

-------------------



-------------------

Motivation 
Why Parallel Fast-Floquet Analysis? 

Interval of 
Integrations 

Independent 
Integrations 

~--.T (Floquet ) 

T/Q (Fast-Floquet; 
for a rotor with Q 

-~ identical and equally 
spaced blades) 

Ideal for parallel 
.-~ computing 

-~ Sequentially 

Contd .. 

Parallel 
fast 
Floquet 



Motivation COllld .. 

Why Parallel Fast-Floquet Analysis? 

Benefits 

(..-Exploits the Q planes of symmetry and 
performs operations concurrently 

(..-Results in nearly a Q-fold reduction in run time 

(..-Provides simpler means of identifying modal 
frequencies (reduces frequency indeterminacy 
by a factor of Q) 

-------------------



-------------------
Background 

Serial Ana/l'sis (Fast Floquet) 

Me Vicar and Bradley (1995) 

Peters (1995) 

Chunduru (1995) 

Parallel Ana/l'sis 
Subramanian, Gaonkar, Nakadi and Nagabhushanam 

(Conventional Floquet; 1996) 

Subramanian and Gaonkar (Fast Floquet; 1996) 



Objectives and Scope 

c..- Develop a Parallel Fast-Floquet Analysis 
• Suitable for distributed computing of networked workstations and 

for massively parallel MIMD computers 

• Exploits the fast-Floquet theory and the MIMD computational 
strategy 

c..- Demonstrate the practical utility of the parallel fast-Floquet 
analysis in comprehensive and design analysis applications 
by treating models with hundreds of states 

-------------------



-------------------
Objectives and Scope COllid .. 

c..- Present a comprehensive database on parallel performance 
metrics and computational reliability 

, Compares distributed computing with serial computing on a 
conventional main-frame computer 

, Compares distributed computing with massively parallel computing 
with respect to performance and computational reliability 



Distributed Computing 

[I Parallel Computing I 
I 

I I 
I SIMD ~ IMIMDI 

I Distributed Computing 1 

Distributed Computing 
©> Involves a set of networked computers (in practice, workstations) 

©> Minimum turnaround time and cost --- "lowly parallel computing" 

©> Portability --- The same algoritlull/code can be run on both 
distributed and massively parallel conlputing systeuls 

-------------------



-------------------

With unknown control input vector c explicitly stated 

x==G(x,c,t) 

Condition for response periodicity 

x(2n,x(O)) - x(O) = 0 

Control inputs satisfying the trim equations are 
represented by 

f(x,c) == 0 



Contd .. 

Response-periodicity condition and trim equations 
are jointly represented as 

f(s)=O where s = LX,CJT 

These equations are solved by combining shooting 
technique and damped Newton iteration 

-------------------



-------------------
COlltd .. 

XE(O) arbitrary initial state 

xE(2n) nonperiodicsolutionat2n 

8 error in satisfying trim equations 

<Pll ==> converges to FTM 

O"k = fn lnlzkl 

r. == l tan-1(Im(Zk)J 
~k 2rc Re( Zk) 



Fast Floquet Analysis 
Periodic variations in blade sectional angle of attack 

<> air velocity components, rotor forces and llloments 

<> period depends on the number of blades (Q) 

[Forces and Moments 1v-o = [Forces and Moments lV-T/Q 

[Wake States 1" 0 = [Wake States 11' T/Q 

[Blade States ]",T/Q = [Permutation matrix] [Blade States 1" 0 

IOIbool 
_ _I ° 0 Ib 0 1 _ 

{xlVT/Q-P{xl,,-o' eogoP-lIb 0 0 0JforQ-3 
o 0 0 Iw 

Ib and Iw are unit matrices of order Nb x Nb and Nw x Nw 

Nb = number of blade fixed states 

Nw = number of body fixed states 

-------------------



- - - - - -. - - - - - - - - - - - - -
COllld .. 

{XE(O)} ={XE(O)} _X[<Pl1- P <l>12]-1{XE(L1T) - PXE(O)} L1T = T / Q 
C k+1 C k <Il21 <1>22 . 8 

pTCPl1 ==> converges to P~( ~ T) 

The general relation 

pn x[(n + 1) LlT] = ~(LlT) pn x[nLlT], n== 0, 1, ... , Q-" 1 

Thus, -

Px(i1T) == P<t>(LlT) x(O) 

p2x(2LlT) ==[P<t>(i1T)]2 x(O) 

pQ x(QLlT) ==[P<t>(i1T)]Q x(O) 



Fast Floquet Analysis Conld .. 

Leads to 

<p(2n) = [P<p(~T)]Q 
where [P<p(~T)]is the equivalent Floquet transition 

matrix (EFTM) 

From the eigenvalues Zk of [P<p(~T)] 

~=~lnlzkl 
- _ Q - _ Q -1 Im(Zk) 
~ - 2n arg(Zk)- 2n tan Re(4) 

Reduces frequency indeterminacy by a factor of Q 

-------------------



-------------------
Parallel Fast-Floquet Analysis 

Sequential Fast Shooting 

There are seven instructions: 

Instruction 1: Assume N+c=M initial values of initial 
state x(O) and control vector c; s = x + c 

Instruction 2: Form the permutation matrix P 

Instruction 3: Perturb each element of s by a small 
amount £j' j=I,2, ... M and generate (M+ 1) vectors 

f 0 1 f 0 1 
o £2 0 

S + . ,s + . ,. · .. · ., S + . , s 

l ~J l ~ J l£~J 



Contd .. 

Instruction 4: Generate the corresponding (M+ 1) 
vectors after integration through 2n I Q 

x(2nIQ) 

y= 

l 8 

Yj= 

x(2nIQ) 

l 
i=1,2, ... M 

J S+E' I 

Instruction 5: Form the columns of the Jacobian or 
Partial Derivative Matrix <I> 

y -y 
2 , 

y.-y 
1 , , 
E· 1 

y -y 
M , 

-------------------



-------------------

Instruction 5 (Contd.): 

Or, equivalently 

Jacobian or partial derivative matrix 

r <PI I - P <P12 1 
I I ,P - permutation matrix 

<P==I I 
l <P21 <P22 J 

pT cI>llleads to 

equivalent Floquet transition matrix (EFTM) 

after convergence 

COlltd .. 



COlltd .. 

Instruction 6: Generate the error vector E j at the i-th 
iteration 

Ei = {X(21t/ Qi-Px(O)} 
I 

Instruction 7: Improve the solution according to 
Newton iteration 

-------------------



-------------------
Parallel Fast Shooting 

Master Part 

Assume a vector of initial conditions s 

Form permutation matrix P 

r----~ Form (M+ 1) sets of initial-condition vectors 

r - - - - - - - - - - - - - - - - - - - - - - - - -
Parallel step 

----------~--------~ 
Send one vector to r-------~~ Send end signal to slaves 
each slave processor 

Form Jacobian matrix <l> 
Receive solutions from slaves 

Generate error vector Ek 

No Yes 
Improve solution 

I ______ --------------------~ 

No Yes 

Output converged solution 



Parallel Fast Shooting 
Slave Part 

Receive a vector from master 

No Yes 

Generate a column of Jacobian 

Send solution to master 

Return control to master 

-------------------



-------------------
Computational Reliability 

Concerns both trim analysis and eigenanalysis 

Reliability Parameters 

Ocondition number of the converged Jacobian 
matrix in the Newton iteration 

@condition numbers of the eigenvalues of the 
EFTM that correspond to the damping levels of 
interest 

@corresponding residual errors of tIle eigenpairs 



Performance Metrics 

¢Speedup Sp 
* Defined as a measure of how a parallel algorithm, say running 

on p processors, compares itself running sequentially on one 
processor 

Sp = tl/tp 

tl = tIs + tIp = predicted uniprocessor run time 

tIs - serial portion 

tIp - parallel portion 

tp = tIs + tlp/p = measured parallel run time 

t1 ~ t1 
p 

Ideal speedup = t ::::: t I = P 
p Ip P 

-------------------1 



-------------------

Performance Metrics 

t1 = tIs + tIp 

tIs - serial portion 

tIp - parallel portion 

t1/t1 = f = serial fraction 

t1p/tt = 1 - f = parallel fraction 

COlltd .. 



COllld .. 

Efficiency Ep 

Ep = Sp/p < 1 

Ep is a measure of how effectively tile processors 
are used 

E = 1 p 

~> we are getting to the best the processors 
cando 

Sp and Ep provide a means of compromising between 
how fast the job needs to be completed alld how the 
processors are kept busy 

-------------------



------------.-------

Performance Metrics COlltd .. 

(.rdominant influence of the parallel fraction 

A~ =f 
dp Ep 

c.rf is an indirect measure of efficiency 

c.r Portability is the ease with which the same 
parallel algorithm can be implemented on 
different machines/architectures 

Message Passing Interface (MPI) is used 

Facilitates development of portable algorithms 



Modeling and Results 

:) Isolated-rotor stability in trimmed flight 

:) Rigid flap-lag models 
~ number of blades: 5 

:) Airfoil aerodynamics based on the ONERA 
dynamic stall models of lift and drag 
~ number of aerodynamic elements: 10 

:) Downwash dynamics based on a three-dimensional 
finite - state wake model 

§> number of harmonics: 1 to 15 

Total model order or number of states: 79 to 395 

-------------------



-------------------

Condition number of the eigenvalue Cond(A-) = yTx-1 

. .. II [P~{~T)] x-Ax II 
ResIdual error of the elgenp31r £ = II Ax II 

For M = 395 

Cond.{A.) = 2.6393 (Massively Parallel) 

Cond.(A) = 2.6412 (Distributed Computing) 

£ = O.2812E-13 (Massively Parallel) 

£, = O.2223E-13 (Distributed Computing) 
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Speedup and Efficiency Variations with 

the Order and Number of Processors 
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Speedup and Efficiency Variations with 
the Order and Number of Processors 

10 
9 
8 

Speedup 7 
6 
5 
4 
3 
2 
100 

75 

M = 329 50 
M =227 

25 
Efficiency 

0 
0 5 10 15 

Number of Processors, p 

-------------------



-------------------

12 

10 

8 

6 

4 

2 

0 
100 

75 

50 

25 

0 
0 

Speedup and Efficiency Variations with 
the Order and Number of Processors 

IBM SP-2 

Speedup 
M =329 

M =227 

Speedup 

Efficiency 

M =227 Efficiency 

10 20 30 0 5 

M =227 

10 
Number of Processors, p Number of Processors, p 

10 
9 
8 
7 
6 
5 
4 
3 
2 
100 

75 

50 

25 

0 
15 



0.08 

0.07 

0.06 

0.05 

0.04 

0.03 

0.02 

0.01 

Variations of llEp with the Order and 
Number of Processors 

1/Ep-versus-p Curve 
~~~~~~~~~~~ 

IBM SP-2 Distributed Computing 

0.020 

0.016 

0.012 

0.008 

0.004 

0.00 ............. ___ ........... '-'-...a-.I ___ ~ ___ ~ 0.000 
o 10 20 30 0 5 10 15 

Number of Processors, p Number of Processors, p 

-------------------



-------------------
Variations of Serial and Parallel 
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Run-Time Variations on Serial, Parallel 
and Distributed Computing Systems 
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-------------------
Conclusions 

©> A parallel Fast-Floquet analysis is developed. It is designed 
for MIMD computing architecture, which is almost exclusively 
used in mainstream parallel computing systems of networked 
workstations (distributed computing) and massively parallel 
computers 

-- It is portable in that it can be directly implemented on both the 
systems 



Conclusions Contd .. 

(§> The serial run time grows between quadratically and 
cubically with the order. By comparison, both the parallel 
systems reduce the run time dramatically; in fact, the 
corresponding ratios of serial versus parallel run times 
rapidly increase with increasing order. 

(§> More importantly, both the parallel implementations 
provide a means of controlling the growth of run time 
with the order by a judicious combination of speedup 
and efficiency; that is, increasing the number of 
processors with the order. 

-------------------



-------------------
Conclusions COlltd .. 

(§> The parallel-performance data of speedup, efficiency and parallel 
fractions from the two parallel implementations are comparable; 
so are the computational reliability figures from the serial and two 
parallel implementations. In particular, the speedup and efficiency 
figures are close to the ideal values for some combinations of 
model order and number of processors .. 



Conclusions 

©> With respect to developing a parallel algorithm and turnaround 
time, treating a large model with hundreds of states on 
networked workstations is as routine as treating a small model 
(N < 100) on a workstation. This is a measure of the practical 
utility of distributed computing in treating large models and 
offers considerable promise for comprehensive- and design­
analysis applications. 

-------------------
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STABILIZATION OF PERIODIC-COEFFICIENT FLAP-LAG 
DYNAMICS THROUGH APPLICATION OF DISCRETE 

CONTROL 

P.V. Bayly, J.M. Schmitt and D.A. Peters 
Washington University 
St. Louis, MO 63130 

Presented at the Seventh International Workshop on Dynamics and 
Aeroelastic Stability Modeling of Rotorcraft Systems 

Abstract 

Periodic flapping and lead-lag oscillations occur in rotor blades during 
forward flight; the governing equations are nonlinear with periodic coeffi­
cients. Oscillations become unstable as the advance ratio of the helicopter 
increases. Stabilization may be achieved by control of the mean pitch an­
gle of the blade once per period according to a discrete control law. The 
controlla;v is applied to the Poincare map which governs samples of the 
system obtained once per period. The controller stabilizes but does not 
attempt to change underlying periodic orbits. This approach is particu­
larly well-suited to systems with periodic coefficients (such as rotorcraft) 
since the discrete version of the system is time-invariant. 

Introduction 

Rotorcraft dynamics are dominated by periodic orbits of varying stability. For 
example, the flap-lag dynamics of helicopter rotor blades can become unstable 
as forward flight speed is increased at a given rotor speed [lJ. The equations 
governing flap-lag dynamics in forward flight are nonlinear and contain strongly 
time-varying coefficients [1]. 

Presently helicopter designs incorporate extra components such as mechani­
cal lag dampers to improve stability. "Smart" blade materials, as well as active 
servoflaps, are currently being considered for use in rotorcraft [2]. Control of 
rotor blade instability is complicated by three factors, however: (1) the steady 
state is intrinsically periodic; (2) coefficients are also periodic; and (3) behavior 
is nonlinear. These complications are addressed by the use of the Poincare map 
which describes the behavior of samples of the system taken once per blade­
passing period. The behavior of a periodic-coefficient, continuous system near 
a periodic orbit is thus reduced to the dynamics of an equivalent discrete, time­
invariant system near a fixed point. 

The use of·a linearized Poincare map to stabilize periodic orbits was first 
proposed by Ott, Grebogi, and Yorke [3] (OGY) for the purpose of controlling 
chaos. Since the original algorithm was described it has been modified by sev­
eral investigators [4, 5, 6J. and validated in experiments [6, 7, 8J. H;wever, 
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Figure 1: a) The rotor blade coordinate system and generalized coordinates {3 
(flap angle) and ( (lag angle). The pitch angle of the blade is 8. The X - Y 
axes rotate about the Z-axis with angular velocity st. b) The magnitude of 
the largest eigenvalue of the Floquet transition matrix plotted vs advance ratio 
fl. c) Amplitudes of flap (. stable, 0 unstable) and lag (+ stable, x unstable) 
displacement as a function of fl. 

for a number of possible reasons [9J benefits of these methods have not been 
demonstrated in practical mechanical or aerospace systems. 

In this paper, stabilization of periodic orbits is investigated in an aeroelastic 
system that does not exhibit chaos: a helicopter rotor blade in forward flight. 
We extend the basic procedure presented by Ott, Grebogi, and Yorke [3] in 
the following ways: (1) The control law is optimized, taking into account the 
control effort; (2) Unstable orbits possessing two complex unstable eigenvalues 
are controlled; (3) Control is implemented without knowledge of fixed point 
location; (4) Constraints on the performance in steady state ("trim" constraints) 
are satisfied; (5) Control strategies to cope with (i) lack of knowledge of state 
variables and Oi) delay in implementation of control are used. 

2 Rotor blade flap-lag dynamics 

The rotor blade model was developed by Peters [lJ. In this model, a thin rigid 
blade rotates at a specified speed about a fixed hub. The blade is connected to 
the hub by root hinges with linear torsional springs. The governing equations 
of the flap-lag system are derived in a rotating coordinate system (Figure la). 
The coordinate system is defined with the Z axis oriented along the rotor shaft. 
The X - Y axes are rotated about the Z axis with an angular displacement 
1j; =Dt. 

The position of a single blade with no hinge offsets is uniquely determined 
by three angles: the flap angle ({3), the lag angle ((), and the pitch angle (8). 
Dimensionless airloads on the blade in the flap and lag directions, Ff3 and F(, 
are determined through quasi-steady airfoil theory (see the Appendix). The 
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resulting non dimensional nonlinear equations for coupled flap-lag motion may 
be written as [1] 

~+sinj3cosj3(I+()2+w~j3= 11 Ff3T'dT' 

cos2 j3( - 2 sin 13 cos 13(1 + ()J + w~( = cos 13 11 F(T' dr. 

(1) 

(2) 

Dots ( ) indicate differentiation with respect to w = Oi. The parameters wf3 
and we are the dimensionless natural frequencies in the flap and lag directions 
of the non-rotating system [1]. The pitch angle is prescribed to be e = eo + 
es sin1,b+ eccos1,b, where eo, es , and ec are input parameters. The pitch angle 
and the advance ratio !1 (the ratio of forward flight speed to rotor tip speed) 
affect motion through the aerodynamic forces on the blade, which also depend 
on 13 and ( (see the Appendix). All other parameters are fixed at values given 
in the Appendix. 

Trimmed solutions of these equations are found from a Newton-Raphson 
technique applied to Runge-Kutta simulations [10]. Initial conditions and values 
for eo, es , and ·e c are found that (1) provide periodic motion, (2) suppress the 
first harmonic component of 13, and (3) achieve a specified coefficient of thrust; 
this combination is known as moment trim [1]. 

As the advance ratio !1 is increased, stability of the trimmed solution is lost. 
The magnitude of the largest eigenvalue of the Floquet matrix exceeds unity for 
!1 > 0.17 (Figure Ib). The amplitude of oscillations also in:creases (Figure lc), 
but remains reasonably small even at large values of J1-. If these unstable orbits 
could be stabilized, the range of useful performance of the system could be 
significantly increased. 

3 Discrete control methods 

The general approach used here is motivated by the OGY approach to stabilizing 
unstable periodic orbits in chaotic nonlinear systems [3, 6]. Several concepts 
have been modified or generalized to apply control to the flap-lag system. The 
control technique is applicable to continuous dynamical systems of the form 
x = f(x, i; T)). In the flap-lag system the state-vector x is the vector [j3,~, (, (jT; 
T) is a control parameter, which is taken to be the mean blade pitch angle 
eo. A discrete Poincare map is obtained that describes the dynamics of the 
system sampled once every period, T: X n+1 = g(xn; T)). A periodic orbit in the 
continuous system (x(i + T) = x(t)) becomes a fixed point of the associated 
Poincare map (Xn +l = x n ). Also, periodic coefficients in the original system 
are eliminated: 
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3.1 Background: OGY control 

The original OGY approach [3J follows the following argument. Near a fixed 
point, the Poincare map may be linearized and represented by a matrix equation: 

~n+l = A ~n + h 0Tl, (3) 

where ~n is the location in state space relative to the fixed point: ~n = Xn - x f. 
The characteristic matrix A in this approximation is the Floquet transition 
matrix. The vector h represents the effect of a small change in the parameter T/ 
on the location of ~n+l. 

Suppose (as in reference [3]) that the matrix A has one unstable eigenvalue 
Au. Let (~ be the component of (n in the direction of the unstable contravari­
ant eigenvector: (~ = fJ' (n. Then, at each iteration the control parameter 
is perturbed in proportion to the unstable component: OTln = afJ'(n. Stabi­
lization is achieved by directing (n+l onto the stable manifold, which occurs if 
a = -Au/(hT fu). 

3.2 Generalized discrete control methods 

Several shortcomings exist in the basic OGY procedure, if we wish to apply it 
to a general non-chaotic system. First, the algorithm requires knowledge of the 
location of the fixed point. Second, performance criteria other than stability 
must often be achieved. Third, instability due to pairs of complex conjugate 
eigenvalues penetrating the unit circle is not considered. Fourth, the cost of 
the prescribed control effort may be excessive. Finally, changes in the control 
parameter may not be instantaneous, and must often be based on incomplete 
or imprecise knowledge of the system. 

3.2.1 Control of the difference map 

To overcome lack of knowledge of the fixed point, we use an idea presented in 
reference [6] and implement control based on the difference between consecutive 
iterates of the Poincare map. Subtraction from Equation 3 the equation for the 
previous iteration of the map, it can be seen that 

(4) 

where d n = Xn - Xn-l and en = oTln - 0Tln-l. The fixed point is no longer 
explicitly included in the linearized map. The stability of the map in Equation 4 
is still governed by the eigenvalues of the Floquet matrix A. 

3.2.2 Pole placement and optimal control 

By the application of state feedback, the difference in the control parameter from 
cycle to cycle (en) can be made a function of the difference between successive 
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iterates of the Poincare map. Specifically, a linear control law can be expressed 
as en = kT d n , where k is a gain vector. The control problem is then reduced 
to finding the gain vector k so the eigenvalues of (A - hkT) are inside the unit· 
circle. 

The choice of gain proposed by Ott, Grebogi, and Yorke [3] is only one of an 
infinity of possible values. It is the gain which leads to the most stable controlled 
system. However, if control effort is not free, it is probably not the best choice 
of gain. By introducing a cost function J = ~~=1 d~ Qdn + Re;" one can find 
a set of gains which minimizes a logical combination of transient dynamics and 
control effort [11]. In this paper Q = nI and R = 1 are chosen for several values 
of n. The gain vector k which minimizes J is found from the matrix Riccati 
equation [11]. 

3.2.3 Trim 

In rotorcraft applications certain performance or trim criteria (other than stabil­
ity) must be met. For example, a rotorcraft should maintain a specified thrust. 
The trim problem is posed as follows: select values for J( parameters which will 
drive an N-dimensional system to a steady state satisfyingI< constraints. The 
chosen performance measure (average thrust, for example) depends on the state 
variables of the system and on the control parameters. Close to the trimmed 
condition we C[LD write the linear approximation 

(5) 

where the vector Pn contains all the trim errors for the nth period. Subtracting 
the equation governing the previous iteration to eliminate the unknown constant 
vector b, and combining with Equation 4, we obtain 

[ dn +1
] [A 0] [dn

] [h] 
Pn+l Jpx I Pn + JP7J en· 

(6) 

where d n = Xn - Xn-1 and en = 7]n - 7]n-1' The system is now represented 
compactly in the same form as Equation 4. 

3.3 Practical concerns and necessary enhancements 

Limited measurements and state estimation In many situations, not all 
state variables are accessible for measurement. A discrete observer is used to 
control the system when only the lead-lag state variables' are measured. The 
output (measured) variables are expressed as Yn = Cdn . A dynamic estimate 
of the entire state can be formed from the input and output of the true system 
[11]: 

(7) 
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where Ac = A-LCA and he = h-LCh, IfL is chosen so that the eigenvalues 
of Ac are all small magnitude, then the estimate will converge rapidly to the 
true state. 

Actuator dynrunics Physical actuators do not change state instantly. To 
investigate the effects of a finite actuation delay, we model the actuator as 
a first-order system with a ipecified time constant: eo = (eo - eo)/ 'ie. The 
commanded pitch position, eo could change instantly, however. The order of 
the system is increased by one state variable, and the commanded pitch angle 
becomes the control input. 

Model and parameter identification No mathematical model acn exactly 
describe a physical system. Accordingly, we attempt to stabilize the flap-lag 
system (a) with gains computed for erroneous parameters, and (b) with control 
laws developed from models fitted to simulated noisy data, without use of the 
equations of motion. All methods are tested in the presence of white noise 
measurement errors and random disturbances of the simulated system. 

4 Results 

4.1 Control of the ideal system including trim 

To stabilize unstable periodic orbits, the eigenvalues of the Floquet matrix must 
be moved within the unit circle, The eigenvalues of the Floquet matrix A, for 
the unstable orbit at 11- = 0.4, are slightly outside of the unit circle, as illustrated 
in Figure 2, An optimal gain vector k is calculated to minimize the cost function 
J defined above. The eigenvalues of the Floquet matrix of the stabilized system, 
(A - hkT) are moved significantly inside the unit circle by this algorithm, as 
shown in Figure 2. 

The ability to control unstable orbits in the flap-lag system is demonstrated 
in simulations of the full nonlinear system (Figure 3), Simulations are started 
near an unstable periodic orbit and control is then applied. The oscillations 
gradually approach the stabilized periodic orbit. The required deviation III 

mean pitch angle has a maximum value near 0.01 and decays with time. 

4.2 Control of imperfect systems 

Noise and measurement error In the next results, random disturbances 
of amplitude 5% of the RMS amplitude of each state variable are added to the 
corresponding variable every period. The results of a controlled simulation are 
illustrated in Figure 4; control is turned off after 20 periods to show the under­
lying instability. While the deviation in the pitch angle decreases significantly 
after the initial perturbation, the control effort will fail to decay to zero. 
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.§ 0 x 
x 

-0.5 
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Re 

Figure 2: Eigenvalues of the Floquet matrix at an advance ratio of J1 = 0.4 for 
(a) the uncontrolled system, (b) the optimally controlled system with weighting 
matrices Q = I and R = I, and (c) the optimally controlled system with 
Q = 1001 and R = L 

0.2c::::3
a
) 

=0.1lv~vm~~v~v~vmvmv~vmvmvmv~v1 

OL----~-----~--~ 
o 50 100 

~~35[;J;; ~ ell 
0.30 50 100 

~-:::~ 
o 50 100 

0.015 r------.---''----------, 

d) . ............. -00.01 ••• 

0.0050'----·-5~0----1-0~0---' 

Figure 3: Response of the controlled flap-lag system to an' initial perturbation 
(0.05 radians in (3) from the periodic orbit. Time series of the flap ((3) and 
lag (() displacements, the control parameter (mean pitch angle, 110), and the 
coefficient of thrust, CT are shown. 
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Figure 4: Response of the controlled flap-lag system to an initial perturbation 
from the periodic orbit and additive random noise (5% of RMS amplitude of 
each state variable). Discrete points from the lag (0 response, and the mean 
pitch angle (110) are shown. Control is turned off after 40 periods (to the right 
of the vertical line). 

Observer-based control Control is i?lplemented with only knowledge of the 
flap angle and flapping velocity ((3 and (3). The poles of the observer are chosen 
to be ten times faster than the poles of the controller. The resulting performance 
of the controller is shown in Figures 5a-c. The success of this control strategy 
depends on the observability of the system [11]. 

Control including actuator dynamics In the results so far, we have as­
sumed that any desired change in 110 can be made instantly. However, any 
change in mean pitch angle must take a finite time to complete. A controlled 
simulation in which the mean pitch angle exhibits first order dynamics with a 
time constant 'Te = 1.0 is shown in Figures 5d-f. The deviations in mean pitch 
angle are smaller than the cases above, and the system takes slightly longer to 
converge, but remains stable. 

Control with imprecise models The control strategy is generally robust 
to errors in model and parameter estimates. Control is applied at an advance 
ratio of f..l = 0.4 using a control gain vector estimated for f.L = 0.3. The results 
are shown in Figures 5g-i, they exhibit rapid convergence. Models can be also 
derived based on data from experiment or simulation, without the benefit of 
equations of motion. We deliberately misidentify the system as two-dimensional 
(2-D) and use a least-squares fit to derive an empirical model of the form Xn+l = 
AXn + h77n. The results of successful a control based on this model are shown 
in Figures 5j-1. Here the transient is long, indicating less effective control. 

5 Summary 

Unstable periodic orbits in simulations of flap-lag dynamics are stabilized by 
the periodic application of very small perturbations of the blade pitch angle. 
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Figure 5: Lag displacement, mean pitch angle, and thrust coefficient for different 
control cases with advance ratio f.l = 0.4. a-c) Observer-based control. d­
f) Control of a system including actuator dynamics. g-i) Control using gains 
estimated for f.l = 0.3. j-l) Control based on a 2-D model. fitted to noisy data 
from simulation. 
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Transient effects in weakly stable periodic orbits can also be reduced by this 
method. Detailed knowledge of the equations of motion is not required to im­
plement control, so long as the stability properties of the underlying motion 
can be estimated. The control law used to stabilize these orbits may also be 
optimized with respect to different performance or cost functions. The control 
strategy is applicable even if some states are not measurable, even if control can 
not be applied instantly, or even if the model is only approximate. The general 
approach is particularly useful for nonlinear systems with periodic coefficients. 
As active blade control becomes feasible, this general approach may be practical 
for improving the performance and simplifying the design of rotorcraft. 
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A Aerodynamic forces 

The dimensionless aerodynamic forces in Equations 1 and 2 are [lJ 

Ff3 = ± ~ [UtZ sin 13 - Ut Up (cos 13 + c:o
)] 

Fe = ±.2[U;(cosl! -~) - UpUt sin I! - UpCdoJ 
2 2a a. 

(8) 

(9) 

where Ut and Up are the dimensionless velocities tangent and perpendicular to 
the plane of rotation of the rotor blades. The force expressions are negative 
if reversed flow is present, i.e. if Ut cos I! + Up sin I! < O. The dimensionless 
velo ci ties are 

Ut = (1 + ()r cos,8 + JL sin( Ib + () 
Up = r ~ + ). cos ,8 + JL sin ,8 cos ( 1,b + (). 

(10) 

(11) 

The inflow ). is related to the coefficient of thrust by simple momentum theory: 
CT = 2).JJL2 +).2 (for zero Climb rate). The coefficient of thrust is also equal 
to the integrated vertical force: 

cra 1271" 11 
CT = 2- cos,8 Ff3 dr d1,b 

II 'Y 0 0 
(12) 

where the slope of the lift curve a = 211", the rotor solidity cr = 0.05, the Lock 
number'Y = 5,'and the coefficient of drag Cd o = 0.01. Frequencies are taken as 
wf3 = 0.15 and we = 1.4. The advance ratio f..l is varied. 
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INTRODUCTION AND BACKGROUND 

• Achieving acceptable vibration levels is an important 
part of the helicopter design process 

• Vibration Reduction Approaches: 

Passive Methods 

Dampers 

Structural Optimization 

Active Methods (See Friedmann and Millott (1995)) 

- Higher Harmonic Control (HHC) 

- Individual Blade Control (IBC) 

Active Control of Structural Response (ACSR) 

Actively Controlled Flap (ACF) 



INTRODUCTION AND BACKGROUND (CONT.) 

• Actively Controlled Flap (ACF): 

An actively controlled, partial span trailing edge flap 
located on the outboard section of the blade is used 
to modify the aerodynamic loading on the blade in 
such a way that the vibratory loads are minimized. 

Approach is similar to IBC approach, but retains 
conventional swashplate. Actively controlled flap 
has no effect on airworthiness of helicopter. 

([) ~ 
~----------c==r--~ 

-------------------
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INTRODUCTION AND BACKGROUND (CONT.) 

• Actively Controlled Flap (Cont.): 

- Investigated by Millott and Friedmann (1994) using 
elastic blade model and quasisteady Theodorsen 
aerodynamics. 

Also investigated by Milgram and Chopra (1995) 
using rotor analysis code UMARC. Aerodynamics 
based on a compressible, unsteady model developed 
by Leishman combined with a free wake model. 

Studied experimentally by Straub (1995). 



OBJECTIVES OF THE PRESENT STUDY 

• To develop a new compressible unsteady aerodynamic 
model for an airfoil/flap combination that is suitable for 
rotary wing applications. 

• To implement the aerodynamic model in an aeroelastic 
response analysis of a flexible hingeless blade 
incorporating an actively controlled flap. 

• To conduct control studies of vibration reduction using 
the actively controlled trailing edge flap. 

-------------------



-------------------
UNSTEADY AERODYNAMIC MODELING 

• Rotor aerodynamics modeled using a 2-D blade 
element formulation, with far wake effects taken into 
account through an additional induced angle of attack. 

• Desired Capabilities for the 2-D Linear Aerodynamic 
Model: 

Unsteady aerodynamic forces due to arbitrary 
motion of an airfoil/flap combination. 

Unsteady flap hinge moment. 

Compressibility effects. 

Unsteady freestream velocity effects. 



UNSTEADY AERODYNAMIC MODELING (CaNT.) 

• Aerodynamic Theories Developed for Rotary Wing 
Applications that Include a Flap Modeling Capability: 

Incompressible 

Modified quasisteady Theodorsen aerodynamics 
(see Millott and Friedmann (1994)) 

Finite state airload model developed by Peters and 
his associates (1994) 

Compressible 

Leishman and his associates (1990,1994,1995) 

-------------------
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UNSTEADY AERODYNAMIC MODELING (CO NT.) 

• Rational Function Approximation (RFA) Approach: 

Approach commonly employed in fixed wing 
aeroelastic analyses. 

Oscillatory aerodynamic response data is used to 
generate approximate transfer functions that relate 
generalized motion to aerodynamic loads. 

Transformation to the time domain to produces a 
state space aerodynamic model. 

• Advantages: 

Compressible oscillatory response data easily 
obtained using a doublet lattice method. 

" 

Method easily applicable to any airfoil/flap 
geometry. 



UNSTEADY AERODYNAMIC MODELING (CONT.) 

• Define the generalized motion and force vectors h(t) 
and f(t) respectively as 

Wo(t) 

h(t) = W1(t) 
Do(t) 

D1 (t) 

Gl(t) 

f(t) == Gm(t) 

Ch(t) 

• Derivation of the aerodynamic model is carried out in 
terms of nondimensionalized time t, given by 

1 rt 
f = b 10 U(T)dT. 

This transformation is necessary to properly account 
for the effects of pulsating flow. 

-------------------
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UNSTEADY AERODYNAMIC MODELING (CONT.) 

• Aerodynamic system is represented in the frequency 

domain as: 

G(s) == Q(s)H(s), 

Q(s) is a matrix of aerodynamic transfer functions. 

- G ( s) == .c [f (l) U (l)] and H ( s) == .c [h (l) ] . 

- s is the nondim. Laplace variable, s == ~ 



UNSTEADY AERODYNAMIC MODELING (CONT.) 

• Rational Function Aproximation (RFA) using the Least 
Squares Approach (Roger, 1977): 

The nL lag terms produce additional states in the 
time domain, forming an ·aerodynamic dimension.' 

Poles, are assumed positive to produce stable open 
loop roots. 

The matrix coefficients Ci , i == 0, nL + 1 are 
identified using a fitting process. 

The approximation can be constrained at the two 
ends of the reduced frequency spectrum, k == 0 and 
k == 00. 

-------------------
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UNSTEADY AERODYNAMIC MODELING (CO NT.) 

Tabulated Oscillatory 
Response Data 

Q(kn ) 
k n Real Imag 

0.00 
0.02 
0.04 
0.06 

Imag 

Least Squares Fit 
of Oscillatory Response Data 

P 
k=O 

Real 



UNSTEADY AERODYNAMIC MODELING (CO NT.) 

• To further increase the efficiency of the model, pole 
locations are optimized such that the approximation 
error is minimized: 

• 
Imag 

• 
;/ 

k=O 

Real Real 

Before Pole Optimization After Pole Optimization 

-------------------
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UNSTEADY AERODYNAMIC MODELING (CONT.) 

• Generalized Airfoil Motions: 

ttl r 1 r r I 1 

• Generalized Flap Motions: 

> u 

t t r 



UNSTEADY AERODYNAMIC MODELING (CONT.) 

• State Space Model: 

The Rational Approximant is rewritten as 

Q(s) == Co + CIS + D (Is - R)-I Es, 

where s is the nondim. Laplace variable, s == ;;, 

R==- E== 

-------------------
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UNSTEADY AERODYNAMIC MODELING (CONT.) 

• State Space Model: 

- Using the inverse Laplace transform produces a 
state space aerodynamic model: 

1 ( b . ) f(t) = U(t) Coh(t) + c 1 U(t) h(t) + Dx(t) . 

[!(t) . 
x(t) == b Rx(t) + Eh(t), 

- x(t) is the vector of aerodynamic states 



Rational Function Approximation of the Lift Response 

to WojU, M == 0.5 

2.5 ..----r--,----r--.,----r-----.---r----, 

• Doublet Lattice • 
2 ~~0 4 Lag Term Approx. ---8---

e- 2 Lag Term Approx. /'-, 
f{ 

/ 

1.5 f) 
/ 

j 

1 

() E 0.5 

o 

-0.5 

-1 

-1 . 5 '-----L_~_--'-_ __L__-L-_L__.---1_---I 

3.5 4 4.5 5 5.5 6 6.5 7 7.5 
Re(C1} 
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MODEL VALIDATION 

• Comparison performed with an exact, incompressible 
solution to the time varying freestream problem 
developed by Isaacs . 

• Numerical experiments were performed for unsteady 
freestream conditions represented by 

U( 'ljJ) == Uo(l + A sin 'ljJ), 

• Pitch motion: 
a == a o sin 'ljJ 



1 

0.5 

o 
o 
~ o 

o 
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Clo = 2 1t a o 
U = Uo (1 + A sin(W)) 
a = ao sin(W) 
k = 0.20 
A = 0.80 

90 180 
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270 
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360 
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STRUCTURAL MODEL 

• Structural model for a blade/flap combination is similar 
to that used by Millott and Friedmann (1994) 

• An elastic blade model with fully coupled 
flap-lag-torsional dynamics is used which includes 
geometric nonlinearities due to moderate deflections. 

• The control surface is assumed to be an integral part 
of the blade, but does not provide a structural 
contribution. 

• Flap deflection is assumed to be a controlled quantity. 

• Four identical blades are combined to represent a 
four-bladed, fixed hub hingeless rotor. 



PROBLEM FORMULATION AND SOLUTION 
Fixed Radial Station 

u~ 

x~ 

• Coefficients indexed by azimuthal segment: 

f = IjU ( Coih + C1i(bjU)h + DX) 
x == U /bRx + Eih 

• As number of segments is increased the coefficients will 
approach a continuous change: 

f = l/U (Co(M)h + C1(M)(b/U)h + DX) 
x == (U /b)Rx + E(M)h 

-------------------



-------------------
PROBLEM FORMULATION AND SOLUTION 

• Constant inflow is assumed. 

• Each station on the blade span where aerodynamic 
loads are evaluated contributes a number of 
aerodynamic state equations. 

• The combined structural and aerodynamic equations 
form a coupled system of nonlinear ordinary differential 
equations. 

• Time domain response solution is obtained using direct 
numerical integration using the ODE solver DE/STEP. 

• The coupled trim/response solution is obtained using a 
simple autopilot type controller using a performance 
index which is a quadratic function of the trim equation 
residuals. 



VIBRATION REDUCTION USING ACTIVE 
CONTROL 

• Control strategy is based on the minimization of a 

performance index that is a quadratic function of the 

4/rev vibration magnitudes z at the i - th time step: 

• Flap deflection consists of a sum of 2, 3, 4, and 5/rev 

harmonics 

• An optimal discrete time controller is usec;t based on a 

linear, quasistatic, frequency domain representation of 

the vibratory response to control. 

• W z is assumed to be an identity matrix. 

-------------------
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RFA Aerodynamic Model Parameters 

Number of lag terms: 

Reduced Freq. Range: 

# of Blade Stations: 

Total Aerodynamic States: 

5 Lag Terms 

0.0-1.5,2.0,3.5 

9 (2 Flap) 

100 



Soft-In-Plane Elastic Blade Configuration 

Rotor Data 

Nb ~4 Lb ~ 1.0 

Cb ~ 0.05498 Opt ~ 0 

Wp ~ 1.123,3.41,7.62 Cdo ~ 0.01 

WL ~ 0.732,4.46 

WTl == 3.17 

,~ 5.5 (J" ~ 0.07 

Helicopter Data 

Cw ~ 0.00515 fCd! == O.OlAR 

X FA ~ 0.0 ZPA == 0.3 

X pc ~ 0.0 Zpc == 0.3 

-------------------



-------------------
Change in 4/Rev Hub Loads with Number of Lag Terms 
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Simultaneous Reduction of 4/Rev Hub Loads Using the 
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Flap Deflection over One Revolution, J-L == 0.3, WTl == 3.14jrev 
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Control Power Requirements Over One Revolution for a 

Single Flap, f-L == 0.3, WTl == 3.14/rev 
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Change in Rotor Power With Actively Controlled Flap, 

Jl == 0.3 
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CONCLUDING REMARKS 

• With a suitable source of oscillatory response data, the 
RFA approach can be used to develop a compressible 
unsteady aerodynamic model for an airfoil/flap 
combination that is suitable for rotary wing 
applications. 

• Control studies confirm the effectiveness of the actively 
controlled trailing edge flap at reducing 4/rev vibratory 
loads. 

• The addition of unsteady aerodynamics and 
compressibility effects is necessary to properly 
characterize the operational requirements of the 
actively controlled trailing edge flap. 

-------------------
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HHC AND IBC FOR A SERVO-FLAP CONTROLLED MAIN ROTOR 

Fu-Shang Wei 
Chris A. Tomashofski 

Kaman Aerospace Corporation 
Bloomfield Connecticut 06002 

ABSTRACT 

A servo-flap rotor control system using Higher 
Harmonic Control (HHC) and Individual Blade Control 
(IBC) to significantly reduce helicopter vibration and 
improve blade performance has been investigated. This 
is achieved by maintaining the control modules in the 
fixed system and transferring the control actuators to the 
rotating system. The Kaman SH-2G helicopter and the 
second generation composite main rotor blade (CMRBII) 
are used as the baseline in the design. The servo-flap 
rotor system has the inherent advantages of low control 
loads, low blade induced vibration, low control system 
weight, and high control sensitivity. Three different 
design approaches have been considered. In order to 
further lower main rotor control power and heat rejection 
requirements and to enhance flight safety by providing a 
fail-safe installation, the collective and lIrev cyclic 
inputs needed for normal servo-flap flight remain 
unaltered from their conventional mechanical paths. The 
HHC system needs only to introduce the HHC or IBC 
signal into the main rotor blade control which is 
introduced in parallel with the basic control system. 
From the design study, the servo-flap method of control 
is ideally suited to both HHC and IBC for an advanced 
helicopter main rotor control system in the future. 

INTRODUCTION 

It has been a long-standing goal of the rotorcraft 
community to develop a practical system for main rotor 
Higher Harmonic -Control (HHC) and Individual Blade 
Control (lBC) in order to benefit from its potential for 
significant vibration reduction and performance 
improvement l

-
14 . Numerous research efforts have been 

conducted over the years with mixed results, partly due 
to the large control force and power requirements 
inherent in conventional pitch hom control systems7

-
14 . 

This realization has recently led to increased attention to 
the servo-flap method of main rotor contropS-19. As the 
only manufacturer with 50 years experience in fielding 
successful production servo-flap controlled helicopters 
20-2S, Kaman is uniquely positioned to make a significant 

Presented at the 7th International Workshop on DynamiCS and 
Aeroelastic Stability Modeling of Rotorcrajl Systems. St. Louis. 
Missouri, October 14-16, 1997. 

contribution to the HHCIIBC effort. 

a) Review Of ExiSting HHC Systems: 

During the early 1980's, McDonnell Douglas Helicopter 
Company (MDHC) investigated HHC through wind 
tunnel and flight tests 7-8. The flight tests were conducted 
on an OH-6A helicopter and evaluated for both open 
loop and closed loop higher harmonic controllers. 
Vibration reductions were demonstrated for airspeeds up 
to 100 knots and for limited maneuvers. The algorithms 
implemented for the OH-6A HHC flight test were 
designed specifically to minimize vibrations under 
steady flight or for slowly varying flight conditions. 

During the mid 1980's at Sikorsky, the analysis for the S-
76 helicopter indicated that HHC inputs of ± 2° would be 
sufficient to reduce vibration at 145 knots. The open 
loop HHC system tested gave maximum higher 
harmonic blade pitch amplitudes approximately ± 1°. 
Due to hydraulic flow capability, the ratio of design 
value to flight test value was 2: 1, representing only 50% 
effectiveness. More hydraulic power with its attendant 
weight penalty would be required to achieve the 
analytically desired pitch excW'sions. Also, flight test 
showed that the vibratory control loads were increased 
with HHC inputs9

-
IO

• 

During the eai-Iy 1980's, closed loop HHC was 
demonstrated on a three-bladed CH-47D model rotor in 
the Boeing Helicopter V/STOL wind tunneI12-13

• Vertical 
and inplane 3/rev hub forces were reduced 
simultaneously for airspeeds up to 188 knots. The 
reduction was accomplished with a fixed-gain feedback 
control law which was simpler and faster than the 
adaptive control laws previously investigated. The 
controller applied oscillatory swashplate motion which 
produced blade pitch up to ± 3.0° at high speed. 

In 1986, a research program was conducted by 
Aerospatiale Helicopter division to flight test an SA 349 
Gazelle helicopter - using active control to reduce 
vibration via HHC II

• Three control algorithms were 
developed and tested. Vibration reduction using a 
closed-loop self-adaptive HHC system demonstrated 
80% reduction in the cabin at an airspeed of 134 knots. 



At Kaman, full scale wind tunnel testing was conducted 
on the Multi-cyclic Controllable Twist Rotor (MCTR)I-4. 
The MCTR is a hybrid system which consists of a 
torsionally flexible blade that is controlled directly by a 
conventional pitch hom at the blade root and a servo-flap 
located at approximately 75% radius. The pitch hom is 
the primary control introducing collective and l/rev 
cyclic for trim. The servo-flap introduces torsional 
moments with collective, lIrev, and multi-cyclic inputs 
that elastically twist the blade about the trim position for 
vibration reduction, blade tracking, blade stall 
alleviation, and optimum aerodynamic perfol111ance. 
Wind tunnel test results showed flatwise bending 
moment reduction of 22% to 30% with concurrent 83% 
reductions in control loads of the MCTR at several 
forward flight conditions and at advance ratios of 0.22 
and 0.33. Also, flatwise bending reductions of about 
50% with lesser control load reductions of 30% to 60% 
were achieved with different control schedules. 
However, no flight tests of the MCTR or servo-flap type 
of main rotors were ever conducted on a production 
helicopter using HHC. 

b) Deficiencies O(Existing HHC Systems: 

Previous flight testing of HHC concepts has shown some 
success in reducing blade vibration. However, several 
problems come to light which will not be easily resolved 
based on the results of past flight testing. Significant 
research is needed in these areas to produce better HHC 
and IBC systems. 

1. HHC Sensitivity: HHC control input requirements 
have tended to be much greater than analytically 
predicted, because the effectiveness of the designed 
value used for pitch hom rotor HHC flight testing 
can only generate approximately 50% of the 
required HHC control input. 

2. Power Required: Power required to achieve the 
HHC inputs tend to be much greater than 
anticipated, because the majority of the power 
required to achieve the HHC inputs are consumed in 
the shaking the swashplate in the fixed system. 

3. Algorithm Requirements: The control algorithms 
were only successful in steady state and slow 
transient flight conditions. Most of the HHC flight 
testing was concentrated in reducing rotor induced 
vibration in steady state flight conditions. Very little 
consideration was given to or very little success was 
achieved in most transient and maneuver flight 
conditions. 

For example, the OH-6A HHC flight test program has 
shown insufficient vibration reduction in 
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acceleration/deceleration between 0 and 40 knots, very 
high speed maneuvers, and turbulent wind conditions. 
The lack of success in these conditions can be attributed 
primarily to two factors: i) The quasi-steady algorithm 
cannot keep up with the varying vibration level; ii) The 
underlying vibration phenomena is a dynamic process 
not amenable to quasi-steady solution. 

For the S-76 helicopter flight test, the aircraft vibration 
reduction would likely have been achieved if the HHC 
system had provided the required control inputs. The 
open loop HHC system gave maximum higher harmonic 
blade pitch amplitudes only ± 10. A more powerful and 
larger HHC system would be needed to achieve the 
vibration reduction goal at most critical flight conditions. 
The added weight penalty to increase the hydraulic 
effectiveness was estimated to be at least double the 
originally designed value which may become impractical 
for the design. 

For the SA 349 Gazelle helicopter HHC flight tests, 
significant vibration reduction was successful for steady 
state flight conditions even including high load factor 
bank turns where the basic vibration level is typically 
high for this type of helicopter. However, test results 
indicated that the HHC system has very poor vibration 
reduction through transition flight. These poor test 
results may be due to the interaction of the rotor wake on 
the airframe encountered at low forward airspeed. The 
mechanism of the generation of vibrations in these flight 
cases is very different from the other flight conditions. 
More research efforts are needed in these areas. 

c) Why HHC On An Advanced Servo-Flap Rotor? 

There are many reasons for choosing a servo-flap 
controlled rotor over a pitch hom controlled rotor for 
HHC and !BC applications. These reasons are the 
inherent advantages of low control loads, low blade 
induced vibration, light control system weight, and high 
blade control sensitivity . 

Control power requirements for a servo-flap controlled 
main rotor system are much lower than those of 
swashplate shaking. There is a significant weight 
difference between servo-flap and main rotor blades. A 
typical servo-flap weighs about 6 lbs, while a typical 
main rotor blade weighs about 200 lbs, therefore, a 
significant control power difference exists in moving a 
servo-flap versus moving a pitch hom main rotor under 
steady, lIrev cyclic and higher harmonic motion. For a 
typical pitch hom controlled rotor, shaking a rigid 
control system requires approximately 120 HP per inch 
of motion iO

• This implies that much of the horsepower 
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required is due to shaking the fixed control system. For a 
servo-flap controlled rotor, even including collective and 
lIrev cyclic control power, less than 2.5 HP per blade are 
required to achieve the same amount of HHC motion l5

. 

Therefore, for a servo-flap rotor control system, less 
control force and heat-rejection management are 
required within the electrical and hydraulic control 
systems. 

Normally, a servo-flap main rotor control system uses 
very light weight mechanical collective and I/rev servo­
flap control to fly the helicopter which does not rely on 
hydraulic boost for flight safety. The aircraft can 
continue to fly and maneuver manually with relatively 
low pilot workload even in the event of total hydraulic 
boost failure and Automatic Stabilization Equipment 
(ASE) failure. This is an extremely robust, reliable, and 
naturally stable system proven by 50 years service in 
military and commercial helicopters. This type of control 
has very light control system weight and actuation loads. 

Also, for a servo-flap controlled main rotor, control 
inputs are not limited to mutually correlated harmonic 
functions but can include any type of waveform and true 
IBC. For a pitch horn controlled rotor, all HHC 
introduced in the fixed system must be achieved by 
shaking the swashplate collectively and cyclically at the 
appropriate (n-I), n, and (n+ 1)/rev frequency, limiting 
such inputs to mutually correlated harmonic functions. 

The servo-flap main rotor design has the servo-flap 
located at 75% radius of the main rotor blade. From the 
blade aerodynamic point of view, due to the high 
rotational speed about the rotor shaft, the local airspeed 
and dynamic pressure at the servo-flap surface are very 
high. The sensitivity of a servo-flap rotor per degree of 
HHC input is much greater than that of a pitch horn 
rotor. Therefore, it is much easier to design a low 
vibration blade by tailoring main rotor aerodynamic 
airload distribution and reducing servo-flap-introduced 
aerodynamic excitation. Also, the required change in 
blade pitch amplitude can be achieved with less actuator 
deflection. 

From the rotor control system design point of view, it is 
relatively easy to place actuators in the rotating system 
such that blade camber can be modified with 2/rev or 
other servo-flap inputs. This achieves performance 
improvements by producing variation in blade angle of 
attack and airload distribution resulting in stall 
alleviation and thrust improvement. The servo-flap 
method of control is ideally suited to both HHC and IBC 
for advanced helicopter main rotor control systems. 

3 

BASELINE ROTOR 

The Kaman SH-2G helicopter (Fig. 1) and CMRBII 
(Figs. 2-4) servo-flap controlled main rotor system are 
selected as the baseline design aircraft. The CMRBII 
rotor system, in addition to the inherent advantages 
mentioned above, has better blade aerodynamic 
performance and fatigue life than the original production 
metal blades. It is also representative of current 
composite blade manufacturing technology used 
throughout the helicopter industry. Especially important 
is that this type of control system has been proven in 50 
years of production experience and well over 2 million 
customer flight hours and it does not rely on hydraulic 
boost or automatic stabilization for flight safety. 

The SH-2G helicopter has a 4-bladed main rotor system. 
The main rotor nominal speed is 298 rpm and the 
maximum take-off gross weight is 13,500 lbs. The flat 
plate drag area of the SH-2G configured for the anti­
submarine warfare (ASW) mission, including all sensor 
and weapon systems, is 32 square feet. The rotor shaft 
has built-in 6° forward tilt and 4° lateral tilt. The 
maximum forward speed is 141 knots. The blade has a 
266 inch radius and a 23 inch chord. The blade planform 
is rectangular and consists of a modified 230-series 
airfoil transitioning linearly in thickness along the blade 
span. 

Both blade flapping and lead-lag hinge offsets are 
coincident at station 8.25 inch. The inboard and outboard 
stations of the pitch barrel are located at stations 17.5 
and 42, respectively. The blade lead-lag hinge gives a 
soft inplane frequency of 0.2/rev which uses a lead-lag 
damper to increase blade inplane stability. The CMRBII 
blade produces a pitch-flap coupling (83 = 23° ) that is 
introduced by the combined effects of servo­
flap/feathering and 'servo-flaplflapping coupling during 
operation. The inboard servo-flap station is 180.8 and the 
outboard flap station is 217.2. The servo-flap is an 
NACA 63 3018 airfoil with an 8 inch chord and 36 inch 
length. It is made from graphite/epoxy fabric and is 
designed as a three-cell box beam. 

The total pilot collective stick travel is 11.5 inches which 
is equivalent to 16° servo-flap angular motion. The total 
cyclic stick travels for lIrev longitudinal and lateral are 
14 inches and 11.2 inches, respectively, which are 
equivalent to 24° and 10.6° servo-flap angular motion. 

TECHNICAL APPROACH 

The technical approach for the HHC system is that the 
HHC system does not completely replace this highly 



effective production design which already provides one 
of the lowest vibration rotors in the industry today. 
Rather, the HHClIBC signal is introduced in parallel 
with the basic control system. The HHC hardware is 
designed to fit in conjunction with the present control 
system. There is only a minimum of modification 
required to accommodate the HHC system. 

The actuators are mounted in the rotating system, closer 
to the actuated mass than is possible with swashplate 
shaking. This approach greatly reduces the adverse 
effects of lost motion due to control system spring rates. 
The HHC system design has features built in to handle 
electrical, hydraulic, or mechanical failure separately. 
The actuators have a centering and locking mechanism 
which can bring the HHC actuators to the rig neutral 
position and locks in case of electrical or hydraulic 
failure. The mechanism also operates simultaneously for 
all four actuators in the case of single or multiple 
failures. The servo-flap HHC system is fail-safe for any 
single electrical or hydraulic failure and has no 
degradation of the present flight safety of the helicopter. 

In order to avoid the adverse effects within the entire 
flight test envelope, the maximum servo-flap deflection 
used in the HHCIIBC design are limited as follows: i) ± 
I ° collective control input for IBC, ii) ± 2° 2/rev cyclic 
control input for IBC, and iii) ± 2° 3/rev, 4/rev and 5/rev 
cyclic control inputs for both IBC and HHC. 

Servo-flap blade index angle is an important design 
factor which affects blade performance, helicopter 
vibration (Fig. 5), and blade bending moment (Fig. 6). 
Kaman's flight test experience has shown that increasing 
index angle produces increased rotor vibration. 
Therefore, servo-flap blade index angle will be used to 
simulate the blade vibration level during the HHC flight 
test without any degradation of safety. 

The HHC system is installed completely independent of 
the ASE. With the HHC system either engaged or 
disengaged, there is no feedback to the ASE and, 
therefore, will not degrade the aircraft handling qualities 
with or without the ASE. 

The control algorithm is an adaptive system which works 
like a higher harmonic analogy to the existing Kaman 
blade tracking system (Fig. 7). The blade tracking 
system, which has been in production on all Kaman 
helicopters since the 1950's, is a true quasi-steady IBC. 
This proven system works by sensing IIrev vibrations in 
the fixed system and coupling that measurement with 
phasing information from the main gearbox resolver to 
determine which blade is flying out-of-track. A small 
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tracking motor in the rotating system is then commanded 
to provide an automatic null offset to the servo-flap of 
the errant blade to bring the l/rev vibration back to zero. 
The offset is applied to the control rods actively, in­
flight, in parallel to the normal trim and maneuver 
control system. 

In a similar fashion, the proposed HHC/IBC system can 
sense high frequency tube load magnitude and phasing in 
the main gearbox mounting tubes and can also share the 
resolver phasing signal with the blade tracker. Using a 
system similar to HALMARS, a holometric load 
monitoring system developed by Kaman26

, this fixed 
system information can be used to determine vibratory 
bending moments in the rotating system and select the 
appropriate IBC waveform to send to each blade. The 
calculation/refresh rate required is estimated to be about 
20 milliseconds. 

Existing test data of the SH-2G helicopter including 
blade bending moments and transmission tube loads 
were analyzed to determine vibration as a function of 
such independent variables as speed, control position, 
and attitude. Rate changes in control position, speed and 
fuselage attitude were utilized to determine vibration in 
maneuvers. Excel}ent comparison between the 
HAL MARS synthesized data and directly slip-ring 
transduced transient flatwise bending moment has been 
achieved using maneuver flighf6 conditions. This 
correlation confmns that HALMARS can be used for 
HHC in maneuver flight test. 

The arrangement of placing actuators in the rotating 
system can modify blade airloads to achieve 
performance improvements by varying blade 2/rev angle 
of attack with IBC control inputs. The 2/rev blade angle 
of attack change generates more rotor thrust in the fore 
and aft direction of the aircraft to result in stall 
alleviation and performance improvement. 

HHC DESCRIPTION 

Some of the major areas Kaman has been investigating 
in the HHC design are the hydraulic power requirements 
at high speed to implement HHC inputs, the sensitivity 
required to minimize vibration with proper HHC inputs, 
the algorithms required to achieve active control at all 
flight conditions, and the impact on helicopter 
performance. Kaman has been considering several 
different design approaches. These include: 

1. Electromechanical actuators placed in the rotating 
system; 
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2. Hydraulic actuators placed in the rotating system 
with hydraulic power supply in the fixed system and 
utilizing a liquid slip ring; 

3. Hydraulic actuators placed in the rotating system 
with hydraulic power supply in the rotating system, 
requiring no liquid slip ring or power slip rings 
(only signal slip rings are required). 

Common to each of these designs is the method of 
introducing the HHCIIBC signal into the blade control 
linkage. Kaman helicopters already incorporate the 
necessary mechanical pathway for introducing Individual 
Blade Control (IBC) signals into the linkage in parallel 
with the normal trim and maneuver control system 
without jeopardizing the safery or robustness of the basic 
flight critical controls. 

The HHC/IBC input path works similarly to the Kaman 
automatic, in-flight blade tracking system but is at a 
different location on the blade to take advantage of the 
shortest possible path to the servo-flap. This minimizes 
lost motion due to linkage spring rate and maximizes 
isolation of the fixed system controls from the vibratory 
input. 

The inboard end of the long, spanwise rod terminates at 
the midpoint of a chordwise idler crank which is rigged 
as a class 2 lever. The trailing edge end of the idler is 
fixed to an A-frame brace on the blade root structure 
(Fig. 8), while the leading edge end serves as the input 
point for the collective, lire v cyclic, and quasi-steady 
blade tracking IBC motions. In the proposed HHC/IBC 
design, the A-frame brace is modified so that it supports 
the fixed end of an actuator (either electromechanical or 
hydraulic) rather than the fixed fulcrum of the idler. The 
idler fulcrum is instead driven by the actuator according 
to any command signal received from the fixed system 
flight computer (Fig. 9). 

No modification is required to the blade root, to other 
control rod linkages, or to the existing primary flight 
controls. Thus the system is fail-safe (i.e., if the HHC 
actuator fails, the idler simply reverts to fixed fulcrum 
behavior), and it is robust (i.e., it retains the fleet-proven 
design for primary controls--no new unproven hardware 
is introduced into the flight critical path). 

The benefits of using this entry point are several, but all 
focus upon one overriding goal which impacts all HHC 
systems: reduction of control power requirements. The 
benefits can be summarized as follows: 

1. The fulcrum of the idler crank is in a location which 
is very sensitive to small displacements. For 
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electromechanical actuators this reduces power draw 
by reducing the acceleration required to meet peak­
to-peak displacements. For hydraulic actuators, fluid 
flow rate is the more critical parameter and is also 
commensurately reduced. 

2. This position is kinematically closer to the driven 
mass (servo-flap), thus less motion is absorbed in 
linkage flexibility. 

3. Use of this point relieves the HHC actuator from the 
need to supply all the control power. Collective and 
I/rev cyclic primary control is still supplied by the 
mechanical system. It is estimated that the HHC 
portion of the control will conswne only about 0.23 
HP per blade, which is about 9% of the total control 
power required (the majority goes to IIrev cyclic 
with the remainder going to collective). 

Referring again to. Figure 9, the kinematics of the idler 
are such that the radial component of the force supplied 
by the HHC actuat'or, R2x, is 

where Rl is the force in the spanwise servo-flap rod and 
a, b, and a are geometric parameters defmed in the 
figure. The HHC actuator must react, at zero deflection, 
the maximum stacked collective and lIrev cyclic loads 
introduced by the mechanical primary controls. To 
supply HHC motion, it must support an additional HHC 
load due to increased pitching moment on the flap at the 
high end of the cycle and acceleration of the flap mass: 

where 8p is the peak HHC pitch angle of the servo-flap, 
limited here to ± 2°, and co is the frequency of the higher 
harmonic cycle, limited here to 5/rev (156 radians/sec). 
The stacked primary plus HHC peak load equates to an 
actuator load of: 

[
Stacked peak]C ) 

1.5 + b + atana 
Primary HHC 

R2x ,PEAK = --=---C-:-b..:...+-y-+-a-ta-=n"--a')----

where a contingency factor of 1.5 is included to assure 
adequate capability. For the case of hydraulic actuators, 
the required piston area is : 



R A = 2x,PEAK 

P 

where P is the system pressure. Figure 10 shows the 
required piston area for various system pressures as a 
function of y. The most reasonable values for y 
(minimum impact on design modifications) are shown 
boxed in between 3.5 and 6 inches. For a 2000 psi 
hydraulic system and y in the boxed region, required 
piston area is seen to be only slightly greater than one­
quarter square inch. Clearly, piston area and thus 
actuator diameter would not be a limiting factor in 
creating a feasible design. Similarly, the flow rate 
requirements are: 

Volume Displaced 
Q = --:-----=---

(~ 5P Cycle) 

A5R2x 60 gallons· seconds 
Q= x-~-----

0.02013 sec 231 inches 3 
• minute 

where Q is in gallons per minute and 5R2x is the 
deflection of force R2x' Figure 11 shows the required 
flow rate for various system pressures as a function of y. 
For a 2000 psi system and y in the boxed region, flow 
rate is approximately 0.8 gallons/minute per blade or 3.2 
gallons/minute total. Flow rate, therefore, will not be a 
limiting factor for this design. 

For the electromechanical design, shown in Fig. 12, a 
miniature electric motor and ball screw assembly is 
mounted directly on the A-frame and receives the 
command signal from the fuselage based flight computer 
via signal slip rings in the rotorhead. Motive power must 
be supplied through power slip rings, also in the 
rotorhead. 

For both of the hydraulic designs, a miniature hydraulic 
cylinder and servo-valve assembly are mounted on the 
A-frame in place of the electric motor. The command 
signal, in each case, is received by the servo-valve from 
the flight computer in the same way as for the 
electromechanical design. The difference lies in the 
source of motive power. 

For the split hydraulic design, shown in Fig. 13, the 
hydraulic power supply resides in the fuselage in a 
conventional manner. The high pressure working fluid 
is pumped up to the rotating system through a rotary 
union (hydraulic slip ring) assembly located in the 

6 

rotorhead. From there it is distributed to the individual 
cylinders. Placing the servo-valves directly on the 
actuators and pumping a single channel of pressurized 
fluid through the rotary union is preferrable to servo­
valving the flow in the fixed system and pumping four 
individual channels of metered, reversing fluid across the 
union because head loss effects in the complex fluid 
column will tend to wash out the command signal and 
because a single channel, uniform pressure rotary union 
will be much less costly and less maintenance intensive. 

For the self-contained hydraulic design, the hydraulic 
power supply is mounted directly on top of the control 
can at the center of the main rotor hub. Mechanical 
rotary power is obtained by keying the hydraulic pump 
to a long drive rod which reaches down the hollow hub 
centerline to anchor in the fixed system. Appropriate 
pump speed can be attained either by integral gearing or 
by spinning the fixed system end of the drive rod in the 
opposite direction by a roof-mounted electric motor. 
The internal gearing approach permits all HHC power to 
be drawn directly from the main gas turbines via 
mechanical shafting without impact on the aircraft 
electrical system. The counter-spinning motor option 
reduces the cost, weight, and drag area of the topside 
pump, but adds electrical load to the aircraft and some 
additional weight penalty. High pressure working fluid 
is then pumped directly to the individual actuator servo­
valves without the 'need to cross a rotary union. The 
basic benefits and penalties of each design are also 
investigated. 

The estimated total weight of the HHC system, including 
actuators, sensors, and electronics is approximately 35 
lbs. Most of the weight increase represents new 
equipment as there is relatively little modification to the 
existing servo-flap control system. The weight penalty is 
less than 0.3% of the aircraft maximum gross weight. 
Also, the HHC system components are designed for 
convenience of access during servicing and the effects of 
the additional vibratory load on the fatigue life of all 
associated components are minimized by the design. 

CONCLUSIONS 

1. A conceptual design of servo-flap rotor control 
system using HHC and IBC directly in the rotating 
system to reduce aircraft vibration and improve 
blade perfonnance has been presented. This is 
achieved by maintaining the control modules in the 
fixed system and transferring the control actuators to 
the rotating system. 

2. The original mechanical collective and l/rev cyclic 
control for the servo-flap remain unchanged. The 
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HHC system needs only to introduce the HHC or 
IBC signal into the main rotor blade control in 
parallel with the basic control system. 

3. Servo-flap blade index angle can be used to simulate 
the blade vibration level during the test. 

4. Control power requirements for a servo-flap control 
system are much lower than those of swash plate 
shaking. Less heat-rejection management is required 
within the electrical and hydraulic control systems. 

5. Control inputs for servo-flap rotors are not limited to 
mutually correlated harmonic functions but can 
include any type of waveform and true IBC. 

6. The sensitivity of a servo-flap rotor per degree of 
HHC input is much greater than that of a pitch hom 
rotor. The required change in blade pitch amplitude 
can be achieved with less actuator deflection. 

7. It is relatively easy to place servo-flap actuators in 
the rotating system such that blade camber can be 
modified with 2/rev or higher servo-flap inputs to 
achieve performance improvements by producing 
variation in blade angle of attack and airload 
distribution resulting in stall alleviation and thrust 
improvement. 

8. The HHC portion of the Signal consumes only about 
9% of the total control power required. 

9. The weight of the HHC system, including actuators, 
sensors, and electronics is estimated to be 
approximately 35 lbs. The weight penalty is less 
than 0.3% ofthe aircraft maximum gross weight. 

10. HALMARS can use fixed system vibratory tube 
loads information to determine vibratory bending 
moments in the rotating system and select the 
appropriate HHC or IBC waveform to send to each 
blade. The calculation/refresh rate required is 
estimated to be about 20 milliseconds. 

11. The servo-flap method of control is ideally suited to 
both HHC and IBC for advanced helicopter main 
rotor control systems. 
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PENNSTATE Problem Statement 

Poor damping in the lag mode can result in. -
aeromechanical instabilities such as ground-
and air-resonance 

Traditionally, lead-lag dampers used to alleviate 
these instabilities 

Associated with the use of lag dampers -
• Hub complexity, weight, drag, maintenance requirements 

• Elastomeric dampers - amplitude/frequency/temperature 
dependent, limit cycles, susceptible to fatigue, 

Can dampers be eliminated while maintaining 
adequate aeromechanical stability? 
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Damperless Rotors PENNSrATE 

-.-A-e-r-o-e-Ia-s-t-ic-C-o-U-p-I-in-g-S----., --­

Pitch-Lag, Pitch-Flap, & Flap-Lag couplings used 
Ormiston, Bousman, Gaonkar, Lowey, Gandhi, .... 

• Active Control through Swashplate 
Generally based on fuselage state-feedback 
Straub, Warmbrodt, Friedman, Weller, Gandhi, .... 

• Individual Blade Contol (IBC) 
Relatively unexplored 

• Other Concepts - High damping flexures 
- Blade-to-blade dissimilarities 

Objective of Present Study PFNNSTATE 
~ 

--------------------------------~---
Examine the effectiveness of IBC for 
aeromechanical stability augmentation 
(different rotational speeds, thrust, body inertia, 
ground/hover condition) 

Comparison on two different model rotors 
- AFDD (Bousman/Ormiston) 
- UTRC (Weller) 

Comparison of IBC versus 
- Aeroelastic Couplings 
- Swashplate Control using Fuselage State Feedback 
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Individual Blade Control PENNSrATE 

Active Control via root pitch actuators,. -
in the rotating system 

Active pitch inputs proportional to blade flap 

and lag states l Q J * l Q J * 
8.9 == -Gp~~- Gpl;S - Gv~ !4, ~- GVI; ~ S 

Fixed-Gain Controller (Fixed Gp~, Gps' Gv~' Gvs> 
- parametric study to examine influence of individual 

gains 
- Constrained optimization study to evaluate 

optimial combination of controller gains 

AFDD Rotor PENNSrATE -----.-
Extensive studies examining the influence of 
Aeroelastic Couplings on this model rotor 

Aeroelastic Couplings: ~e = - Kp~~ - KpsS 
Individual Blade Control: 

8.9==-~p~~-GpI;S-Gv~l ~J~-Gv{ ~J~ 
PosItion Feedback 

Velocity Feedback 

FOR THIS ROTOR - Aeroelastic couplings unable to stabilize 
resonance simultaneously at low and high thrust conditions 
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IBC - AFDD Rotor 
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but shaft-fixed stability may be reduced 
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IBC - AFDD Rotor PENNSrATE 
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IBC - AFDD Rotor 
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IBC - AFDD Rotor PENNSTATE 
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Collective Pitch, deg. 

- Destabilizing trend with increasing collective alleviated 
- IBC able to stabilize resonance over entire collective range 

PENNSTATE 
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---------------------------------------------~-

IBC - AFDD Rotor 
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Concluding Remarks PENNSrATE 
~ 

------------------------------------~-For AFDD Rotor -

Conflicting control gain requirements at 0° and 
5° collective 

IBC with Multi-point Optimization at 0° and 5° 
can stabilize ground resonance over range of 
collective pitch values (Aeroelastic couplings 
unable to accomplish complete stabilization) 

Destabilizing trend with decreasing roll inertia 
may be alleviated (with larger gains) 

Hover air resonance stability margin around 
nominal RPM can be improved 
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Concluding Remarks PENNSTATE 

-----~ .-
For UTRC Rotor -

IBC optimized at 5° can stabilize ground resonance 
over range of collective pitch values (Greater 
stability margins achieved at higher collective as 
compared to fuselage state feedback) 

Destabilizing trend with decreasing roll inertia 
alleviated 

Hover air resonance stability margin around 
nominal RPM significantly improved 

Concluding Rel1).arks PENNSrATE -----.-
IBC succesful on two different model rotors -

Some differences between the control design 
process required as well as the Individual Blade 
Control gains for the two rotors suggest that 
generalizations may not be possible 

Although it may be more challenging to 
implement Individual Blade Control, it 
appears to have greater effectiveness in 
alleviating aeromechanical instabilities 

12 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

Analytic Modeling and Design 
Studies of Trailing Edge Flap Systems 

for Helicopters 

Abstract Submitted to the Seventh International Workshop on 
Dynamics and Aeroelastic Stability Modeling of Rotorcraft 

Systems 

St. Louis, Oct. 14-16, 1997 

Judah Milgram 
Research Associate 

Inderjit Chopra 
Professor and Director 

Alfred Gessow Rotorcraft Center 
Department of Aerospace Engineering 

University of Maryland 
College Park, Maryland 20742 

June 20, 1997 

In the course of early rotorcraft development, the combination of feath­
ering blade and swashplate emerged as the favored form of rotor control. 
Nevertheless, it may be noted that the earliest successful implementation of 
l/rev cyclic control utilized a trailing edge flap [13J. Recently, trailing edge 
flaps for helicopter main rotors have again received .considerable attention 
as a means for vibration control. An early analytic and experimental study 
of servo flaps conducted by Lemnios and others [3,4J predicted considerable 
reductions in vibration with single frequency 2/rev control (Nb = 4). Sub­
sequent analytic studies by Millott and Friedmann [9,10,12] have suggested 
that servo flap systems offer considerable potential for vibration reduction 
when combined with multicyclic control algorithms. 

Despite their apparent promise and successful service history in l/rev 
cyclic control applications, servo flaps incur aerodynamic~ and maintainabil-

1 
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ity penalties related to their external location aft of the rotor blade. An 
alternative configuration, the plain trailing flap, is the subject of the present 
investigation. Plain trailing edge flap systems are the focus of an ongoing 
study by the authors [5-8J. Here the flap is integrated into the rotor blade 
in the manner of an aileron (they were in fact termed "ailerons" by Siko­
rsky [14], who considered them as a means for l/rev cyclic control). The 
proposed workshop presentation will outline this investigation and present 
some results obatained to date. 

The blade is modeled using spatial finite elements, one or more of which 
may have trailing edge flaps with deflections prescribed as a function of az­
imuth. The Leishman aerodynamic model [lJ with unsteady circulatory and 
impulsive loads due to flap motion is used. A free-wake analysis is included 
as well. The equations of motion are solved using the finite element in time 
method integrated into a coupled trim formulation. The analysis includes 
calculation of blade loads and trailing edge flap power requirements. Flap 
inputs may be prescribed or determined automatically through a multicyclic 
control algorithm [2J. The weighting parameters in the multicyclic algorithm 
are varied to examine the influence of weighting assumptions. The analysis 
is described in more detail in References 6 and 5. 

An extensive correlation study has been conducted using wind tunnel 
data from the McDonnell-Douglas Helicopter Systems Active Flap Rotor 
(AFR) modeL Correlation between predicted and measured blade natural 
frequencies was fair. Results for hover thrust and power agreed well with the 
experimental data. In forward flight, fair correlation was observed for the 
power required and trim controls. For the rotor with no trailing edge flap 
motion, overall correlation of blade loads was fair to good, although signif­
icant discrepancies were observed in individual cases. Typical results with 
flap input are presented in Figure 1, which shows blade flatwise bending at 
0.33R with a flap input of c5 = _4° cos 57jJ. The experimental data show a 
pronounced 4/rev flatwise bending load resulting from the 5/rev flap mo­
tion. This is captured fairly well in the UMARC results, with the unsteady 
aerodynamic model offering some improvement. However, at /-L = 0.30 the 
4/rev bending is significantly underpredicted. CAMRAD/JA results (shown 
for comparison) do not correlate as welL Both analyses overpredict the 3/rev 
component, although the advance ratio trend is properly represented. For 
the 5/rev bending moment, the UMARC predictions agree fairly well and 
the CAMRAD / JA correlation is very good. More detailed information con­
cerning the correlation study may be found in References 8 and 5. 
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Representative results from a related parametric study using the Sikorsky 
S-76 as a baseline rotor are in Figures 2-3. 

Figure 2 shows the effects of varying the flap length. The figure shows 
the controlled objective function J, the trailing edge flap power required, 
and the peak trailing edge flap deflection 116"11 as a function of flap length, If. 
Results are shown for three spanwise locations: rmid . 0.60,0.70 and 0.80. 
Figure 2( a) shows that at every spanwise location, the peak flap deflections 
increase as the flap size is decreased, until a prescribed limit of ±10° is 
encountered. In Figure 2( c), the controlled vibration objective function is 
relatively insensitive to flap length l f' provided the peak flap deflections 
are within the prescribed limit. This shows that the controller is able to 
compensate for changes in flap length by increasing the flap deflections. If 
the flap length is decreased past the point where the flap deflection limit is 
encountered, the vibration levels increase rapidly (Fig. 2( c)). As may be 
expected, the flap deflections are directly related to the spanwise location 
of the flap. The deflections are greatest at If = 0.60, where the dynamic 
pressure is lowest. However, the trailing edge flap power required (Fig. 2(b)) 
was greatest with the flap located at If = 0.60. Apparently, the large flap 
deflections required at that location (Fig. 2(a)) more than offset the effects 
of reduced dynamic pressure at that spanwise location. At If = 0.70, the 
deflections are greater than at If = 0.80; however, the power required is 
actually lower. In this case the differences in the required flap deflection are 
not as great, and the increased dynamic pressure at 0.80R suffices to increase 
the trailing edge flap power requirements. The fluctuation in performance 
near l f = 0.08 is attributed to a variation in the performance of the multicylic 
algorithm. 

Figure 3 presents the controlled vibration objective function, the trailing 
edge flap power required, and the peak flap deflections as a function of flap­
chord ratio, Cj. The objective function results (Fig. 3(c)) show almost no 
change as the Cj is varied (a similar finding is stated briefly as a conclusion 
in Reference 11). This result is a reflection of the HHC algorithm's ability to 
compensate for reductions in flap-chord ratio by increasing the flap inputs. 
This increase in peak flap input as Cj is decreased is evident in Fig. 3(a). 
The Figure shows that the flap deflections increase to the prescribed limit of 
100 for small values of Cj. As may be expected, the flap deflections are larger 
and the limit is reached earlier for the smaller flap (If = 0.10). In each case, 
limiting the flap amplitudes has the effect of reducing' the ability of the flap 
to reduce vibrations. The results show that the larger (If = 0.14) flap has 
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the advantage of allowing smaller flap-chord ratios without encountering the 
flap deflection limit. 

The trailing edge flap power required diminishes rapidly as the flap-chord 
ratio is decreased. Reference 5 shows this to be the expected result based 
on linear, incompressible, quasisteady flap-airfoil theory. Clearly it is ad­
vantageous to keep the flap chord as small as possible without incurring 
excessive flap deflections. From approximately cf = 0.06 to cf = 0.10, both 
the If = 0.10 and If = 0.14 flaps produced nearly the same vibration reduc­
tion and required virtually the same power. These factors being equal, the 
l f = 0.14 flap is probability the preferred configuration as it requires lower 
flap deflections and is less likely to encounter difficulties caused by nonlinear 
aerodynamic effects. 
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Figure 1: Harmonics of AFR blade fl.atwise (out of plane) bending at 0.33R 
with 5 = _4° cos 5'IjJ. Wind tunnel trim at 0.10 ::; f-L ::; 0.30 and CT /() ~ 0.65 
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Figure 2: Effect of trailing edge flap length (l f) on performance for three flap 
locations with cf = 0.20, global model multicyclic controller with a = 0.10, 
and wind tunnel trim at J-l = 0.35, a = 5° nose down, CT / cr = 0.080. 
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Figure 3: Effect of trailing edge flap-chord ratio (hinge location) on trailing 
edge flap system performance for two flap lengths, with rmid = 0.74, global 
model multicyclic controller with a = 0.10, and wind tunnel trim at f.L = 0.35, 
a = 5° nose down, CT/a = 0.080. 
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ABSTRACT 

Active materials have been considered as the basis for designing a vari(~ty 

of actuators em.ployed in aeroservoelastic appHcations. 1'he al'ea of snlar! 
structures 01' adaplive slructures, combining active mM~rifl1s, controls and 

micropro('C'ssors has been bmgconing in the last fifteen years, Active materials 

based actuation has been applied to a variety of aeroe1H.stic and aeroservoclastk 

problems such as: static aeroelaFltidty and divergence control, supersonic panel 

flutter suppressiDn, Huttt'r and dynamic load alleviation in wings, wing/store 
flutter suppression and vibratiOli reduction in helicopter rolors. Among theBe 

nppHcntions the l'ot<ll'y-wing tlpplicnUons seem to htwc the highest potentia] pay­
offs and therefore a substantial body of research has been devoted to the 

vibration reduction problem. Otl,er problem.s Lhat can benefit from adaptive 

materjals based actuation arc the blade tracking problem tlnd allevintion of tile 

blade vorlex interaclion (BV!) problem, 

Actuator!> built of adaptive materjals for acrosclyoc]astic npplict'.llions 

frequently require the construction of smtlll sCtl.led models that are used in wind 

tunnel tests to dell"lonsll'tlte the fensibilily of ~ proposed approach. It iB themfore 

imporLant to relate the behavior of the Bcale model to thl~ full Bcale configuration. 

]n ueroelasticity such relations between the scnle model and the fu]] scale 

configuration are usually governed by aeror.lasUc scaling laws. The primary 

objective of the proposed pnpcl' is to dcvelop acroelnslic scalin.g ]nws for l'Olnry­

wing fleroelaslic and aeroservoelasLic applications, and apply thern to a. number 

of typical examples in which adaptive materials based actuators have been used. 

ClassicaJ sea ling laws for fixed wing applications have been based on the 

concept of il. typic{l] cross, und Theodorsen type frequency domain aerodYl1.f1mics. 

1 
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These scaling laws h,lVe been extended recently by the (luthor and his associates 

to sHuntiol1s involving actively controlled tr<liling edge fjap~ used for 

aeroscrvoelastic applications, where flutter suppl'esslon was the objeclive. 

FllrthcrmDre it was slwwn that computer simulntions of {lIP. system can be 

comhined with the scaling laws to pl'Ovide scaling rcq-uirements for acwator 

power, slrok!? and force or hinge moment requirements. It i8 Rhown, in the 

proposed paper, that rot«ry-win~ cwroelastic scalJng ]aw~ can obtained by 

recognizing yh<lt the rotary-wing equivalent of a typical cross section model ul>cd 

for fixed wings is the offsel hinged f>pring Tcstmlncd blade model. Using 

appropriate springs tlw model can be used to rcpresent either hingclcss or 

nrticulnled blade configurations. AewelRstic scaling laws are obtain~d by 
cOlnbirdng dimensional analysis with the dynflmic equ('ttions of motion of ,m 
offset hinged spring restrained blade undergoing coupled flap-lag-torsional 
dynarnic~ in forward flight, including Lhe geome!ricaJJy nnnline<lT terms due to 

modemle blElde deDections. Rewritjng the rotordynarnic problem in termfJ of 

three hn~ic djmensions M, L nnd T (mass j length and time) it is shuwn that the 

aeroelastic response problem (or vibration problem) is governed by iI number of 

nondimcnsionnl parameters, such as the Milch number, the Reynolds number, 
the advance ratio, the 1.oC'k number, the Froude nllmbl~r, 5ever~1 frequency ratios, 
the inflow r<1tio, non dimensional offsets, damping ratios and the! n.~duC'ed 

frequency. liar complete simil;nHy between the dynamic model "nd the fu]] scale 

confjguration tlll~e scaling H'quiremcnts can bc only satisfied by using the full 

$cah~ n.mfiguration. lt is ::;hown the when one relaxes ihcl'lC requirements two 

ClltcrJiaLives exist. One satisfying Jiroude sCC'lling requirements, which would be 

suitnble for aeromechanica] stability testing involvjng coupled rotor-fuselage 

problems where the role of gravity loads can be significant. The second 

fllterna tive lS to maintain Mach nt.nnber similarity, which would correspond to 
situations whem vibration reduction in forward fHghl js the objective. 

Furthermore, it is shown that the aeroelastic scaling laws described here, hllVC to 

b(~ combined with aeroeJastic simulations to genCf<lle refined scaling lawf> 

involVing actuator power, and force and moment l'egl.lirClllcnts, such as needed 

when using adaptive materia Is hosed <lctU1ltion combined with fictive control for 

vibration reduction. 

Based on the ~xamph~,", c.ont)idpTt'd it is shown that in a numbcr of smn]] 
sCfl.]e tests due to the difficulties associated with i:'Ieroehu;tic scaling, scaling 
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- FROM :FRIEDM~NN TO :913149354014 1997,07-10 01:16PM #284 P.04/04 

considerations have nnt been ('(l.refully addressed l Clnd the m()dl~b lJscd have 

been very ROft (01' flexibll' ) 50 as to aCCOl'rl11''IOdale the limited ~tl"(lin and force 

producing capability of the current generation of adaptive n1nleriais. In such 

cases it is quite diffkult to extrapolate [rom the scale tests to a ft~l1 Beak 

configllTilDon. Finally, it is shown that the scaling relations developed aTe qLtit£> 

v('Iluable for desibrning improved models for tests intended to demonstrate the 

feasibHity of adaptive materials ba8r>d actuation. 
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Helicopter Rotor Blade Structural Modeling with Integral Actuation 

Carlos E. S. Cesnik* and SangJoon Shint 
Department of Aeronautics and Astronautics 

Massachusetts "Institute of Technology, Cambridge,. Massachusetts 

Abstract 

The technology of smart structures provides a new degree of design fleribility for advanced composite he­
licopter rotor blades. The key to the technology is the ability to allow the structure to sense and react in a 
desired fashion, improving rotor blade performance in the areas of structural vibration, acoustic signature, and 
aero elastic stability. 

There have been several approaches in the literature to take advantage of active materials for individual 
blade control. The one of interest in the present work is the integral actuatio·n through the use of interdigitated 
electrode piezoelectric fiber composites (IDEPFC). This actuator concept provides a feasible way of integrally 
actuating a rotor blade instead of the direct use of piezoceramic crystals. Another concepts which have been 
currently studied include embedding banks of piezoceramic crystal elements in the upper and lower surface of the 
blade at±45° orientation, however the marimum twist actuation obtained experimentally shows insufficient level 
for possible suppression of vibratory hub loads. On the other hand, preliminary results from the IDEPFC concept 
obtains the level of authority needed from the actuator. Basic material characterization and proof of concept of 
an integral twisted-actuated rotor blade have been under investigation at MIT's Active Materials and Structures 
Laboratory. However, in order to explore the IDEPFC technology through different actuation mechanisms and 
their interaction with the possible elastic tailoring of the blade, a full simulation environment for an active rotor 
in both hover and forward flight has to be developed. 

The objective of this paper is to present a general methodology for analyzing advanced composite rotor 
blades with integral anisotropic active plies for improving vibration characteristics of helicopter rotor blades. Its 
analysis extends previous work done for modeling generically passive blades. The approach is based on the two­
step solution of the original three-dimensional blade representation by means of an asymptotical approximation: 
a linear two-dimensional cross-sectional analysis and a nonlinear one-dimensional global analysis. The resulting 
model will be able to correctly predict the behavior of helicopter blades, accounting for the presence of different 
materials (passive and active) and actual blade shape. Different ways of actively deforming the blade will be 
numerically investigated. 

The cross-sectional analysis revises and extends the closed form solution of a thin-walled, multi-cell asymp­
totic formulation originally presented by Badir [1995]. The variational-asymptotical method is used to formulate 
the stiffness constants of a two-cell cross section with the active plies consisting of piezoelectric fibers. It provides 
the expressions for the asymptotically-correct cross-sectional stiffness constants in closed form, facilitating design­
trend studies. These stiffness constants will then be used in a beam finite .element discretization of the blade 
reference line. The exact intrinsic equations for the one-dimensional analysis ·of rotating beams considering small 
strains and finite rotations of Hodges [1990] is extended to take into account the changes in the constitutive rela­
tion. Subject to external loads, active ply induced strains, and specific boundary conditions, the one-dimensional 
(beam) problem can be solved for displacements, rotations, and strains of the reference line. Eventually, these 
results will be combined with information from the cross-sectional analysis in a set of recovering relations for 
stress/strain distribution at each ply of the blade. Also later on, the finite-state inflow theory is expected to be 
coupled with the active structural model, and aero elastic simulations can th\"n be performed. 

>It Boeing Assistant Professor. 

t Graduate Research Assistant. 

7th Int'l Workshop on Dynamics and Aeroelastic Stability Modeling of Rotorcraft Systems, St. Louis, Missouri, Oct. 14 - 16, 1997 



Introduction 

• Individual Blade Control (IBC): improvement in the vibration and 
noise reduction 

• Various actuation concepts under investigation 

Type of Control Actuation Actuator 

Shape Control IDEPFC, 
Integral Actuation Piezocerarruc (Twist) 

Banks 

Camber Control Trailing-Edge Bimorph, 
Flap X Frame 

Boundary Condition Blade Root 
Control B.C. -

Introduction 

Active Twist Blade with IDEPFC 
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Objectives 

• Capture the effects due to the presence of active materials in com­
bination with a elastic tailored structure of realistic rotor blades. 

i 
I 

• Create a framework for designing active twist rotors (ATR) to sup-
port a joint effort between the U.S. Army Vehicle Technology Cen­
ter, at Langley, and MIT. 

I 

Framework for Active Blade Modeling 

• Asymptotical Approximation: original 3-D blade represetation re­
placed by linear 2-D cross-sectional analysis + non-linear 1-D global 
analysis 

• 2-D Cross-Sectional Analysis: stiffness mat~ix (based on Badir 
[1995]) and actuation forcing vector for two-cell thin-walled cross 
section 

• 1-D Global Analysis 

--f Exact intrinsic equations of moving beams (small strains and 
finite rotations) of Hodges [1990] 

--f Combined with finite-state inflow theory for aero elastic simu-
lations (future extention) I 

_. T 

- ----------------



Two-Cell Thin-Walled Cross-Sectional Analysis 

Basic Configuration and Assumptions 

f «:: 1, ~ « 1, and ~ « 1 

Two-Cell Thin-Walled Cross-Sectional Analysis 

Starting Point: 

Linear piezoelectric constitutive relation: 

Shell functional: 

2<1> ={ < D a/3-yo > fa/3 - 2 < Da/3-Y°d3-yoE3 > }f-yO 

+ 2{ < Da/3-Yo~ > fa/3- < Da/3-Y°d3-yoE3~ > }p-yo 

+ < D a/3-yo ~2 > Pa/3P-yo + 'li(E3) 
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Two-Cell Thin-Walled Cross-Sectional Analysis 

Forcing and Stiffness Constants 

where all the constants are function of the geometry and material distri­
butions of the cross section, and the forcing constants are also function 
of the electric field. 

I-D Beam Analysis 

Extension of the exact nonlinear global analysis for small strain and 
finite rotations of Hodges [1990]-mixed variational intrinsic formulation 
of moving beams 

Q 
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I-D Beam Analysis (Statics) 

• Equilibrium equations 

F' +KF+f = 0 

M' + KM + (1 + ')'11) el F + m = 0 

• Constitutive equations 

{ 

FI }- { ')'11 } 

E~ = [K] :~ - < 

• Kinematical equations 

T I ~ 
')'11 =eIC(el+u +ku)-l e;C(el + u' + ku) = 0 

K=fl,+k ~ = -C'CT + CkCT - k 

Two-Cell Thin-Walled Box Beam Test Case 

[+45]2 
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Two-Cell Thin-Walled Box Beam Test Case 

! 

Non-Zero Stiffness Results (N, N m, N m2
) for Two-Cell Box Beam (1 

extension; 2 torsion; 3, 4 bending) . 

II Kij I Present I VABS % Difference II 
K11 8.560 lOb 8.477 lOb -1.0 
K12 -1.827 103 -1.794 103 +1.8 
K 13 6.434 102 6.337 102 -1.5 
K22 1.298 102 1.278 102 +1.6 
K 23 4.569 101 4.461 101 +2.4 
K33 9.855 101 9.567 101 +3.0 
K44 2.106 102 2.070 102 +1.7 

Single-Cell Active Blade Test Case 

E_Glass [0] 

IDEPFe [+45] 

.050 

____ -z+-I--~/E-Glass [0] 

C"========":;:::/ '---- ...--' 



Single-Cell Active Blade Test Case 
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Conclusions 

• A framework for designing active twist rotor blades was presented: 

~ thin-walled two-cell cross-sectional analysis with active material 
layers 

~ 1-D nonlinear beam equations (extension of Hodges [1990]) 

• Test and validation of each component of the analyses show good 
correlation with available data. 

• More correlation is expected against the experimental data to be 
collected from the Boeing/MIT CH47-D blade test. 
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Nonlinear Bending of Anisotropic Tubes 
Analytical Solution Using the 

Variational-Asymptotic Method 

Dineshkumar Harursampath*and Dewey H. Hodgest 

School of Aerospace Engineering 
Georgia Institute of Technology, Atlanta, Georgia 

Introduction 

Beams of a circular cross section present a very striking nonlinearity in bending due to the 
reduction in bending stiffness with increasing deflection. This has motivated a rigorous study 
of tubular beams. An infinitely long thin tube, made of a generally anisotropic material, 
has been modeled as a beam, including those nonlinear effects that need to be considered, 
by virtue of its special geometry, to obtain asymptotical correctness. This was achieved by 
deriving its strain energy function in terms of I-D quantities only. 

The Brazier effect, exhibited in tubular beams undergoing bending, is a well-known 
example of certain important phenomena that are not captured by a linear cross-sectional 
analysis. Brazier1 was the first to take into accoUIlt the nonlinear growth in curvature of 
thin-walled isotropic cylindrical tubes under pure bending due to the ovalization of the cross­
section, resulting eventually in collapse at the maximum possible moment. Later Reissner 
published a series of improved results in Refs. 2 - 4. Thurston5 has contributed sUbstantially 
to this field, refining these results as well as extending them to include normal pressure, 
elliptic cross-sections and curved bearns. Recently Li6 investigated the dynamic instability 
of long isotropic circular cylindrical shells. Finally, there are a few treatments of orthotropic 
tubes by Spence and Toh; Kedward~ and Bert and Libai~ The most recent work is that of 
Tatting, Giirdal and Vasiliev;o where the analysis is based on Vlasov's semi-membrane theory 
and the solution obtained using finite difference techniques .. However, an asymptotically 
correct treatment of generally anisotropic circular tubes, with either analytical or numerical 
results, is not found in the literature. 

The Variational-Asymptotic Method (VAM) has been successfully used as a tool for di­
mensional reduction to obtain asymptotically correct closed form solutions to beam problems 
in earlier papers by the authors [Refs. 11 - 12]. Starting from Classical Laminated Shell The­
ory, VAM was used in this work as a tool to carry out the dimensional reduction from 2-D 
to I-D. As a result the Brazier effect has been captured analytically. Previous results are 

1 



Figure 1: Circular Tube Configuration and Coordinate System 

compared and shown to differ due to the asymptotically correct nature of the present result. 
The final paper would also include a numerical solution validating the analytical solution 
provided in this extended abstract. 

2 Analysis 

Asymptotic methods require small parameters. From the geometry of the tube, shown 
in Fig. 1, the natural small parameters in this problem are the thickness-to-radius ratio 
(6h = hjR) and the radius-to-Iength ratio (6R = Rj£). The Cartesian coordinate measures 
Xi and the corresponding unit vectors b i are directed as indicated. In order to take advantage 
of the thinness of the wall, a transformation of coordinates is best effected at this stage 
by introducing the cross-sectional arc-length Y2 and thickness coordinate Y3', along with 
corresponding unit vectors a2(Y2) and a3(Y2). 

2.1 Kinematics 

The position vector from a point fixed in an inertial reference frame a to an arbitrary material 
point in the undeformed tube is then 

(1) 

If Ui (Yl, Y2, Y3) are the 3-D displacement measures of an arbitrary material point, the position 
vector in the deformed configuration is given by 

(2) 
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The contravariant base vectors gi for the undeformed geometry and the covariant base 
vectors G i for the deformed geometry are determined by standard means. We can now 
evaluate the deformation gradient tensor 

(3) 

and arrange its components in mixed bases into a matrix A. This enables determination of 
the zeroth order approximation to the 3-D Green strains 

f= ATA-h 
2 

(4) 

where h is the identity matrix. Using 3-D elasticity model, the strain energy per unit volume 

1 . ·kl 
U3D = 2EtJ fijfkl (5) 

is obtained. A preliminary order of magnitude analysis is performed, retaining only the 
leading order terms in the energy. The mimimization of the energy gives rise to the following 
zeroth order approximations to the 3-D displacements: 

U~(YI'Y2,Y3) = ql(YI) 

Ug(Yl, Y2, Y3) = q2(YI) + q3(YI) cos (~) - q4(YI) sin (~) (6) 

U~(YI' Y2, Y3) = - q~i~l) + Q4(YI) cos (~) + Q3(Yl) sin (~) 

The classical degrees of freedom extracted above are extension(Ql), torsion(Q2) and bending(Q3 
and Q4). 

The 3-D displacement field is then given by 

(7) 

where Wi is the warping field. Motivated by the smallness of 6h and the linearity of the 
Classical Laminated Shell Theory, we assume a linear expansion of the warping displacements 
about the thickness coordinate: 

(8) 

Note that Wi are the warping measures of the middle surface material elements; epa are local 
rotation variables; and cp3 is a measure of change in shell thickness. Due to the extraction of 
the rigid body displacements of the cross section at the zeroth order approximation, it can 
be shown that the warping variables are governed by the follo~ing constraints: 

(WI) = 0 

( cp2 cos (~) + cp3 sin ~~l ~ = 0 
( W2 cos (~l + W3 sin ~ = 0 
( W3 cos (~ - W2 sin ~ = 0 

(9) 

where the angle brackets denote averaging around the mid-circ~mference. 
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2.2 Strain Energy in Bending 

The stiffness coefficients for Classical Laminated Shell Theory are given by 

(10) 

where pi = 1, pi = 0, p~ = 0 and p~ = 1 + 1:[. 
Due to circular symmetry of the tube, bending in anyone direction is similar to that in 

any other and there is no bending-torsion or bending-extension coupling. Hence extension­
torsion and bending can be treated as two independent problems for any arbitrary material 
layup. Thus, in the analysis of the bending problem, three of the four classical degrees of 
freedom can be dropped for simplicity, without affecting any desired information. The only 
degree of freedom to be retained is q3. 

There are certain terms in the strain components which individually have an order of 
magnitude larger than that of the largest strain measure. However each of these is killed by 
other such terms in the same strain component. One such relation is between WI and cP2: 

WI,2 = Q3' [cP2 sin (~) - cos (~)] (11) 

Upon completion of an order of magnitude analysis for the energy terms, the shell bending 
strain energy density is given by 

(12) 

where Au, D22 and B12 are membrane, bending and coupling stiffnesses defined similar to 
those in Classical Laminated Plate Theory, but with E 11,B"(6 replaced by Ca ,B"(6, defined in 
Eq. (10). 

The beam strain energy density (the integral of U2D over the shell mid circumference) is 
then minimized with respect to the warping field subject to Eq. (9) and Eq. (11). 

This requires solving the following differential equations: 

R3 p sin2 e Au 'l/J - R cos e B12 'l/J,8 + R2 p sin2 e BI2 cP2,8+ 

R sin e B12 'l/J,88 - cos e D22 cP2,88 + sin e D22 cP2,888 = 0 

Rp cose + Rp sine cP2 - 'l/J,8 = 0 

(13) 
(14) 

where e = lj, p = Q3" and 'l/J = wI'. These differential equations are solved by a Fourier 
series approximation for an infinitely long tube. This boundary value problem has also been 
solved numerically using the shooting method for comparison. The numerical results would 
be presented at the workshop. 
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3 Results 
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Figure 2: Nonlinear Bending of [OOs] Laminates 

Defining I-L = RI?;lll' the first order approximation to the mid-surface warping field is given 
(upto 4th harmonics) by: 

, (Rp)2 . (38) 
-q 3C16p;+CRp)2) sm 
_ 32p;(Rp)2+32p;q,2 (Rp]2+2(Rp)4+ q,2 CRp)4 sin(28) + 4(Rp)4 sine 48) 

3(16J.L+(RPd2)2 15(16J.L+(Rp)2)2 
_ 32p;q,2(Rp)2+4(Rp)4+q' (Rp)4 + 256J.L(Rp)2+160J.Lq,2(Rp)2+16(Rp)4+5q,2(Rp)4 (28) 

4(16p;+(Rp)2)2 12(16p;+(Rp)2)2 cos 

-15(16L~?~p)2)2 cos( 48) 

(15) 

Substituting for the warping field, one obtains the final expression for the beam strain energy 
density in bending. By differentiating it with respect to the elastic curvature, an expression 
for the bending moment in terms of the elastic curvature is determined: 

M= 
(16) 

For small bending mOIllents, this result is close to that of Kedward~ However it significantly 
differs for large moments as shown in Figs. 2 - 4 for three different layups, the properties of 
which can be found in Kedward's paper. 

Kedward's simple but excellent result has terms only upto O[p3]. These terms match 
with the series expansion of our results. The improved result of Bert and Libai~ 

R7 3 A 2 5 R11 5 A· 3 
M - 1T R3 A _ 1T P 11 1T P 11 0 [ 9] 

- P 11 8D
22 

+ 1152D
22

2 + P (17) 

differs from the current result for terms of O[p5] and higher. 
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CHAPTER 4. OPTIMIZATION RESULTS 
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Table 4.1: Rotor properties 

N umber of blades 3 

Radius of rotor disc 3.81 m 

Blade cord 35.6 em 

Blade mass 47.48 kg 

Precone angle 2.5 deg 

Autorotation inertia 109.89 kgm2 

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

Nondimensional radius, r/R 

Figure 4.1: Blade chord distribution 

13 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

Ka!HIlt[lb-in] 

eDOOO 

fioaoo 

-- pr .. mt. 'l"heoq 

---I'~---...... ..... ....... 
, , 

\ 
\ , , 

\ 
\ 

, 
\ 

- - Bert:. and L~J·I-,O~o-o-, -0.-0-00-'-'-0-,0-0-0'-0-,-0-00-'-5- CU%\ri,ture[in-'l 

---- x~uc:l 

Figure 3: Nonlinear Bending of [0°2, ±45°]s Laminates 
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Figure 4: Nonlinear Bending of [±45°, 002]s Laminates 

6 



The nondimensional nonlinear bending stiffness is given by 

EI ~ ~ = 1 _ 3(pR)2 + 15(pR)4 + O[p6] 
7r R3 All 8f-l 256f-l2 

(18) 

Maximizing the moment with respect to the elastic curvature, the limit moment is obtained. 
Further bending occurs at a dropping moment which characterizes a limit load instability. 

Mer = 3V37r R~ VD; 
4 

(19) 

The coefficient obtained by Kedward is ~~ instead of 3.{3, resulting in an estimate 16.2% 
lower than the current prediction. It should be noted that the recent numerical results 
obtained by Tatting et al~o are very close to the approximate closed-form solution of Kedward. 

4 Conclusions 

An analytical result is obtained in this paper for the bending moment and stiffness of a long 
thin-walled circular tube. The presentation at the workshop would include numerical results 
validating the Fourier series solution. The warping of the cross section is obtained in closed 
form. The bending moment as a nonlinear function of the curvature is compared with those 
of Kedward8 and Bert et al~ The limit moment instability is evaluated and is shown to be 
higher than that in earlier works. Material failure and bifurcation buckling which are known 
to usually occur before limit moment instability13 are not dealt with here. Whatever the 
mode of failure, it is strongly influenced by the nonlinear response. Moreover the response, 
by itself, is significant for tube design and analysis. And this paper provides a closed form 
solution which is quite different from all existing results, including numerical ones, due to 
its asymptotical correctness. 
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Abstract 

In this presentation, a refined theory is developed that accurately models the cross­
section elastic properties of thick-walled composite beams. The Vlasov-based model is 
refined to include a correction to the torsion component of the shear strain equation. In 
addition, a higher order plate theory is incorporated into the plate segment constitutive 
equations. The shear strain correction influences the torsion behavior while the higher 
order plate theory influences the transverse shear behavior. The theory is validated 
against 3-D finite element results. Baseline Vlasov theory does not accurately capture the 
thick-walled effects while the results generated by refined theory closely match the finite 
element results. The refined theory is used in parametric studies to detennine the limits 
of Vlasov theory in predicting the cross-sectional properties of thick-walled beams. 
Because of the shear strain related effects, differences in results generated by Vlasov and 
the refined theory start to become significant at a thickness to depth ratios of 
approximately 15%. Results show that neglecting transverse shear has a noticeable effect 
on the coupling and stiffness calculations and lateral deflection under bending load 
calculations. 
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PENN STATE Background 

~-----------------------~ 
Benefits of composite rotor blades 

• Improved fatigue life 
• Hingeless and bearing less rotor designs 
• Beneficial elastic couplings for enhanced 

stability, reduced vibration, improved performance 

Vlasov Theory can be a valuable tool for blade design 

• Models multi-cell cross-sections of arbitrary shape 
• Does not require detai/ed finite element computations 
• Produces accurate results for thin-walled beams 

PENN STATE Background 

Some rotor blades have thick-walled cross sections • 

t 

CH-46 
25%-30% ud 
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Related Research PENNST ATE 

~-----------------------~ 
Kim and White (University of Illinois 1995-97) 

• Thick-walled model that is extension of Smith and Chopra 

• Validated with 3-D finite element 
• Model includes both contour and thickness warping 

• Developing warping function for representative blade cross­
sections can be complex 

Song and Librescu (Virginia Tech 1993) 

• Free vibration of thick-walled composite box beams 
• Incorporated first order transverse shear into theory 

Related Research PENN STATE 

~-----.~ 
McCarthy, Chattopadhyay, Zhang, Jha (ASU 1996-97) 

• Composite plate FE used to model thick-walled box beams 
• Validated only against thin-walled data and models 

• Model used in fixed wing flutter studies 
• Higher order transverse shear distribution in plate 

segments 

Hodges, Cesnik, et al (Georgia Tech 1993-95) 
• Composite beam and plate models based on variational­

asymptotic methods 
• Predict cross sectional properties using 6 noded 

isoparametric elements 

3 



Related Research PENN STATE 

~----------------------~ Kollbrunner and Basler (1969) 
• Studied the influence of thick walled effects on shear 

flow behavior of isotropic beams 

• Derived equations for additional shear strain and 
torsional moment 

c zs 

Reddy (1984) 

• Developed higher order plate C nz 

theory for laminated composite plates 

• Stress-free boundary conditions satisfied 

I I 

PENN STATE 
Related Research 

~------~ 
Chandra and Chopra (University of Maryland 1992) 
• Refined Vlasov theory to include transverse shear 

deformation of the cross-section 
• Validated theory with experimental results 

Centolanza, Smith, Kumar (Penn State 1995-1997) 
• Refined Vlasov theory to include shear center calculation 

• Performed preliminary structural dynamic analysis 

• Non-uniform spanwise ply lay-up affects the twist 
component of the flap-torsion mode shape 
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Objectives PENN STATE 

~-----. 
• Refine Vlasov Theory to improve accuracy of cross-section 
property calculations of thick-walled composite beams 

- Correction factor in shear strain eqn to account for 
non-uniform distribution of shear strain 

- Higher order transverse shear distribution in plate 
segment constitutive eqns 

• Validate refined theory with 3-D solid element results 

• Conduct parametric studies to determine limitations of 
Vlasov in modeling thick-walled cross-sections 

PENN SrATE 
Presentation Outline !S3 
~-----. 

• Introduction 

--... ~ • Derivation of Refined Theory 

• Finite Element Models for Validation 

• Validation and Parametric Studies 

• Conclusions 
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Baseline Vlasov Derivation PENNST ATE 

~----------------------- .. 
• Plate segment displacements are expressed in ...-----, 
terms of blade displacements (E Zl U l l( Zl l( zs[ E nz = 01 ) 

• Plate forces expressed in terms of plate displacements 
through I ABO I matrices (NZl NZSl MZl Mzs> 

Baseline Vlasov Derivation PENNST ATE 

~------ .. 
• Blade forces are related to plate forces through the 

principal of virtual work (N,Mx,My,T. Mw, 1 Fx.Fy,Gx,Gy I> 

• Blade forces are finally related to blade displacements 
through a 9x9 stiffness matrix 
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Shear Strain Correction PENN STATE 

~----------------------- .. 
Shear Flow models assume uniform shear stress distribution 

• Torsion component of shear strain eqn in Vlasov theory is 
based on this approach 

E = zs 
G eff t 

Shear Strain Correction 

Shear flow related Gs 
needs to be adjusted 
with a correction factor 

PENN STATE 

~-----. 
I-.-I·--Width--~.: 

T 
I

fu 

'\ 
\ 
\ 
'\ 
'\ 

E avg 

\ 
\ 

Shear strain no longer uniform through thickness 

7 



Shear Flow Correction PENN STATE 

• Additional shear strain results in 
an additional torsional moment: 

1.3 
~ TIT = f t3 13J ds c 

.S! 1.25 ti 
~ u 12 

Shear flow eqns: 
0..: 
U.s 1.15 
l: u 

G s thin = T I 2A o <a 11 u::: u.. . 

Gs thick = (T + ~ T) I 2A 
... 

HIS CQ 
III 
.: 1 

Rearranging: 
II) 

0 10 ::D 3) 

Gs thick = c Gs thin 1l"ida1!ss to 14th Rna (~ 

Correction factor: c = 1 + ~ TIT 

Shear Strain Correction PENNST ATE 

~-----. 
The correction factor is incorporated into the shear strain eqn 

• Correction influences the stiffnesses associated with torsion 

For example: 

The bending-torsion coupling stiffness: 

K25 = f [ -2 8 16 Y + F A16 Y Gs I Gtl - 2 0 16 cos e 
+1 c 8 16 Gs cos e I G t I ] ds 

40 
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PENN STATE Higher Order Transverse Shear Theory 

~-----------------------~ 
The refined theory assumes that any general plate segment 
is now governed by the higher order plate theory (Reddy) 

• Formulation includes higher order stiffness matrices, 
force resultants, and curvatures not in CLPT 

Q44 and Qss also included 

PENN SrATE Higher Order Transverse Shear Theory 

~-----~ 
The transverse shear in a plate segment is no longer zero 

• Plate segment transverse shear strain is related to cross 
section transverses shear deformations through geometric 
considerations 

IY 
- E yz cos e 

EyZ 

-+------ir------_~ 

-~ x 
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Higher Order Transverse Shear Theory PENN STATE 

~-----------------------~ 
Higher order terms now appear in the derivation of the 9x9 
stiffness matrix. 

For example: 

Energy Eqn: 

II = 1/2 I (Nzc z + Nzsc zs + MzK z +MzsK zs +\ PzK z2 + PzsK zs2 + 

I Qzc nz + RzK nz21> ds 

Transverse Shear Blade Force Eqn: 

Gx = I (Nzs cos 8 ~ Qz sin 8 - 4/h2 Rz sin 8 I ) ds 

Higher Order Transverse Shear Theory PENNST ATE 

~-----. 
Incorporating the higher order theory leads to a refinement 

of the stiffnesses associated with transverse shear 

For example: 

Transverse shear stiffness: 

Kss = f [ Ass cos2() -I AS5 sin2e - 8/h2 0 55 sin28 

+i16/h4 Fss sin2S I] ds 
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Presentation Outline 
PENN STATE 

• 
• Introduction 

• Derivation of Refined Theory 

- ........ ~ • Finite Element Models for Validation 

• Validation and Parametric Studies 

• Conclusions 

Finite Element Models Used for Validation PENN STATE 

~-----. 
Solid parametric brick elements are used in the detailed 
finite element modeling of the composite blades 

• Advantage of refined theory is that it gives results of 
comparable accuracy to that of FEM in a fraction of the time 

• Run Time: FEM - 15 minutes Refined Vlasov - 2 seconds 

• Finite element results were generated using IDEAS Master 
Series 3 and NASTRAN Version 69.1 

11 



Finite Element Models Used for Validation PENN STATE 

• Element convergence study conducted 
• 1156 total elements 
• 68 cross-section elements 

f--f-- I-f--
H- I-f-
>-1- 1->-
~ 

Solid parabolic element has ( 

20 nodes with 3 dof/node _/.'-
/. /~ 

·V_ V 

PENN SrATE 
Presentation Outline !!!! 

1---------., 
• Introduction 

• Derivation of Refined Theory 

• Finite Element Models for Validation 

--... ~ • Validation and Parametric Studies 

• Conclusions 
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Validation: Tip Twist Due to Tip Torque 

;;-

0.0025 

0.002 

~ 0.0015 

0.001 

0.0005 

o 
Baseline 
Vlasov 

Refined 
Theory 

FEM 

PENN STATE 

;; 

25% Thick 
Box Beam 

15° Bending-Torsion Coupled Graphite/Epoxy Box Beam 
(UD = 20) 

PENN STATE Validation: Lateral Deflection Due to Tip Torque 

~-----;; 
0.0036 

[ 
0.0032 C c 

.2 
U 

0.0028 III 
;;:: 
III 
c 25% Thick 
iii 0.0024 Box Beam ... 
!l 
III 
..J 0.002 

Baseline Refined FEM 

Vlasov Theory 

15° Bending-Torsion Coupled Graphite/Epoxy Box Beam 
(UD = 20) 
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Validation: Tip Deflection Due to PENNST ATE 
Tip Bending Load ~ 

~----~---. 
~ 0.07 
§ 0.06 
t; 0.05 
III 0.04 
~ 0.03 
~ 0.02 
.! 0.01 
.:l 0 

Baseline 
Vlasov 

Refined 
Vlasov 

FEM 

25% Thick 
Box Beam 

150 Extension-Torsion Coupled Graphite/Epoxy Box Beam 
(UD = 20) 

Validation PENNST ATE 

~-----. 
Refined theory also validated for other cases 
• Other ply lay-ups (0,30,45,90 degrees) 
• Isotropic materials 
• E-T coupled beams 
• Through the thickness change in laminate 

Validation Results 
• Baseline Vlasov theory does not accurately capture the 

thick-walled effects 
• Results generated by refined theory closely match the 

finite element results. 
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Parametric Studies PENN STATE 

~-----. 
Goal is to determine the limitations of Vlasov in modeling 

thick-walled cross-sections 

• First study investigates the role of the wall thickness 

E zs vs 

• Second study determines the role of transverse shear 

E nz 

E zs 

Parametric Study: Bending-Torsion Coupling PENNST ATE 
as a Function of Thickness Ratio !!5::1 

~-----. 160000 CI c_ 140000 = c CI..-
::::I ' 120000 o :S u-

100000 II) 
C N 
o :.::: 

80000 i! --o C 60000 I-.S! 
, CJ 
CIs: 40000 .5 CIl 
'CI 0 20000 5; U 
Ql a 

. ---.-- Vlasov 

: --Refined Vlasov i 

0 10 20 30 40 

Thickness to Depth Ratio (%) 

~16~--------------~~ 
~ 14 
:.::: 12 
.5 
Q) 10 
u 
~ 8 ... 
~ 6 
is 4 -~ 2 
~ O~-=----~--------~ 
Q. o 10 20 

15° Bending-Torsion Coupled Graphite/Epoxy Box Beam 
(UD = 20) 
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Parametric Study: Tip Twist Due To Tip Torque PENNSTATE 
as Function of Thickness Ratio ~ 

~-----., 
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Parametric Study: Lateral Deflection Due PENNS[ ATE 
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Parametric Study: Lateral Deflection Due 
to Tip Bending Load 
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Parametric Studies: Transverse Shear Stiffness PENN STATE 
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PENN STATE 
Presentation Outline 

r-------------. 
• Introduction 

• Derivation of Refined Theory 

• Finite Element Models for Validation 

• Validation and Parametric Studies 

---t.~ . Conclusions 

Conclusions PENN SrATE 1--------. 
• A refined theory was developed that accurately predicts the 

cross-sectional properties of thick walled composite beams 

• The refined theory was validated against 3-D solid element 

• Advantage of refined theory is that it gives results of 
comparable accuracy to that of FEM in a fraction of the time 
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Conclusions PENN STATE 

~-----------------------~ 
• Baseline Vlasov tends to breakdown for thickness ratios 

of approximately 15% due to shear strain effects 

• Transverse shear effects on bending stiffness can be 
noticed for ply angles in the 15° to 45° range and for 
thickness ratios greater than 20% 

• Shear strain correction has a larger effect than higher 
order transverse shear theory 
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Asymptotically Correct Numerical Evaluation of 
Shear Effects in Composite Beams 

Bogdan Popescu Dewey H. Hodges 

7th International Workshop on Dynamics and Stability Modeling 
of Rotorcraft Systems, Saint Louis, October 14-16, 1997 

Abstract 

The inclusion of the along-the-axis variation of the strain measures is 
considered in an asymptotically correct analysis. Consequently, the shear 
effect is captured as a refinement of the classical theory of beams. This 
leads to a Timoshenko-like formulation of the stiffness properties of the 
beam cross section which is important for short beams and high frequency 
vibrations. The way is also open for the study of other effects related to 
axial variation of the strain, as the Vlasov effect which is responsible for the 
restrained torsion of thin walled beams. The method applies for arbitrary 
geometries of the cross section and general anisotropic material and is based 
on a finite element formulation which confers the desired generality to treat 
complex structural configurations. 

Acknowledgments: This work was supported by the National Rotorcraft 
Technology Center at NASA Ames Research Center. 
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2 

1 Motivation 

• Developing a tool to rigorously (i.e., asymptotically correct) treat 

beam-like structures, especially helicopter rotor blades configurations 

where certa i n effects ca n not be neglected. It is mea nt to cover: 

1. general anisotropic material. 

2. arbitrary cross-sectiona I geometry. 

3. quick and compact results which allow for efficient structural analysis. 

• Th is is fu rther used in: 

1. basic blade design. 

2. dynamic analysis (vibrations). 

3. aeroelastic studies of rotor blades. 

4. global system dynamics of the rotor as a component of the whole 

structure. 

-------------------
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2 Backgrou nd 

• Timoshenko's work in 1921 

• Giavotto, Borri, Maffioli and Mussi (1983) - general cross-section. 

• Berdichevschii and Starosel'skii (1983) - asymptotic theory was devel­

oped for the isotropic case. 

• variational-asymptotic method is capable of taking advantage of the 

presence of small parameters in the model (Berdichevsky, 1982). 

(h)2 (h)2 ~ + ~ + - + - + .... 
classic trapeze ~ ~ 

initial K, shear 
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3 Method of Solution 

3.1 Beam Kinematics 

The position vector of an arbitrary point on the cross section 

1\ 
r(XI,X2,X3) == r(XI) +xa ta (Xl) (1) 

1\ 1\ 
TI is ta ngent to the bea maxis, Ba are in the pia ne of the deformed bea m 

cross-sectional plane. 

(3) 

-------------------
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Figure 1: Reference systems for the shear effect in the deformed configu­

ration 



The definition of curvature due to deformation for prismatic beams 

1\ 1\ 
Tj== {3 x Ti 

1\ 1\ 
B!== I'\, x Bi 1 

1\ 
Bl 1 (}2 -(}3 
1\ 

-(}2 1 0 B2 
1\ (}3 0 1 
B3 

This leads to (by neglecting higher order terms) 

~l + (}2 1'\,2 - (}3 1'\,3 

~2 - ()~ - (}2 ~ 1 

1'\,3 - (}2 + 03 1'\,1 

1\ 
Tl 
1\ 
T2 
1\ 
T3 
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(4) 

(5) 

(6) 

(7) 
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The followi ng orders are assu med now (a nd wi II be confi rmed later) 

h 
()o. '" f T; h K,i '" f (8) 

Since one can assume c '" (7) 2 
as the case of interest for shear effects, 

(On "-i) terms drop out as being of higher order. 

3.2 The Strain Field 

. The 3-D strain components are 

(9) 



r == r c c + r h W + r £ w' 
~~~ 

E E h 
Ey 

where the warping field and the 1-D strain are 

W == {WI w2 W3}T 

c == {1'11 /'\,1 /'\,2 /'\,3}T 

o 
a 

aX2 a 
aX3 

o 
o 
o 

o 
o 
o 
a 

aX2 
a 

aX3 

o 

o 
o 
o 
o 
a 

aX2 a 
aX3 
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(10) 

(11) 

(12) 

(13) 

-------------------



-------------------
9 

1 0 x3 -x2 

0 -x3 0 0 

rs == 
0 x2 0 0 

(14) 
0 0 0 0 
0 0 0 0 
0 0 0 0 

(15) 

The quantities of the deformed geometry are still referred to the tangential 
1\ 

system T. The warping field must satisfy the four constraint equations 

which ·block' the rigid body modes 

(16) 

(17) 
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3.3 Next Approximation for the Shear Effect 

Terms of up to order J-lE 2* in the strain energy which are supposed to 

render a correct shear theory. 

Consider the perturbation in the warping field 

W == wa + WI 
~ '-.,? 

t h ty 

The finite element discretization of the warping W == [8] V . 

Wa == [8] Va; 

(18) 

(19) 

(20) 

-------------------
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1\ 
Va ==Va ~ is the classical solution of the warping (strain energy asymptot-

ically correct up to order J-L (2). Replacing in the energy 

2UI == V{T DZc ~ + V{T DZho ~ + V I
T 

Dhc C + VI
T 

Dhho ~ + V I
T 

DhZo ~' + 
VI

T Dhh VI + £IT Dzoc £ + £IT DZoho £ + £IT DzoZo £1 + £IT D'f:z
o 

VI + 
£T Dcc £ + £T Dcho £ + £T Dfc £1 + £T Dch VI + £T DcZ V{+ 

TD TD TDTo , TDT Vi TDT \7,' 
£ hoc £ + £ hoho £ + £ Zoho £ + ~ hho 1 + £ Zho 1 

(21) 

The variational equation with respect to VI(XI) 

E VI - [DIe: + (Dlho - Dh1o)] c' + H Wc1 'IjJ~ Dhe: c = H Wc1 J-L (22) 

where J-L are the Lagrange multipliers which enforce the constraints on VI. 

The result from the first approximation was 

(23) 
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the Lagrange multipliers are obtained 

J.-l == -'ljJ~ [DIe: + (Dlho - Dh1o)] Sf + 'IjJ~ Dhe: s (24) 

Hence 

1\ /\ 
Th is system must be solved for VI where VI == V 1 €' was considered. 

Because E is singular a new matrix E-:Z is defined such that 

E-:Z E == I - 'lfJ[z ~ el H (26) 

and the solution is 

+ , ~ 1\ , 
VI == Eel Ds € == VI € (27) 

where a new matrix was defined Ds == Dle + (Dlho - Dhlo) 

-------------------
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Notice that VI rv E ? . 

Next, the result is plugged in the expression for the strain energy which 

takes the form 

where 

A A A A 
C ==VI E VI +DZOZO - (DZOh VI + VI DhZo) (31) 
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The 1-D strain measures and their derivatives refer to quantities in the 
1\ 

tangential system T. For Timoshenko-like beams express the bending 
1\ 

curvature in the rotated system B. 

(33) 

(34) 

where the definitions of the shear strain measures are 

1'12 == -()2; 1'13 == ()3 
_ aU! au 

1'1n - 8 xa +~ 
(35) 

-------------------



-------------------
3.4 Equilibrium Equations 

The equilibrium equations along the beam are 

M~ == ea {3 Q{3 - ma 

N' == -PI 

Ml == -mI 

Q~ == -Pa 

For the case with no distributed applied moments 

M~ == ea {3 Q {3 

15 

(36) 

(37) 

(38) 

(39) 

(40) 
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4 Solution for the Isotropic Case 

Ou r goa I is to write the stra in energy in the more usefu I form (Ti moshen ko­

like) 

2U1 == €T S € (41) 

where € is the extended strain vector of 1-D strain measures 

€ == {I'll ~1 ~2 ~3 1'12 1'13}T (42) 

For a prismatic isotropic beam matrix S will be diagonal. For now, we 

look at the case when l'ii == 0, ~i == 0, ~~ == 0, corresponding to the 
Timoshenko theory of bending. This allows for the determination of the 
shear rigid ities 

(43) 

-------------------
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5 Sol ution for the An isotropic Case 

Internal forces are obtained 

using the equilibrium equations (40) one can obtain an equation 

M -
' 

Q- ---l..... -I M-1Q-"" == C -r "" == c 

Hence, the energy can be written 
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2 Ul == cT Ac + 2cT B M*Qc + cT QTM*TC M*Qc == cT S c (44) 

since M and Q contain elements of S, (44) we have a 21st order nonlinear 

system having as unknowns the elements of S. 

6 N u merica I Resu Its 

For the case of a isotropic beam with a square cross section, the shear 

rigidity has been obtained as 

(45) 

This result is an accordance with the exact theoretical results in the liter­

ature. 

-------------------
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7 Conclusions 

• numerical results validate the theory for the isotropic case. 

• for composite beams a method of solving the nonlinear system has to 

be devised and tested. It can be seen that, in general, it is possible 

for a II the stiffness coefficients to be affected. 

• other cases not considered here are to be treated separately as for (i .e., 

1'~1 i- 0, Kl-i- 0, K~ # 0). 

• the case for wh ich Kl #- 0 represents the so-ca lied Vlasov effect - not 

Timoshenko-like. 

• the' D' term in the strain energy expression will be treated more rig­

orously at a later ti me. 

• cases involving anisotropic materials are to be analyzed and compared 

with available results in the literature. 

• the physical meaning of the newly introduced shear variable should be 

addressed. 
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• Optimum Extension-Twist Two-Cell Composite Beam 

Configurations 

• Finite Element Predictions of Modal Characteristics 
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• Comparison of Results 
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Motivation 

• Two-Cell Beams - structural configurations of practical interest 

• Extension-Twist Coupling - potential for rotating lifting surface 
performance enhancements 

• Modal Characterization - essential step towards practical 
implementation 

Seventh International Workshop on Dynamics and Aeroelastic Stability Modeling of Rotorcraft Systems October 14-16,1997 
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Objectives 

• Generate reference FEM and experimental results for optimum 
extension-twist coupled beams for: 
- analytical model validation 

- assessment of response for manufactured beams 

• Investigate the modal characteristics' sensitivity to lay-up 
perturbations around the extension-twist global optimum 
configuration 

Seventh International Workshop on Dynamics and Aeroelastic Stability Modeling of Rotorcraft Systems October 14-16,1997 



Optimal Extension-Twist Two-Cell Composite Beam 
Configurations 

• Analytical model for static response of two-cell, thin-wall 
composite beams - Badir(1995) 

• Optimal extension-twist coupled two-cell composite beams -
Lentz(1997) 

- Numerical optimization, gradient-based method with penalty function 
to impose constraints 

- Constraints 
• extension-twist coupling only 

- Configuration - subclass of two-cell beams 
• rectangular cross-section, equal cell size 

• 8-ply wall thickness 

• each cell - 4-ply circumferentially uniform stiffness wall 

• 4-ply circumferentially uniform stiffness outer wrapping 
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Optimal Extension-Twist Two-Cell Composite Beam 

Configurations (cont'd) 

4 plies 

/ 
25.2 mm 

= = 
_ ...... .. 

~ 
~ .. 

32mm 
.... .. .... 
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Optimal Extension-Twist Two-Cell Composite Beam 
Configurations (cont'd) 

• Material system - Fiberite T 300/954-3 graphite/cyanate 

En 135.6 GPa 

E22 9.96 GPa 

G12 4.2 GPa 

V12 0.3 

al 4.34 10-6 c-l 

<X2 37.0 10-6 c-l 

~l 0 

~2 5.56 10-3 E/% weight 

p 1415 kg/m3 
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Optimal Extension-Twist Two-Cell Composite Beam 

Configurations (cont'd) 

• Optimum coupling configurations: 
- global optimum 

- local optima 

Left Cell Right Cell Overwrap Coupling 
(rad/MNm) 

83.74 83.74 -29.24 61.5 

85.9/86.12/84.8 86.5/86.0/85.3/85.2 -31.3/-32.0/-31.52 61.1 

83.44 83.44 83.4/-29.33 58.9 

82.94 82.94 82.92/-29.52 54.2 

69.9/-80.5/-81.9/-83.6 88.6/88.2/86.0/85.3 36.2/35.8/34.4/37.3 53.0 
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Finite Element Predictions of Modal Characteristics 

• Model configurations 
- cantilevered boundary conditions 

- beam length: 422 mm 

- lay-ups: 
• global optimum 

• lay-up perturbations by BO 

• ABAQUS Finite Element Code 

• Reduced integration quadrilateral shell elements (S4R) 

• Model size: 2400 elements 

• Solution maximum D.O.F. wavefront: 258 
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Finite Element Predictions of Modal Characteristics 

(cont'd) 
Modal Characteristics of Global Optimum Lay-up Beam 

Mode Frequency Mode shape description 
No. (Hz) 

1 112.0 First vertical bending 

2 143.7 First horizontal bending 

3 677.0 Second vertical bending 

4 815.3 Second horizontal bending 

5 1037.3 First extension-twist coupled mode 

6 1733.6 First shell mode 

7 1763.9 Third vertical bending 

8 1830.9 Second shell mode 

9 1939.4 Third horizontal bending 

10 2300.4 Third shell mode 
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Finite Element Predictions of Modal Characteristics 
(cont'd) 

First Vertical Bending Mode Shape 
112.0 Hz 

No significant in-plane warping of the cross-section 
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Finite Element Predictions of Modal Characteristics 

(cont'd) 

First Horizontal Bending Mode Shape 
143.7 Hz 

No significant in-plane warping of the cross-section 
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Finite Element Predictions of Modal Characteristics 
(cont'd) 

Second Vertical Bending Mode Shape 
677.0 Hz 

Noticeable in-plane warping of the cross-section 
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Finite Element Predictions of Modal Characteristics 

(cont'd) 

Second Horizontal Bending Mode Shape 
815.3 Hz 

Significant in-plane warping of the cross-section 
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Finite Element Predictions of Modal Characteristics 
(cont'd) 

First Extension-Twist Coupled Mode Shape 
1037.3 Hz 

No significant in-plane warping of the cross-section 
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Finite Element Predictions of Modal Characteristics 

(cont'd) 

First Shell Mode Shape 
1733.6 Hz 

Significant in-plane warping of the cross-section 
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Finite Element Predictions of Modal Characteristics 
(cont'd) 

Third Vertical Bending Mode Shape 
1763.9 Hz 

Significant in-plane warping of the cross-section 
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Finite Element Predictions of Modal Characteristics 

(cont'd) 

Second Shell Mode Shape . 
1830.9 Hz 

Significant in-plane warping of the cross-section 
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Finite Element Predictions of Modal Characteristics 
(cont'd) 

Third Horizontal Bending Mode Shape 
1939.4 Hz 

Significant in-plane warping of the cross-section 
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Finite Element Predictions of Modal Characteristics 

(cont'd) 

Third Shell Mode Shape 
2300.4 Hz 

Significant in-plane warping of the cross-section 

Seventh International Workshop on Dynamics and Aeroelastic Stability Modeling of Rotorcraft Systems October 14-16,1997 



Finite Element Predictions of Modal Characteristics 
(cont'd) 

Variation of Natural Frequencies with Global Lay-up 
Perturbation Angle Near the Global Optimum 

Mode _3° Global +3° 
OpJimum 

Hz. % Diff. Hz Hz % Diff. 
VBl 105.8 -5.54 112.0 119.4 6.61 

RBI 135.4 -5.78 143.7 153.2 6.61 

VB2 643.5 -4.95 677.0 716.3 5.81 

HB2 772.5 -5.25 815.3 862.4 5.78 

TEl 1083.2 4.42 1037.3 999.0 -3.69 

SI 1678.3 -3.19 1733.6 1775.3 2.41 

VB3 1696.9 -3.80 1763.9 1840.7 4.35 

S2 1766.7 -3.51 1830.9 1883.1 2.85 
HB3 1871.2 -3.52 1939.4 2010.0 3.64 
S3 2194.4 -4.61 2300.4 2402.8 4.45 
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Finite Element Predictions of Modal Characteristics 

(cont'd) 
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Experimental Determinations 

• Two-cell beam with global optimum lay-up manufactured and 
tested 

• GenRad 2515 Test System used for data acquisition/primary 
• processing 

- Impact excitation provided at selected locations with instrumented 
hammer (piezoelectric force transducer) 

- Response measured with piezoelectric accelerometer at selected 
location 

- Response time series converted to Transfer Function by FFT 
processing for each excitation/response location pair 

• Star System PC software used for data processing 
- Ensemble of Transfer Functions processed by global curve-fitting 

algorithm to extract modal characteristics of structure 

Seventh International Workshop on Dynamics and Aeroelastic Stability Modeling of Rotorcraft Systems October 14-16, 1997 

-------------------



-------------------
Experimental Determinations 

(cont'd) 
Instrumented Two-Cell Composite Beam 

• ',~,.. j' 

•• . ~ 

l 
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Experimental Determinations 
(cont'd) 

Instrum.ented Two-Cell Composite Beam - Side View 
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Experimental Determinations 

(cont'd) 
Transfer Function - Bode plot 

200_ 00 A: 1 XL: 664. 00 YL:-92.94 XH:664.00 YH:-92.94 

~ 

Phase 

-20O'OOL.....---------..I.-----------------..---J 

40_00 8:1 XL: 664.00 YL:39.44 XH:664.00 YH:39.44 

log Mag 

0_00 Freq (Hz) 2_04e+3 
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Experimental Determinations 
(cont'd) 

Transfer Function - Modal Identification by Curve Fitting 

5R 00 A: 1 XL: 90. 00 YL:4.18 XH:185.00 YH:6.58 

Log Mag 

5ROO 8:2 XL: 90. 00 YL:6.58 XH:185.00 YH:7.88 

Log Mag 

_30_00L-....----------1..-----------L--------I 

ROO Freq (Hz) 250_00 
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Comparison of Results 

Finite Element and Experimental Values for Natural Frequencies 

Mode FEM Experiment 
Hz Hz % Diff. 

VBl 112.0 117 4.46 
HBI 143.7 146 1.60 
VB2 677.0 662 -2.22 
HB2 815.3 778 -4.58 
TEl 1037.3 1050 1.22 
SI 1733.6 1420 -18.09 

VB3 1763.9 1500 -14.96 
S2 1830.9 1690 -7.70 

HB3 1939.4 2000 3.12 
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Conclusions 

• FEM and experimental investigation of two-cell beams with 
optimum coupling undertaken 

• Good agreement between the two sets of results obtained for most 
modes 

• Sensitivity of modal characteristics to lay-up perturbations around 
global optimum investigated 

• FEM results appear to substantiate a hypothesis of in-plane 
nondeformability of the cross-section for low order mode shapes 

Sevellth Illtemationai Workshop Oil Dynamics and Aeroelastic Stability Modeling of Rotorcraft Systems October 14-16,1997 
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On Dynamics of Elastic Anisotropic Beams 
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1 Introduction 

and Vladislav G. Sutyrin§ 

Detroit, Michigan 

The intent of this paper is to provide some insights into general scheme for construction of re­
fined beam theories with inclusion of end effects and high frequency vibrations~ Such a refined 
theory is constructed by the introduction of new I-D variables in addition to the four classi­
cal ones associated with extension, torsion and bending in two orthogonal directions. These 
additional I-D variables represent high-frequency modes of vibration with a corresponding 
cross-sectional displacement field calculated by solving the appropriate 2-D problems over 
the cross section. Next, the asymptotic analysis is performed to ensure correct description 
of long-wavelength vibrations. As shown in this paper, this can be conveniently achieved by 
using frequency spectrum information available from the code described in Ref. [2]. So-called 
short wavelength extrapolation (i. e. change of variables that does not alter long-wavelength 
approximation) is further conducted to insure hyperbolicity of the resulting equations as well 
as proper description of the interaction between the various modes of vibrations. 

Although the proposed model is not fully analytical in the sense that it does require 
numerical computations over the cross section, the amount of calculations is very small 
compared to 3-D finite element models, and parametric studies are easily conducted. Fur­
thermore, once obtained, the I-D stiffness coefficients for a given cross-sectional geometry 

*Post Doctoral Fellow, School of Aerospace Engineering. Member, AIAA, AHS. 
tProfessor, School of Aerospace Engineering. Fellow, AIAA. Member, AHS. 
:lProfessor, Department of Mechanical Engineering. Member, AIAA, ASME. 
§Consultant 
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and material properties can be applied repeatedly for various .end conditions. Thus, this 
model is particularly suitable for tailoring and design of both wings and rotorblades. 

I - ~_ , 

2 Background and Present Approach 

Due to the fact that properties of prismatic beams do not depend on the axial coordinate 
Xl, fundamental beam solutions have the form 

u-(X X )eikXl-wt 
2 2, 3 (1) 

where Ui are displacements, X2, X3 cross-sectional coordinates; k and ware wavenumber and 
frequency, respectively. The k and wand are solutions of an ~igenvalue problem over the 
cross section, and as such they are connected by a transcendental equation (dispersion rela­
tionship). For a given real w there is an infinite number of complex values k. However, for a 
relatively low frequency of vibrations there are only four real k corresponding to propagating 
waves along the beam. All other values of k are complex, and ~(k) has the sense of a decay 
rate as the waves travel away from the ends of the beam. The classical theory of beams with 
free lateral surfaces can be viewed as a truncated representation of the displacement field by 
the use of the first four of the basis eigenfunctions. The dispersion equation can be solved 
numerically for arbitrary geometrical and material cross-sectional properties by discretizing 
2-D domain~ 

The need for an approximate beam or plate theory to give a good correlation of the 
resulting dispersion relations with those given by 3-D elasticity was well recognized at least 
as early as the beginning of this century. It was the discrepa~cy between the 3-D disper­
sion relationships and those given by classical beam theory that prompted Rayleigh4 to 
take into account the inertia of cross-sectional rotation. Similarly, the introduction of shear 
deformation by Timoshenko5 further improved correlation between dispersion equations of 
approximate and exact theories for a circular cross section. However, it was Mindlin who 
most likely should be credited for the first direct application of the 3-D dispersion rela­
tionships to constructing approximate theories. First it was clone for plates6 in which the 
so-called first "cut-off" frequency (i. e., the non~zero frequency for very long waves, in this 
case corresponding to the thickness-shear motions) was matched with the values given by 
the Rayleigh-Lamb solutions. Let us recall that Reissner's approach to the same problem7 

involved the assumed stress distribution and application of a complimentary variational prin­
ciple. Both approaches provided remarkably close values for the so-called shear correction 
factor (7r2/12 and 5/6, respectively). Then, similar concepts were employed for deriving a 
so-called tree-mode system of 1-D equations8 for axially symmetric motions of an elastic rod 
with a circular cross section. The variational-asymptotic method9, 10 provided a significant 
step toward understanding which I-D variables have to be introduced in order to match the 
3-D dispersion curves. The present approach follows the proc~dure that was applied origi­
nally to plates~l subsequently to shells~2, 13, and finally to the extensional modes of vibration 
in isotropic beams~4 
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2.1 Discretized formulation I 
The following procedure is similar to the one described in Ref. [3] and [15] with the differences 
emphasized herein. Variational formulation of the dynamic 3-D elasticity problem requires I 
minimization of the following functional per unit length: 

(2) I 
where v is 3-dimensional vector of displacements, dots refer to time derivatives, ( ) is inte-
gration over the cross section, D is the 6 x 6 matrix of material coefficients, p is density and I 
f is the 6 x 1 strain matrix that can be split into two parts: 

(3) 

where prime refers to partial derivative with respect to axial coordinate and 

0 0 0 1 0 0 
8 0 0 8X2 0 1 0 

8 0 0 
8X3 0 0 1 

fh - 0 8 0 fl - (4) 
8X2 0 0 0 

0 8 8 
8X3 8X2 0 0 0 

0 0 8 
8X3 0 0 0 

Discretization over the cross section allows for the following representation of the dis­
placement field 

(5) 

Here S is a 3 x N matrix of shape functions, and V is N-dimensional vector of nodal 
displacements. Substitution of Eqs. (3)-(5) into Eq. (2) yields 

I = ~Eo (VTEV + VTE1V' + V,T DllV' - VTMV) (6) 

where symmetric matrices E, DIl, M, and skew-symmetric matrix El are given by the fol­
lowing formulae: 

E = ([fhSf DfhS) 
([fhSf D*fIS) - ([fzSf DfhS) 

Dll = ([rzsf DfIS) 
M = (psTS) 
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Figure 1: Dispersion curves (frequency spectrum) foranisotropic I-beam 

Extraction of the fundamental solution in the form Eq. (1) is equivalent to the following 
eigenvalue problem: 

(E - ikEz + k2Dzz - w2 M) u = O. (8) 

Solutions of this eigenproblem represent the set of dispersion curves or frequency spectrum. 
Since for most of the interesting cases, k is either purely imaginary or real, it is convenient 
to use 2-D plots with the left part reserved for ~(k) and the right part for lR(k) (due to 
the intrinsic symmetry of the eigenproblem both these quantities can be considered positive 
without a loss of generality). A typical set of dispersion curves for anisotropic I-beam 
with a symmetric layup is depicted on Fig. 1. Frequency is normalized with respect to the 
equivoluminal (shear) wave which propagates the distance of a characteristic dimension of 
the cross section a in 1 second. Also, note that Ws = IlJi wh~re G is characteristic elastic 
modulus. 

On the other hand, following the variational asymptotic procedure3 in obtaining main 
terms with respect to small parameter T where is = the diameter of beam, .e = the charac-

4 



teristic wavelength, requires two steps: 

1. "Zeroth" approximation: 

(9) 

Solutions of this problem provide choice of 1-D variables cl>p, P = 1 ... K: there are four 
solutions 1/Ja , a = 1 ... 4 for W = 0 - which are low frequency or classical 1-D variables, 
the rest of the solutions for W =I- 0 corresponds to the high-frequency vibrations. Choice 
of the high frequency vibrations to be included 1/Jp: P = 5 ... K in the problem depends 
on the cross-sectional properties and the range of frequencies for application of the 
resulting beam theory~ 

2. Finding main terms in the Lagrangian with respect to the small parameter y. This 
requires perturbation of "Zeroth" approximation displacement field by "warping" W, 
retaining main terms in the Lagrangian with respect to the small parameter, and 
minimizing the resulting expression with respect to W. Generally speaking, different 
high-frequency modes have different wp , so that displacement field considered in the 
form 

(10) 

where Wp is "warping" which is orthogonal to the 'lTp, so that Wi M'lTp = 0 can be 
expressed in the following form: 

(E - wp2M) Wp = 

('lT~EI + ifJ~Dll - cl>pApM) 1/Jp (11) 

here we have taken into consideration that vibration of this mode has frequency close 
to wp and introduced Lagrange multiplier Ap to enforce orthogonality with 1/Jp. For 
low frequency vibrations it is also possible to choose 'ljJa in such a way that Wp will 
'depend only on corresponding cl>a and represent warping in exactly the same form, 
taking into consideration that Wa = O. Let us note that the latter representation is 
somewhat unusual: The resulting "classical" beam equations are orthogonalized in a 
sense that corresponding displacement fields 'ljJa are generally speaking a combination 
of a torsional mode, two bending modes, and extensional mode, so that stiffness matrix 
is diagonalized and the 1-D equations are decoupled. For example for the anisotropic 
I-beam with symmetric lay-up (see Fig. 1) which exhibits bending-torsional coupling, 
two of the corresponding diagonalized 1-D variables correspond to coupled motions. 
Of course, for isotropic beams this reduces to traditional torsional, bending, and exten­
sional variables, and in general 1-D equations can be easily written in terms of those 
quantities. 

Solutions ofthe eigenproblem posedby Eq. (8) satisfies Eq. (11) if terms with k are neglected 
compared to unity. This can be directly checked by substitution of the displacement field 
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Eq. (10) into Eq. (8) and recognizing that terms with 'ljJp vanish on the left hand side of the 
equation, whereas terms with Wp can be neglected on the right hand side compared to the 
terms with 'ljJp. Therefore, the eigenvectors of Eq. (8) taken for small k provide solutions for 
Eq. (11). The resulting displacement field is then given by: 

K 

V = L ~p'IjJp + ~~~p + ~~7Jp (12) 
p=l 

This displacement field is then substituted into Eq. (7) to obtain 1-D functional per unit 
length. Note that the last term should be considered only for "bending" variables, i.e. when 
low frequency variable corresponding to Wa contains a bending mode and the corresponding 
contribution into Lagrangian due to CP~ that stems from the bending variable vanishes. 

The next step is to perform a change of variables which d~es not alter long wavelengh 
approximation, but leads to the resulting 1-D system of equatiqns being in hyperbolic form 
and accounts for interaction' between the modes of vibration .. Connecting shear high fre­
quency branches with corresponding "bending" branches by factoring out a square term in 
the strain energy and making corresponding change of variables results in Timoshenko-like 
terms in the strain energy~ while a similar procedure with kinetic energy couples the ex­
tensional mode with two other high frequency branches, resulting in equations similar to 
Mindlin's for circular cross section (see Ref. [8, 14]). 

3 Intended Applications 

The I-beam first studied has a symmetric cross section and is made from graphite-epoxy 
material with a [00 1900 ]4 layup in the web and a [(00 1900 )3/(BO)2] in the flanges (see Fig. ??). 
Geometry is defined by the following ratios alb = 0.5 and hlb = 0.04, where constants a, 
band h are the height of the web, the width of the flanges, and the thickness, respectively. 
Dispersion curves depicted in Fig. 1 are for the angle e = 150

• For comparison, an isotropic 
beam of the same geometry has been studied, arid the Fig. 2 pepicts dispersion curves for 
Poisson's ratio v = 0.42. 

For rectangular cross section high frequency (HF) branches are enumerated in order of 
ascending cut-off frequencies. 

Comparing Fig. 1 and Fig. 2 with Fig. 3 vividly illustrates the differences between solid 
cross sections and thin-walled, open ones. In the latter case HF1 correspond to shear defor­
mation and is effectively a bending mode which "strayed" from the hyperbolic path predicted 
by Euler theory. This explains the importance of Timoshenko theory. In the latter case this 
high frequency branch is relatively unimportant since there are 9ther more significant effects: 
There is a evanescent branch stemming from point A on Fig. 2 with very slow decay rate 
that certainly has to be taken into consideration. Hence, the importance of Vlasov theory16 
Detailed study of this theory 17 revealed expected but still remarkable coincidence of the 
first non-classical branch with the torsional displacement of a· cross section which is in full 
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90 

agreement with Vlasov's theory (see Fig. 5). Moreover, excellent quantitative correlation for 
the decay rate as provided by Vlasov's theory was observed. Fig. 4 demonstrates the results 
of parametric study for anisotropic I-beam. The angle e of the two top plies for both top 
and bottom flanges is the varying parameter; h/b was also varied, while alb = 0.5 is kept 
constant, and predictions for the decay rate were compared to numerical 3-D results. Note 
that in accordance with the asymptotic theory the rate of the decay varies linearly with the 
thickness, so it is convenient to normalize the decay rate with respect to the decay rate of 
some reference thickness (we have chosen h = 0.04b as such reference point, because that 
was the thickness of the beam studied by the cited references). After this normalization all 
asymptotic curves will collapse into one. As expected correlation is the best for low h/b 
ratios, and the difference between asymptotic and 3-D results is indeed of order h/b. It is 
interesting to notice the decreasing sensitivity of the decay rate with respect to the varying 
ply angle as the thickness increases. In addition to "Vlasov" mode a different motion 
corresponding to HFI mode can be important for higher frequencies. This relates to the 
fact that this different mode of vibrations starts to penetrate deeper into the interior of the 
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An Accelerated, High Resolution Free-Vortex Wake 
Method for Comprehensive Rotor Analyses 

Ashish Bagai* J. Gordon. Leishman t 

Department of Aerospace Engineering, 
Glenn L. Martin Institute of Technology, 

University of Maryland, 
College Park, Maryland 20742. 

Abstract 

The formulation and mathematical basis of the Mary­
land Free-Wake (MFW) Analysis is reviewed. The 
MFW can be used to predict the vortical rotor wake 
structure and inflow velocities for rotors operating in 
hover, forward flight, and during steady-state maneu­
vers. Another feature of the MFW is that it can 
solve for the interacting wake structures generated 
by multi-rotor configurations such as tandems and 
coaxials. For high resolution wake predictions, such 
as for aero acoustic analyses, special acceleration algo­
rithms have been developed to reduce the computa­
tional times but without loss of predictive accuracy. 
Several examples are presented showing rotor wake 
predictions and numerical convergence trends. 

Nomenclature 

Turbulent viscosity factor 
Rotor thrust coefficient 
Perpendicular distance between a point 
and a straight line segment, m 
Unit vectors, Cartesian coordinate system 
Maximum number of collocation points 
on a vortex filament 
Maximum number of blade azimuthal 
locations 

dl Elemental unit vector, m 
Nb Number of blades 
N E Number of Biot-Savart induced velocity 

evaluations 
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n 

Number of bound vortex segments 
Number of free/far vortex segments 
Number of discrete azimuthal locations 
Number of free collocation points per vortex 
filament 
Number of free-wake revolutions; vortex 
velocity profile 
Nondimensional steady pitch rate, q/n 
Radius, m 
Radial distance, m 
Position vector of a point, m 
Normalized radial distance, T/Tc 

Vortex core radius, m 
Free vortex segment position vector, m 
Bound vortex segment position vector, m 
Collocati'on point position vector, m 
Position vector of the [th collocation point 
on the vortex filament trailed from 
the kth azimuth location, m 
nth iteration corrected position vector, m 
Trailed vortex radial release point, m 
nth iteration predicted position vector, m 
Time, s' . 

Velocity vector, m/ s 
Induced velocity vector, m/ s 
Free stream velocity vector, m/s 
Vortex tangential velocity, m/ s 
Global, fixed Cartesian coordinate system 
Rotor control input correction vector 
Rotating, blade fixed coordinate system 
Centroid of vorticity, blade fixed coordinates, m 
Rotor shaft angle, Tad. 
Blade coning angle, rad. 
Vortex circulation strength, m 2 / s 
Far /freevortex strength, m 2 / s 
Bound vortex strength, m 2 / s 
Azimuthally averaged tip vortex strength 
Turbulent viscosity coefficient 
Rotor rotational frequency, rad./ s 



Ai 
f.L 

l/ 

Xx,Xy, 
Xz 
A'I/J 
'I/J 
'l/Jb 
'lj;j 

Relaxation parameter 
Vortex filament angular discretization 
step size, rad. 
Wake age, rad. 
kth collocation point along vortex filament 
Angle subtended between point of influence 
and influencing vortex line, rad. 
Uniform induced inflow 
Rotor advance ratio 
Kinematic viscosity of air, m 2 / s 
Hub position vectors in fixed frame 
coordinates, m 
Rotor azimuthal discretization step, rad. 
Blade/rotor azimuth angle, rad. 
Blade azimuthal location, deg. 
jth rotor discretized azimuth location 

Introduction 

The ability to predict accurately the rotor aero­
dynamic environment is essential for the design of 
new rotorcraft with improved performance, increased 
maneuverability, minimized vibration levels, and re­
duced noise. Therefore, a great deal of emphasis 
is being placed on greatly improving the capabili­
ties of predictive tools for use in the design of ad­
vanced rotary-wing aircraft. Because of the multidis­
ciplinary nature of rotary-wing aircraft design, there 
are many constraints on the allowable levels of predic­
tive methodologies. This is particularly the case for 
the aerodynamics modeling, where the need for com­
putational efficiency or the need to have the model in 
a specific mathematical form can seriously limit the 
allowable level of sophistication. 

The blade tip vortices are the most dominant struc­
tures in the rotor wake, and these are the primary 
flow features that must be modeled accurately. The 
tip vortices induce high local flow velocities and con­
tribute significantly to the unsteady airloads pro­
duced on the blades. Accurate predictions of the 
rotor induced velocity field are important from the 
standpoint of predicting rotor performance, rotor 
aeroelasticity, and also the aircraft flight dynamics. 
Distortions to the wake structure during steady-state 
maneuvers, such as pitching and rolling, can produce 
significant changes in the wake structure and can be 
important for undertstanding counter-intuitive rotor 
behavior, such as the rotor off-axis response (Refs. 1-
4). Furthermore, close interactions between blades 
and tip vortices can produce unsteady airloads of high 
magnitude and short duration that result in the gen­
eration of impulsive noise (e.g., Refs. 5,6). Key to 
all these issues is a robust and physically accurate 
mathematical model for the rotor wake. 

While there are a multitude of numerical methods 
for predicting the effects of a rotor wake, ranging from 
simple momentum theory to modern computational 

fluid dynamics, free-vortex methods offer the great­
est short-term potential for the accurate and compu­
tationally efficient prediction of the wake. In free­
vortex methods, the vortical filaments trailed from 
the blades are allowed to convect under the action of 
the local velocity field to force-free locations. This 
behavior is governed by the vorticity transport equa­
tion, see for example Ref. 7. While, in general, 'free­
wake' methods provide a high degree of versatility 
and accuracy with minimal dependency on empiri­
cism, the large number of 'free' vortex elements re­
quired to model a rotor wake means that they are 
inherently costly for routine use. Furthermore, the 
inherent nonlinearity of the problem means that the 
formulation of efficient, numerically robust, and phys­
ically accurate algorithms is a very challenging ob­
jective. To this end, numerous free-wake solution 
methodologies have been developed, but have met 
with varied success, e.g. Refs. 8-16 and Refs. 17-22. 

In a typical free-vortex scheme, the vortex fil­
aments in the rotor wake are discretized along 
their lengths into segments connected by collocation 
points. The total induced velocity field at each collo­
cation point is determined by the sum of the external 
velocity field and the velocity contributions induced 
by all the other vortex filaments in the rotor wake. 
The later is performed using the Biot-Savart law inte­
grated along the lengths of the vortex filaments. This 
in itself, is not a computationally intensive task on a 
per element basis. However, because the vortex fila­
ments must be discretized into short segements in ar­
eas of high curvature, the total number of evaluations 
required to determine the effects of each vortex seg­
ment on every collocation point in the wake can incur 
very large computational costs. For aero acoustic pre­
dictions, the minimum azimuthal discretization reso­
lution may be of the order of one degree or smaller. 
In such cases, the overhead required to compute a 
free-wake solution can easily become prohibitive for 
routine rotor design, even on a modern high end work 
station. 

Several attempts have been made to improve com­
putational efficiencies of free-wake methods. Schemes 
have been developed to optimize the algorithmic 
structures and exploit parallel computing capabilities 
(e.g., Ref. 23). Some methods have used simplified 
wake models based on ring vortices, limited wake dis­
tortion degrees of freedom (e.g., Refs. 24-26), or an­
alytical approximations for curved vortex segments 
(Ref. 27). The most common approach, however, has 
simply been to reduce the number of induced veloc­
ity field calculations. This can be done by updating 
the induced velocities less frequently, by using fewer 
vortex elements in the discretized wake, or by subdi­
viding the wake into near-field and far-field regions of 
weak and strong influence - see for example, Refs. 28-
34. However, although successful in decreasing exe­
cution times, the resulting velocity field errors usually 
undermine the accuracy of the wake predictions. 
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Overview of MFW Analysis 

The MFW algorithm, which was first reported in 
Refs. 35-40, is based on a non-Lagrangian relaxation 
approach. Specifically, the equations governing the 
rotor vortex wake structure are solved iteratively 
by means of a unique pseudo-implicit, predictor­
corrector, relaxation method. This scheme has been 
shown to give the wake predictions excellent numeri­
cal stability and convergence characteristics, and can 
be applied over the entire flight regime, ranging from 
hover through to high speed forward flight, including 
vertical ascents and descents. Moreover, the scheme 
can be applied to predict the wake under steady-state 
maneuvering flight conditions, such as pitching or 
rolling motions. The MFW is also multi-rotor capable 
and can be used to model twin rotor systems such as 
tilt-rotors, tandems and coaxials - the aerodynamic 
interactions and mutually induced wake distortions 
between both rotor wakes being fully accounted for 
in the analysis. 

In the MFW, the rotor wake may be modeled 
with varying (user selectable) degrees of sophistica­
tion. This may include concentrated tip vortices, ad­
ditional secondary vortices, free or prescribed inboard 
trailers, as well as shed vortex elements to account for 
time-varying or azimuthal variations in blade loading. 
Under some flight conditions where secondary trailed 
vortices may be trailed only over a portion of the ro­
tor azimuth, such as from a large spanwise gradient 
induced by a vortex, these are allowed to merge back 
into the main tip vortices over the remainder of the 
rotor revolution. The strength of each vortex element 
in the wake is mapped to the time (azimuth) when 
it was first created and trailed into the wake. Vor­
tex circulation strengths may be assumed to remain 
constant over the discretized elements, or for some 
improved realism and a minor increase in cost, the 
strengths may be allowed to vary linearly over the 
segment lengths. 

The vortex model itself has a direct bearing on 
the wake solution. In the MFW, vortex tangential 
(swirl) velocity profiles are represented using a va­
riety of ( user selectable) desingularized algebraic or 
exponential models. By default, a desingularized al­
gebraic model that closely resembles the measured 
velocity profiles of actual rotor tip vortices is used. 
The viscous decay (core diffUSion) of aging vortices 
is modeled in a manner consistent with experimen­
tal observations of rotor tip vortices. As an option, 
the vortex filaments can be modeled assuming mul­
tiple concentric cores of specified radii and strengths 
to emulate more complex vortex profiles. 

One of the most significant features of the MFW is 
the ability to compute very high fidelity wake solu­
tions than has been previously possible. Two special 
algorithms have been developed to reduce the num­
ber of Biot-Savart (induced velocity) calls and reduce 
execution times, but without sacrificing the predic-

tive accuracy or numerical robustness of the MFW 
algorithm. The first method uses unequal discretiza­
tion step sizes in 'the azimuthal direction and along 
the length of th.e ;vortex filaments. This method re­
sults in reduceci per iteration run times. The second 
method is based on an adaptive grid sequencing ap­
proach where the wake solution is initiated using a 
low resolution wake geometry. As the wake relaxes 
with iterations, the resolution is increased sequen­
tially until only the final few iterations are performed 
at the highest fidelity. Using these schemes, it is pos­
sible to compute accurate wake solutions of the order 
of one degree of azimuth or smaller, but at practi­
cal execution times. Such high resolution wake pre­
dictions are very important from the stand point of 
computing high fidelity blade airloads for acoustics 
analyses. 

Mathematical Basis of the 
MFW 

The free-wake problem is governed by the vorticity 
transport equation. This states that elements on a 
vortex filament convect with the fluid, and the re­
sulting relationship can be written simply as 

di(!, () = V (i('ljJ; ()) (1) 

where i( 'ljJ, () defines the position vector of an elemen­
tal segment lying bn a vortex filament that is trailed 
from a rotor blade located at an azimuth 'ljJ at time 
t, and where ( defines the age of the element relative 
to when it was trailed into the wake. For the rotor 
problem, Eq. 1 ca? be rewritten in terms of 'ljJ and ( 
as 

Bi( 'ljJ, () + Bi( 'ljJ, ~) = ~ V (-(0" r)) 
B'ljJ B( . n T 'f','> 

(2) 

The right-hand-si~e velocity field (source term), ac­
counts for the net, instantaneous, velocity encoun­
tered by an element on a vortex filament in the rotor 
wake. In addition to the free-stream and maneuver 
velocity contributions, the source term is comprised 
of the self- and mutually-induced velocities resulting 
from all the vortex filaments in the wake, as well as 
the induced contributions from the rotor blades. 

The formulatior;t used in the MFW model to inte­
grate Eq. 2 involves three steps. 1. Discretization 
of the physical problem. 2. Transformation of the 
governing partial differential equations into finite dif­
ference equations. 3. Development of a numerical 
integration scheme. The present approach to solv­
ing Eq. 2 is based on a non-Lagrangian or relaxation 
method where the rotor time is discretized into a 
finite number of azimuthal increments of size .6.'ljJ, 
with vortices of finite length trailed behind each ro­
tor blade. Each vortex filament, in turn, is subdi­
vided into segmertts of equal angular resolution, .6.(. 



A collocation point at the inter-segment junction of 
each vortex segment on a particular filament defines a 
family of points that are interconnected with straight 
line vortex segments to represent that filament. Each 
vortex filament is attached to its respective blade at 
its point of origin, which defines the boundary con­
dition in the ( direction. Additional inboard trailed 
vortices, if required, are modeled in an identical man­
ner. As the blades rotate, the wake collocation points 
are allowed to convect under the influence of the local 
velocity field and integrated over a finite time step or 
azimuthal increment. The PDE given in Eq. 2 gov­
erns the behavior of each and every wake collocation 
point. The actual number of collocation points de­
pends on the number of trailed vortex filaments, the 
length of the vortices, the number of segments per 
filament, and the angular resolution in the azimuthal 
direction. 

The induced velocity at an element in the wake 
can be determined as a sum of the induced contribu­
tions from the free vortex elements and also from any 
'bound' elements such as the rotating blades. This 
velocity is written in terms of the Biot-Savart law as 

Vind (i('¢, ()) = (3) 
....L ",Nvf J rr(1/Jj,() d(iX(i'(1/J,()-r~(1/Jj,()) 
47r L-J=l 1f"(1/J,() rj-(1/Jj,()1 

+....L ",Nvu "'~="" J r/,(1/!j,i) dfj,i X (i'(1/!,()-r"i,(1/!j,i)) 
471" L-J=l L.n=l Ir(1/J,()-r/,(1/!j,i)1 3 

where i('l/i, () is the position of the elemental vortex 
segment in the flow field, influenced by the total con­
tributions of the jth free vortex located at if ('l/ij, () 
and of strength r f('l/ij, (), plus the influence of the 
ith bound vortex segment of the lh blade. The sum­
mation for the free vortices is carried over all NV

f 

free vortices in the rotor wake (trailed and shed). 
The second term on the right-hand-side, accounts 
for the imax vortex segments that make-up the Nv" 
bound vortices that represent the blades. Because the 
strength of each bound vortex segment is dependent 
on its radial position along the blade span as well as 
the blade azimuth angle, its strength is represented 
by rb ('l/ij , i). 

Note that the limits of integration over each free 
vortex filament in Eq. 3 extends from ( = 0 cor­
responding to the vortex-blade attachment (release) 
point, to the end of the filament at ( -> 00. The in­
tegral for the bound (and shed) vortex elements are 
evaluated over their finite individual lengths. Fig. 1 
shows the individual contributions of all the vortex 
elements in the rotor wake that contribute to the in­
duced velocity at some free collocation point p on 
a vortex filament. Note that the blade 'bound' cir­
culation and any specified prescribed trailed vortex 
filaments are not free vortices per se, but will con­
tribute to the induced velocity field at free points in 
the wake. 

Eq. 3 is a general expression for the induced veloc­
ity, and must be reduced into a more convenient form. 

r(o/,I;) 

Blade bound 
circulation 

dis 

Shed 
circulation 

Figure 1: Induced velocities on a vortex element: free 
and bound vortex contributions 

While the bound vortices are straight line elements, 
for which the Biot-Savart integral can be solved an­
alytically, this is not possible for arbitrary curved 
vortex filaments. However, any curved filament can 
be modeled using a sufficiently large number inter­
connected straight line segments. Vortex collocation 
points at the inter-segment boundaries (see Fig. 2) 
are then convected through the flow-field at their re­
spective local velocities. Eq. 3 is applied to each free 
collocation point and the induced velocities can be 
readily determined from geometrical considerations 
for the straight vortex filaments. The free collocation 
points convect through the flow field and change their 
positions under the influence of the induced velocity 
field as the wake evolves. The Biot-Savart law must, 
therefore, be re-evaluated repeatedly for each collo­
cation point as the tip vortex geometries are allowed 
to evolve during the free-wake iterations. This is the 
primary cost in all free-wake models. 

In the MFW, the discretization of the problem de­
scribed above results in transforming the continuous 
physical domain into a discretized domain comprised 
of a finite number of elements. However, the gov­
erning equation in Eq. 2 still cannot be solved ana-
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Figure 2: Straight line segment approximation of the 
tip vortices 
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Figure 3: Discretized computational domain 

lytically_ A numerical integration scheme, therefore, 
must be developed. This requires the _transformation 
ofthe PDE's into finite difference equations (FDE's). 
This is best described by first transforming the dis­
cretized physical domain into a computational do­
main. If the abscissa represents the 1jJ direction and 
the ordinate the ( coordinates, the computational do­
main can be represented as shown in Fig. 3. 

In the MFW, the partial derivatives of Eq. 2 are 
approximated in terms of finite differences using a 
five point central differencing and velocity averaging 
scheme, (Refs. 35-37). Using the notation defined in 
Fig. 3, the resulting FDE form of Eq. 2 can be written 
as 

i/,k = Tl-1,k-1 

+~ (Vco + i (V;nd(Tl-"1,k-1) + Vind(Tl-1,k) 

(4) 

Note that in the, discretization process described 
above, both the 1jJ and ( coordinates now represent 
the spatial locations of the collocation points in the 
rotor wake, and the time-domain has been by-passed. 
The evolution of the wake, therefore, cannot be de­
termined by integrating Eq. 4 in a Lagrangian sense, 
but must involve an iterative procedure. The so­
lution of the FDE in Eq. 4 is essentially governed 
by the unsteady, non-linear velocity or source terms 
on the right-hand-side of the equation. There is one 
such equation for each collocation point in the flow 
and this relates the position vectors of the collocation 
points to the local velocity field. 

Numerical schemes used to integrate the FDE's us­
ing the procedure described above must be both nu­
merically stable and accurate. From the stand point 
of most applications in rotor craft problems, it is also 
essential to develop an highly efficient methodology. 
The numerical integration scheme used in the MFW 
analysis is essentially explicit. However, by includ­
ing information that has already been calculated at 
'upstream' points ih the current iteration, a degree of 
implicitness can be introduced into the scheme. This 
results in a so-called pseudo-implicit method, which 
results in faster information propagation through the 
wake solution. To further enhance the numerical sta­
bility characteristics, the integration scheme is imple­
mented as a two-step predictor-corrector sequence. 

Let n represent the iteration index such that T~k 
represents the position vector of the kth collocation 
point on the vortex filament trailed from a rotor blade 
located at 1jJ1 at the current, nth iteration. Analo­
gously, n,k n - 1 represents the position of the same 
point at the previous iteration, and Tl,k n+1 will be its 
location at the next iteration. Using this notation, 
the pseudo-implicit, predictor and corrector steps de­
rived from Eq. 4 can be presented in the following 
point-operator notation, 

Predictor: 
-=1' -=1' 
Tl,k = Tl-1,k-l 

( -=1' -=1') (~) + Tl,k-1 ~ Tl-1,k t:.'!fJ +t:. ( 

2 ( t:.'!/Jt:.( ) (V;- 1 (Tr ("",--1 ) +0 t:.'!fJ+t:.( co + '4 vind T1- 1,k-1 

v:- (=",-1_) Tr (=-1) + v:- (=-1))) + ind T1- 1,k + vind T1,k-l ind Tl,k (5) . 

Corrector: 

(6) 



The velocities used by the corrector step are given by 

Vind(fl-l,k-d - ~ +w"Vind(rl_1,k_l) 

+ (1 - w)Vind(fI'_l\_l) 

Vind(Tl-l,k) - -:.l' == W"Vind(rl_l,k) 

+ (1 - W)Vind(fI'_-l~k) 

Vind(fl,k-d - -:.l' == WV'ind(rl,k_l) 

+ (1 - w)~nd(if;~l) 

Vind(i"'z,k) - ~ wVind(rl k) , 

+ (1 - W)VindCr7,;l) (7) 

Note that both, predictor and corrector steps have the 
same degree of implicitness embedded within them. 
The predictor step is used to determine the approx­
imate geometry at the current (nth) iteration based 
on the velocity field computed from the previous iter­
ation. This geometry is then used to approximate the 
source terms (induced velocity field) that corresponds 
to the predicted wake geometry. The corrector step 
then uses an average or weighted average of the veloc­
ities from the predictor step, as well as the velocities 
from the previous iteration that were originally used 
by the predictor step. The parameter, w is a 'relax­
ation parameter' that can be adjusted to compute the 
weighted velocity average used by the corrector step. 
Typically, w == 0.75. 

Because the original PDE CEq. 2) is first-order in 
time and space, it requires the specification of an 
initial condition in the 1/J direction and a boundary 
condition in the (direction. However, because the 
non-Lagrangian nature of the above formulation, the 
initial condition degenerates into a second boundary 
condition in the 1/J direction. The boundary condition 
in the ( direction, i.e., along the length of the vortex 
filaments, requires that the vortices be attached to 
the blades from which they are trailed. The boundary 
condition in the azimuthal or 1/J direction implies wake 
periodicity, i.e., the wake structure is self-preserving 
and repeats itself every rotor revolution under steady­
state conditions. 

In addition to the implicitness of the iterative 
scheme, a further degree of implicitness can be in­
troduced into the solution process by choosing a pre­
ferred direction of information propagation (Refs. 39 
and 40). This is done by using the known or spec­
ified boundary conditions in the ( direction, but by 
computing the free-wake solutions around the rotor 
azimuth as opposed to along the lengths of the vor­
tex filaments. Such an approach is referred to as an 
implicit boundary conditions scheme, where wake col­
location points are continuously updated in azimuthal 
sweeps thereby reducing the dependency on approx­
imate, mid-iteration collocation point information. 
This is described in greater detail in Refs. 39 and 
40. 

Convergence Criterion 

It is necessary to impose a convergence criterion on 
any relaxation scheme. In the present analysis, this 
is based on a measure of the L2 norm of the change 
in the wake geometry between successive iterations. 
In practice, this RAtS change can be written in the 
following form 

(8) 

Note that the RM S is normalized with respect to the 
number of free collocation points in the wake. Con­
vergence is reached after the RM S value, normalized 
with respect to the first iteration RM S, drops below 
a certain prescribed threshold between two successive 
iterations. The normalized convergence threshold has 
been defined to be of the order of 10-4 , and the RM S 
change must fall below this value to ensure that the 
wake structure has properly converged. For an RM S 
value of this order of magnitude, the wake geome­
try exhibits no appreciable change between successive 
wake iterations. This then also ensures that the wake 
geometry has truly converged to a steady solution, 
and not just exhibited an initial convergence trend 
and reached a local minima. 

Vortex Model 

From the above discussion, it is clear that the free­
wake is highly dependent upon the vortex induced 
velocity field as determined from the Biot-Savart 
law. In its original form as introduced in Eq. 3, the 
Biot-Savart law assumes an ideal or potential vortex. 
This, however, produces a singularity at an evaluation 
point that lies on the influenCing vortex. Likewise, 
the induced velocities at points very close to the vor­
tex will experience unrealistically large induced veloc­
ities. These can cause the evolving wake to become 
unstable, or at the very least, will result in a grossly 
over-distorted and non-physical wake solution. This 
is a problem common to most, if not all, free-wake 
methodologies. 

In the MFW, a physical viscous core vortex model 
based on experimental measurements of rotor tip vor­
tices has been used (Refs. 41 and 42). Vortex mod­
els used in free-wake analysis are typically defined 
in terms of their tangential or swirl velocity profiles. 
One series of general desingularized velocity profiles 
for rectilinear vortices may be written as (Ref. 43) 

I'r 
'Ve(r) == 1 

21T"(r;n + r2n)n: 
(9) 

Note that n is an integer variable and r is the dis­
tance along a radial emanating from the center of the 
vortex. The maximum tangential velocity occurs at 
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T = Te, which is defined, by convention, as the vis­
cous core radius. From Eq. 9, note that if n -t 00, 

the Rankine vortex profile is obtained, and if n = 1, 
the Scully (Kauffman) velocity profile is recovered. 
Vi/hile both these models have been popularly used 
in previous free-wake analysis, seemingly small dif­
ferences in the assumed tangential velocity profile of 
the vortex model for the same core radius can have 
some effects on the computed wake induced velocities. 
Care must, therefore, be taken in selecting a vortex 
model. By default the MFW uses the n = 2 velocity 
profile, although the other models may be selected by 
the user. 

In addition to the choice of vortex velocity pro­
file model, the induced velocities are also sensitive to 
the dimensions of the vortex core radius. Physically, 
the initial size of the tip vortex core radius of heli­
copter rotors is known to be of the order of blade 
thickness, or typically 10-15% of mean blade chord 
(e.g., Ref. 42). However, for some numerical models 
used for rotor loads, performance, and acoustics, it is 
often necessary to select a larger than physically re­
alistic core radius to avoid numerical problems. This 
is physically incorrect because the size of the vortex 
core radius has direct bearing on the predicted struc­
ture of the free tip vortex geometries in the far wake. 
Therefore, a physically correct vortex model and core 
size must be used, which must match as closely as 
possible the actual characteristics of rotor vortices. 

In the present analysis, the vortex core model al­
lows for viscous diffusion with age. One simple ap­
proach uses the Lamb-Oseen vortex diffusion model. 
Here, the variation of the vortex core radius, Tc with 
time or age, t, can be determined as (Ref. 44) 

(10) 

In the MFW analysis, vortex diffusion has been ace 
counted for using a modified form of Eq. 10 so as to 
include an 'eddy,' or turbulent viscosity coefficient 6, 
such that 

Te = 1.12V4v6t (11) 

Also, the ideal tip vortex starts with a zero core ra­
dius that grows with the square-root of time, and no 
assumptions need be made with regard to a starting 
core radius. In practice, however, the physical roll-up 
of a rotor tip vortex is very complicated, and usually 
produces a vortex that is already in some stage of 
decay. Eq. 11 can be modified to represent a variety 
of initial core radii and growth rates, which can over­
ride the default values and be specified by the user 
if required. For rotor applications, Eq. 11 can be 
rewritten in terms of rotor time or the age of a vor­
tex element as t = (In. Substituting v = 1.46 X 10-5 

for air into Eq. 11 and simplifying gives 

Te = TO + 0.00855~ (12) 

where TO is an initial (measured) vortex core radius 
- at t = 0 and 6 is an experimentally determined co­

efficient. The eff~ct of 6 is to increase the rate at 
which the vortex core grows with time. For a lami­
nar vortex, 6 would have a value of unity, however, 
in practice, it is found that the resulting diffusion of 
the vortex is non-physically slow. The eddy viscosity 
coefficient can be written as a function of the vortex 
Reynolds number, f Iv, as 

(13) 

Because the strength of the tip vortex varies with 
azimuth, an average vortex strength has been used to 
define 6, which is given by 

1 jTTL{~:.r: 

favg = -.- L fj 
Jmax j=l 

(14) 

In general, 6 will vary between fixed- and rotary-wing 
models, as well as between full and scaled rotor sys­
tems. In the MFW, the default value is al = 0.1 = 
constant. This value has been determined through 
numerical experimentation and comparison of pre­
dicted wake geometries with experimental measure­
ments (Ref. 35). A more complete discussion on the 
effects of 6 on the wake solution can be found in 
Refs. 35 and 37. 

Acceleration Algorithms 

The FDE's that define the free-wake problem must 
be evaluated for each and every collocation point 
in the rotor wake. The computational cost associ­
ated with free-wake iterations can be estimated di­
rectly as a function of the number of evaluations that 
must be performed to compute a wake solution. Let 
N,p = 360 0 I D.1f; be the number of discrete azimuthal 
grid points. Likewise, for a vortex filament that is n 
rotor revolutions old, the number of free collocation 
points (= number. of free vortex elements on that fil­
ament), is Nt, = n 3600 I D.(. Therefore, a total of N{ 
Biot-Savart evaluations must be performed for each 
free vortex filament at each of N,p locations to account 
for the total self-induced velocities at each colloca­
tion point from~every other vortex element. Assuming 
that the wake is modeled using only a single (tip) free 
vortex filament, this results in N,p N{ evaluations to 
define the wake at all azimuth angles. For a rotor with 
Nb blades, a further Nb (Nb - 1) N1jJ N{ evaluations 
must be performed to account for mutually induced 
effects. The total number of Biot-Savart evaluations 
required per free-';"ake computation is given by 

NE = (1 + Nb (Nb - 1)) N1jJ N{ (15) 

For equal step sizes, D.1f; = D.( =? Nt, = nN,p, and so 
the total number of evaluations becomes 

(16) 



For a typical four bladed helicopter rotor, assum­
ing three revolutions of free-tip vortices and equal 
discretization step sizes of 10 degrees, Eq. 16 shows 
that the Biot-Savart integral must be evaluated over 
1.8 x 106 times to cover the entire computational do­
main just once. Doubling the resolution (i.e., us­
ing step sizes half the original size, such that /::"1jJ = 
/::,.( = 50) requires eight times that number, or over 
14.5 x 106 evaluations. For acoustic analysis, where 
typically /::i1jJ = /::i( = 0.5 0

), over 108 induced ve­
locity evaluations must be performed. For additional 
free vortex filaments, the mutual interactions between 
all the free vortices must also be computed, leading 
to further increases in computational effort. Clearly 
then, even a relatively modest reduction in the num­
ber of velocity field evaluations can potentially trans­
late into significant reductions in CPU time. 

A measure of the gain in computational efficiency 
can be made in terms of the CPU times required be­
tween coarse and refined wake grids. Assuming that 
the CPU time is directly proportional to the number 
of operations leads to the following hypothesis: 

CPU time ex Number of operations ex Number of 
Biot-Savart evaluations ex Number of free collocation 
points ex Number of trailers, length of free vortex fil­
aments, discretization resolution. 

Based on the above proportionality assumptions, 
and by utilizing Eqs. 15 and 16, a computational cost 
index, GI, can be defined as a measure of the gain in 
computational efficiency. Three cost indices can be 
defined as the reciprocal of the ratios of relative CPU 
cost 

CPUo corresponds to the execution time required for 
a discretization resolution corresponding to step sizes 
/::"1jJo, /::"(0. C PU1 is the execution time required for 
a coarse resolution with step sizes /::"1jJ1 = N t:.1jJo 
and/or /::"(1 = N /::"(0. From Eq. 17, it will be seen 
that doubling the azimuthal step size relative to the 
baseline results in an algorithm that requires half the 
time (on a per iteration basis) of the baseline. Dou­
bling the step sizes in the ( direction reduces the CPU 
time by a factor of foUT, whereas doubling both the 1jJ 
and ( step sizes increases the computational efficiency 
eight-fold. 

The computational enhancement algorithms devel­
oped for the MFW accelerate the solutions by system­
atically decreasing the total number of Biot-Savart 
evaluations, and therefore, the CPU time required, 

z 

y 

x Collocation points 

Figure 4: Rotor azimuth and vortex filament dis­
cretization 

Figure 5: Discretized computational domain for lin­
ear velocity interpolation, /::"1jJ > /::,.(. 

while also maintaining the fidelity of the predictions. 

Linear Velocity Interpolation 

The underlying principle for using linear interpolation 
with unequal step sizes is to perform fewer explicit 
induced velocity evaluations, while retaining the ac­
curacy and fidelity of the wake obtained with small 
equal discretization step sizes. This acceleration algo­
rithm uses larger step sizes with linear interpolation 
to map the azimuthal and vortex filament discretiza­
tions. The induced velocity terms, denoted by ~nd in 
Eq. 4, are treated as before using velocity averaging 
and relaxation parameters (RefS. 36-38). 

The computational economy of an interpolation al­
gorithm is a consequence of not having to evaluate the 
Biot-Savart law for each and every collocation point 
in the computational domain. The position in space 
of every collocation point (whether calculated or in­
terpolated) is still determined the same way. How­
ever, the self- and mutually-induced velocity fields 
are computed explicitly only between the free colloca-
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Figure 6: Discretized computational domain for lin­
ear velocity interpolation, b..'IjJ < b..(. 

tion points. Linear interpolation is used to determine 
the local induced velocity field at the interpolated 
or pseudo-free collocation points. This local, inter­
polated velocity field is then used at the pseudo-free 
collocation points to convect them to force-free loca­
tions in the rotor flow field, just as for the truly free 
points. Note again, however, that it is not the spa­
tial positions of the collocation points that are being 
interpolated, but the local velocity field itself. 

Note that two velocity interpolation algorithms are 
possible: depending upon the discretization ratios be­
tween the rotor azimuthal and vortex filament step 
sizes. If b..'IjJ / b..( > 1, with b..'IjJ being an integral 
multiple of b..(, then interpolation is performed in 
the azimuthal direction. The discretized computa­
tional domain for this case is shown in Fig. 5. The 
solid symbols represent the explicitly computed col­
location points, whereas the open points are those 
where the induced velocities are interpolated. The 
interpolation algorithm is applied to determine the lo­
cal induced velocity field at each interpolated (open) 
point, and not to directly interpolate the spatial lo­
cations. All wake collocation points are allowed to 
convect through the flow field. While simple displace­
ment interpolation could have been used, this would 
have resulted in a wake solution no different than that 
obtained using a coarse discretization with additional 
collocation points superimposed on the solution. In 
such a case, it would not be possible to obtain a so­
lution approaching the predictive accuracy of a high 
resolution wake. Note that interpolation is performed 
between points that lie on different vortex filaments 
but on the same characteristic line (direction of infor­
mation propagation) - i.e., points "C", "D" and "E" 
are interpolated using information at points "A" and 
"B." 

Interpolation along the vortex filaments is applied 

when the discretization step in the ( direction is 
larger than the discretized azimuthal step size, i.e., 
b..(j b..'IjJ > 1, and b..( is an integral multiple of b..'IjJ. 
For such cases, collocation points are interpolated 1)e­
tween the originally specified, calculated collocation 
points along the length of the same vortex filaments. 
For example, in the discretized computational domain 
shown in Fig. 6, points "C" and "D" (open) are in­
terpolated using iuformation from calculated points 
"A" and "B" (solid) lying on the same vortex fila­
ment. The veloci~y field at each of the calculated, 
free collocation points is explicitly computed by in­
voking the Biot-Savart law, and these sparse, free 
collocation points are, again, assumed to be inter­
connected by straight line vortex segments. The lo­
cal induced velocity field at each of the pseudo-free 
collocation points is linearly interpolated in the ( di­
rection. This approximate velocity field is then used 
to convect these points. 

The gain in computational efficiency in using veloc­
ity interpolation, therefore, comes from the savings 
from performing fewer evaluations of the Biot-Savart 
law because it is not evaluated at the interpolated 
points. When applying interpolation algorithms, the 
characteristic lines of information propagation match 
the equal step size cases, these concepts also being 
illustrated in Figs. 5 and 6. 

Adaptive Grid Sequencing 

The adaptive grid sequencing algorithm starts the 
free-wake solution using a coarse grid. As the free­
wake iterations proceed, the grid resolution is adap­
tively refined. As explained previously, wake con­
vergence is measured as an L2-Norm or root-mean­
square (RMS) change in geometries between succes­
sive iterations, normalized with respect to the num­
ber of free collocation points in the wake, and rela­
tive to the first iteration RMS. The final few wake 
iterations are performed at the highest grid resolu­
tion. Using a low resolution grid during the initial 
iterations provides better initial condition to begin 
the subsequent higher resolution iterations. Gains in 
computational efficiency result as a consequence of 
faster convergence and by performing fewer overall 
induced velocity evaluations. 

The initial iterations are performed assuming a 
coarse level wake. At each iteration level, only those 
rotor azimuthal locations and wake collocation points 
that correspond to the current level of discretization 
ate-treated freely. The 'interior' wake collocation 
points are not computed explicitly, but are treated 
as pseudo-free and are allowed to convect through the 
rotor flow at the interpolated velocity field. When the 
iteration block corresponding to a given resolution is 
complete, a new iteration block is then initiated using 
a higher resolution than before. The previous itera­
tion solution is used as a starting value or initial wake 
geometry for this new iteration block. The process is 



repeated until the final few iterations are performed 
at the highest resolution desired. This results in a 
wake geometry that is essentially identical to that 
obtained by performing all the iterations at the high­
est resolution, but with up to an order of magnitude 
reduction in computing effort. 

Results and Discussion 

Axial Flight 

Axial flight conditions can often prove to be challeng­
ing for free wake models from the stand point of nu­
merical stability. Many existing schemes exhibit non­
physical numerical instabilities in the solution for the 
tip vortex locations, especially in hover. The MFW 
has demonstrated to be free of these numerical insta­
bilities. 

Sample results, obtained from a coupled, rotor 
trim/free-wake solution are presented in Fig. 7 us­
ing two revolutions of free wake and for a discretiza­
tion resolution of 1:::!..'!jJ = I:::!..( = 100. The figures 
show isometric views of the wake for a four bladed 
rotor of solidity, 0" = 0.095, operating at a nominal 
thrust coefficient of CT = 0.008. In pure axial as­
cent, Fig. 7(a), the wake extends far below the rotor 
and contracts smoothly in accordance with classical 
momentum theory. The smooth contraction of the 
wake is also apparent from Fig. 7(b), from which it is 
also clear that the solution is free of non-physical nu­
merical perturbations or distortions. Axial descent, 
Fig. 7( c) exhibits a more interesting trend. The wake 
for this flight condition lies entirely above the rotor, 
and expands radially outward, a result that is again 
consistent with momentum theory. The predicted 
wake geometries are azimuthally symmetric, as ex­
pected under axial flight conditions. 

Forward Flight 

Steady, Level Flight 

Tip vortex predictions in forward flight for advance 
ratios ranging from f.L = 0.05 to 0.3 are shown in 
Fig. 8. The progressive increase in wake skew an­
gle with increasing advance ratio is clearly apparent. 
Moreover, the lateral roll-up ofthe trailed wake, down 
stream of the advancing and retreating blades can 
also be seen. 

The corresponding fore and aft vertical displace­
ments of the tip vortices in the longitudinal plane of 
the rotor are shown in Fig. 9(a) and (b) versus wake 
age. Of interest are the forward wake boundaries, 
which show the trajectories of the tip vortices passing 
above the rotor tip-path-plane. This has also been ob­
served experimentally (e.g., Ref. 45). Moreover, the 
effects of blade passage events on the wake (axial) dis­
placements can also be seen. Comparisons between 

(a) 

(b) 

(c) 

Figure 7: Isometric wake geometries in axial flight, 
(a) vertical ascent at Ac = 0.72, (b) hover, (c) vertical 
descent at Ac = ~o. 72 

wake predictions from the MFW analysis with exper­
imental measurements have demonstrated the phys­
ical accuracy of the wake solution for various flight 
conditions - see Refs. 35-36. 

Descending Flight 

Descending forward flight can be simulated by spec­
ifying an aft tilt of the rotor shaft, D's = 20 for 
CT = 0.008, and f.L = 0.1. The vertical displacements 
versus wake age at the front of the rotor disk are 
shown in Fig. 10. Compared with Fig. 9, it is clear 
that the tip vortices trailed from the blades at the 
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(a) 

(b) 

(e) 

(d) 

Figure 8: Predicted wake geometries in forward flight, 
CT = 0.008, as = -2°, (a) J.L = 0.05, (b) J.L = 0.1, (c) 
J.L = 0.2, (d) J.L = 0.3 

front of the disk travel well above and further down­
stream b~fore passing back down through the rotor 
disk. It is well known that under such descent con­
ditions, blade-vortex interaction (BVI) events can be 
severely exasperated, leading to increased rotor noise 
and vibration. Contour maps of the instantaneous 
inflow velocities for forward and backward shaft tilts 
of the rotor at an advance ratio of 0.2 are shown in 
Fig. ll. In the regions of high velocity gradients, 
large temporal aerodynamic loads are produced on 
the blades. From Fig. ll, it can also be seen that the 
likelihood of BVI increases on the retreating side of 
the rotor. 
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Figure 9: Fore and aft vertical displacements of the 
tip vortices in for,,:,ard flight 
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Figure 10: Vertical wake displacements in descending 
forward flight, front of rotor disk 

Maneuvering Flight 

The MFW analysis can be applied to determine 
wake structures under steady-state maneuvering con­
ditions, such as constant rate pitching and rolling. 
Sample wake predictions have been performed for a 
rotor in forward flight (J.L = 0.1), executing a steady 
nose-up pitch maneuver at a rate of ij = 0.008. A 
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Figure 11: Wake induced inflow in steady level flight 
(upper), and descending forward flight (lower) 

comparison of the wake boundaries in the longitu­
dinal plane of the rotor between the maneuvering 
and level flight cases serves to illustrate the modi­
fied wake structure produced by the pitching motion 
- see Fig. 12. The rotor induced velocity field is also 
modified as a consequence - the effects on the rotor 
response have been identifled as a possible source of 
rotor cross-coupling (Refs. 1-4). 

Wake Convergence 

Numerical convergence trends of the wake for the 
flight conditions discussed above are shown in Fig. 13. 

Front of disk 

~ 0.05 

~ ~ (j) 0.00 ~=:::::::::=~=-__________ -:.j 
E 
(j) 

-5.. -0.05 
Ul 
'5 ca -0.10 
u 
.~ -0.15 
> -- ~ = 0.1. steady level fligh 

- -- _. ~ = 0.1, q/Q = O.OOB 

-0.20 ~=======:L... ____ ~~",--,----.J 
-1.0 -0.8 -0.5 -0.3 

(f) 

:2 
a: 

0.0 
Streamwise displacement, xlA 

Figure 12: Pitching wake boundaries 
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Figure 13: Wake convergence trends in axial and for­
ward flight 

In general, it can be seen that the wake converges 
faster (in fewer iterations) with increasing advance 
ratio. It can be seen that the solutions relax smoothly 
in all cases, and convergence is monotonic and abso­
lute. 

Wake Acceleration 

The results presented above were for a nominal dis­
cretization of 100 in the azimuthal direction and along 
the vortex filament lengths. Although considerably 
more refined than most previously available free-wake 
analyses, the application of free-wake schemes to de­
termine high resolution blade loads for acoustics anal­
yses require even finer resolutions. However, because 
the cost increases approximately with the cube power 
of the number of wake elements, very high resolu­
tion wake predictions suffer from very high run times. 
Some wake models also impose a lower bound on the 
level of discretization to avoid numerical problems. 
The wake acceleration schemes described previously 
have been developed to allow for very high resolution 
wake geometries to be computed at reasonable exe-
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cution times and without sacrificing the accuracy of 
the predicted solution. 

Using linear interpolation with 6.1jJ = 1 ° and 6.( = 
10°, tip vortex geometry predictions for a tandem ro­
tor configuration have been obtained, providing an 
effective wake resolution of 1 degree. The specified 
rotor geometry ~nd spacing is representative of a CH-
47D configuration, with a significant overlap between 
the two rotors and their wakes. The operating ad­
vance ratio is 0.1 and both rotor shafts are tilted for­
ward 1 deg. Top, side and rear views of the predicted 
wake geometries are shown in Fig. 14. 

It is clear that the wakes from the two rotors un­
dergo significant mutually induced distortions, partic­
ularly in the region where the two rotors overlap each 
other. The rear portion of the wake from the front 
rotor is convected closer to the rotor tip-path-plane 
(Fig. 14, side View) under the influence of the wake 
from the rear rotor. Such interactions can potentially 
lead to significant increases in BVI and the associated 
generation of impulsive noise and vibration. The fore 
portion of the wake from the rear rotor is also signif­
icantly distorted, with increased vertical tip vortex 
displacements. Recall that the full mutual interac­
tions between both rotor wakes have been accounted 
for in these calculations. 

For twin rotors, wake convergence is monitored sep­
arately for the vortices trailed by both rotors. The 
convergence characteristics of the tandem rotor wakes 
are shown in Fig. 15, and like the single rotor, demon­
strate that convergence is absolute and monotonic for 
both wakes. 

Predicted wake geometries for a tilt-rotor configu­
ration in forward-flight with multiple trailed vortex 
filaments including the effects of the shed wake are 
shown in Fig. 16. The wake was discretized using 
vortex element step sizes of 6.( = 15° and a rotor 
azimuthal discretization of 6..1jJ = 5°. The wake con­
vergence threshold was specified to within a 0.09% 
relative change in wake structure between consecu­
tive iterations. As for the tandem-configuration, wake 
convergence was monitored independently for all free 
vortices from both rotors - see Fig. 17. 

Summary and Conclusions 

The basis and mathematical formulation of the MFW 
free-vortex wake analysis has been reviewed. The 
MFW is based on a non-Lagrangian pseudo-implicit, 
predictor-corrector, relaxation algorithm. The MFW 
can be used to predict the vortical rotor wake struc­
ture and inflow velocities for rotors operating in axial 
and forward flight. Solutions can also be obtained 
during steady-state maneuvers, such as coordinated 
turns. Another feature of the MFW is that it can 
solve for the interacting wake structures generated 
by multi-rotor configurations such as tandems and 
coaxials. Acceleration schemes have been formulated 
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Figure 14: High rysolution wake geometry for a tan­
dem rotor configuration using linear interpolation; 1 
deg. effective disc~etization (6.(/6..1jJ = 10) 

to reduce the execution times for wake geometry pre­
dictions, but without loss in predictive accuracy or 
numerical robustness of the method. Some of these 
acceleration schemes are generic, and can be applied 
to other wake models. 

The MFW allows for various user selectable options 
to allow the rotor. wake to be modeled with varying 
degrees of sophistication - these ranging from sin­
gle tip vortices to multiple trailed filaments and shed 



, , 
......... ; .......... ; ......... -: ...•..... ; ... . . , , , . 

"'f" [220 mln·J·······i----------[·--·---··+····· 

10·5+-~~~;-~4_~4_~~~~~~~~~~~ 
1 3 5 7 9 11 13 15 17 19 

Number of free-wake iterations 

Figure 15: Convergence characteristics for the tan­
dem rotor configuration, 1 deg. effective resolution. 

circulation elements. Various desingularized vortex 
and viscous diffusion models can be used, some of 
which are user selectable. Examples of the predicted 
wake geometries for various flight conditions, rang­
ing from axial flight to steady maneuvering forward­
flight, have been presented to demonstrate the ca­
pabilities of the scheme. Very high resolution wakes 
for multi-rotor configurations can also be computed, 
which are useful for aeroacoustic analyses. Abso­
lute convergence of the numercial solutions has been 
demonstrated for all flight conditions and levels of 
wake discretization, demonstrating the robustness 
and stability of the wake scheme, The numerical 
attributes and wide range of possible applications, 
along with realistic computational costs, make the 
MFW ideally suited for inclusion into comprehensive 
schemes for rotor performance, aeroacoustics, aeroe­
lasticity and flight mechanics analyses. 
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AEROELASTIC OPTlMIZATION OF A COMPOSITE TILT ROTOR 

ABSTRACT: 

Orner Soykasap and Dewey H. Hodges 

School of Aerospace Engineering, 
Georgia Institute of Technology, 

Atlanta, Georgia 

Composite tilt rotor aeroelastic optlIlllzation is performed by using the mixed 
variational formulation based on exact intrinsic equations of motion for dynamics of 
moving beams by Hodges along with the finite-state dynamic inflow theory by Peters and 
He. 

A composite box beam model is used to represent the principal load carrying 
member of the rotor blade. The blade is discretized using finite elements. Each wall used 
to model the box beam is made of 24 laminated orthotropic composite plies. 

For the optimization, design variables are blade twist, box width and height, 
horizontal and vertical wall thicknesses, the ply angles of the laminated walls and 
non structural masses. The rotor is optimized for the figure of merit in hover and the axial 
efficiency in forward flight while keeping the same thrust levels in both flight modes. 
Blade weight, autorotational inertia, and geometry are considered as constraints. 
Davidon-Fletcher-Powell technique is used for the unconsrained optimization. Results 
obtained are presented in the paper for effects such as extension-twist coupling, choice of 
layups, and cross-sectional geometry of the blade. 
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INTRODUCTION 

• Tilt rotor aircraft is one of the most important 
vehicles that are capable of vertical take off and 
landing (VTOL) . 

• The tilt rotor aircraft combines the high-speed 
efficiency of a turboprop aircraft with VTOL 
capabilities of a helicopter. 
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In this study, composite tilt-rotor aeroelastic 
optimization is performed by using 

• the mixed variational formulation based on the 
exact intrinsic equations of motion for dynamics 
of moving beams by Hodges 

• and the finite-state dynamic inflow theory by 
Peters and He. 



AEROELASTIC ANALYSIS 

• A composite box beam model is used to 
represent the principal load-carrying member of 
the rotor blade . 

• The blade is discretized using finite elements. 
Each wall used to model the box beam is made 
of 24 laminated orthotropic composite plies. 
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• Aeroelastic analysis uses Shang's code 
AEROSCOR, extended to include axial flow . 

• Structural Analysis: 

Cross-Section Analysis 

Beam Analysis 

------------------- II 
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Cross-Section Analysis 

• The beam stiffness coefficients are obtained 
from anisotropic thin-walled closed-section 
beam theory (Berdichevsky et al.), based on 
asymptotic reduction of shell theory. 

• For a realistic cross-section, analysis can be 
done by VABS. 



Beam Analysis 

• A nonlinear beam theory based on exact 
intrinsic equations for dynamics of beams in a 
moving frame by Hodges is used . 

• The theory presents a compact and complete 
variational formulation that is ideal for finite 
element analysis. 

------------------- .. 
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• The intrinsic equations ·are derived from 

Hamilton's principle, which is written as 

t2 R ~ -

f f O(K-U)+bW drdt =&1 
-

where K and U are kinetic and strain energy 
densities per unit length, respectively, and oA is 
the virtual action at the extremities of the space­
time domain. 



• The internal force and moments vectors F Band 
MB, and linear and angular momentum vectors 
PB and HB are related by the beam constitutive 
laws to the strain and force measures, and 
velocity and momentum measures: 

, 
111e I 

-------------------
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Aerodynamic Analysis 

The finite-state dynamic inflow theory by Peters 
and He is used in the aerodynamic modeling . 

• The blade sectional aerodynamic lift, drag and 
moment developed are based on an unsteady 
thin airfoil model. 



• The unsteady induced flow is computed from a 
3-D dynamic wake theory . 

• The inflow is expanded as 
-

00 00 

A(r,lff,t)= I IlCr) a:Ct)ru(m0+b:Ct)s~m0 
m=On=mt1,m+3,... "- _ 

where the rjJ~ (~) 's are the radial inflow shape 
functions. 
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OPTIMIZATION 
IMPLEMENTATION 

• The optimum rotor is posed as a constrained 
maxilllization problem with multiobjective. 

• Design variables are blade twist, box width and 
height, horizontal and vertical wall thickness, 
the ply angle of the laminated walls and 
nonstructural masses. 



• The optimization problem is stated as 

Maximize 

Subject to 

F(X)= KIFM + ~1Jcr 
gi(X)<O 

hj(X)=O 

X!<~<)\ 

where FM=Tv/P and 1]cr=TV /P 

fori =l,m 

forj=1,2 

for i=l,n 

-------------------
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Equality Constraints 

It is assumed that the optimum rotor must be 
capable of the same thrust levels in both flight 

• regImes: 

hI = Tlwver -( Tlwver ) ref = 0 

~ = T;;ruise - ( T cruise ) ref = 0 



Inequality Constraints 

Constraints imposed on the optimization are blade 
mass, autorotational inertia, strength, and 
geometry: 

• The first constraint imposed is blade mass as 

-------------------
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• Next, the wall thickness is constrained so as not 
violate the modeling approach: 

gi = 10(t h /h)i -1 < 0 

gi = 10(t vlb)i -1 < 0 

for i = 2,3, ... ,13 

for i = 14,15, ... ,25 

• Then, the blade mass inertia for autorotation is 
considered as a constraint: 



• To prevent the blade stall, angle of attacks for 
both flight regimes are constrained: 

g 27 = a 1 / a ref - 1 < 0 

g 28 = a 2 / a ref - 1 < 0 

• Finally, Tsai-Wu failure criterion is used to 
prevent the material failure: 

--------------------



-------------------
where 

1 1 1 1 
2 

F-(J 
0'"1 

+0'"2 + - 1 

(JIT O'"IC 0'"2T 0'"2C O'"IT(JIC 

2 2 
0'"10'"2 

+ 
0'"2 1"12 

~ 0"1 T 0"] cO" 2TO" 2C 

+ 2 
0'"2T(J2C 1"12s 

• The ADS (Automated Design Synthesis) 
optimization code is used as a optimizer 



OPTIMIZATION RESULTS 

Baseline Tilt Rotor 

• The reference rotor is an existing three-bladed 
gimballed rotor based on the XV -15 . 

• The typical operating points are 

Hover : CT/a=O.13, 0=565 rpm at sea level 

Forward flight: CT/cr=O.05, 0=458 rpm, and V=300 
knots at 16000 ft 

-------------------



-------------------
• Rotor properties are 

Number of blades 3 

Radius of rotor disc 3.81 m 

Blade cord 35.6 em 

Blade mass 47.48 kg 

Precone angle 2.5 deg 

Autorotation inertia 109.89 kg m2 



Figure 2. Blade chord distribution Figure 3. Blade twist distribution 
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- - - - - - - - - - - - - -- - - - - -
eThe box beam is made of AS4/3501-6. The 

blade is divided into 12 finite elements. Each 
wall used to model the box beam is made of 24 
laminated plies. 

e Orientation angles of the laminates are assumed 
to be same for each wall to take advantage of 
extension-twist coupling and ease of 
manufacture. 



Design Sensitivity 

• The design sensitivity is the rate of change of FM 
and 1]cr (normalized by the trimmed values) with 
respect to a design variable . 

• Sensitivities are obtained by using the finite­
difference technique, and are given on the 
following figures. 

------------------- .. 
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Figure 5. Sensitivity for ply angle 
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-------------------

eThe performance is more sensitive to ply angle 
and twist than to other design variables . 

• The performance is more sensitive to box width, 
height, and thicknesses around the quarter chord 
whereas it is more sensitive to lumped mass 
inside the box and leading edge weight near the 
tip. 



Results 

• The baseline tilt rotor was designed to perform 
both hover and forward flight capability. The 
weighting factors are taken to be Kl=K2=O.S . 

• To accomplish the multiobjective design goal, a 
multistep approach is applied. 

-------------------



- -
eTo see the extension-twist coupling effect on 

the performance, the results are obtained for the 
unconstrained optimization problelTI taking into 
account the ply angle as a design variable. 

e Davidon-Fletcher-Powell technique is used for 
the problem considered. Optimum solutions are 
given for hover, forward flight and for both 
flights. 



Ply angle FM 1]cr Increase 
(deg) (%) 

Baseline 5 .74191 .83025 -

Hover -10.736 .75375 - 1.60 

Forward -33.501 .87659 5.58 -
flight 
Optimum -22.561 .75064 .87478 3.39 
for both 

The effect of ply angle on the rotor performance 
is shown on the Figure 13. 

-------------------1 



- - - --

• Next, twist angle at each finite element of the 
blade is considered as a design variable as well 
as ply angle. Starting from the previous 
optimum ply angle, objective function is 
maximized. 

FM 1Jcr Increase (%) 

Baseline .74191 .83025 -

Optimum .74864 .87747 3.43 



• Finally, the box beam design variables and non­
structural masses are included in the 
optimization problem, which requires total 73 
design variables. Starting from the optimum ply 
angle, objective function is maximized. 

FM 17cr Increase (%) 

Baseline .74191 .83025 -

Optimum .75130 .87523 3.46 

-------------------



Figure 13. The Effect of ply angle on the performance 
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CONCLUSIONS 

• This study has described the progress in the 
development of an aeroelastic optimum design 
of a composite tilt rotor. At this stage the 
problem is considered as an unconstrained 
optimization problem. 

-------------------



-
• Optimizing the extension-twist coupling for the 

rotor performance yields significant 
improvements. Optimum design is compared 
with the XV -15 tilt rotor performance . 

• Design sensitivity show that the performance is 
more sensitive to twist angle and ply angle than 
to other design variables. 

• Constraint problem will be a future study. 
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ABSTRACT 

The finite state paradigm of dynamic wake has been recognized as the viable applied 
aerodynamic theory, and it is an exact solution to the three dimensional potential flow 
equations. This theory has been successfully applied to both rotary wing and fixed wing 
(stopped rotors) in aeroelastic analysis. However, its application is limited to a low range 
of reduced frequency (0 < k < 0.15). The limitation is due to the convergence of the 
harmonic expansion of flow field. This expansion converges effectively and efficiently for 
the average or uniform inflow while it does not converge for the gradient of induced flow. 
This limits the application of present finite state model to reduced frequencies for which the 
gradient is not important. 

Theodorsen function is first expressed in terms of Bessel functions that are equivalent 
to uniform inflow and gradient of inflow. Then, it is compared with the results of finite 
state approximation. The results show that the effect of neglecting the inflow gradient 
becomes critical at k=0.3 for the real part of Theodorsen lift deficiency function and k=0.15 
for imaginary part of the function. Also, an emphasis is given to determine the inflow 
gradient by 2-D finite state model assuming that the uniform inflow is known from 
Theodorsen model. This study gives a better understanding of the problem and serves as a 
building block for a hybrid model with uniform inflow from 3-D theory (outer expansion) 
and inflow gradient from 2-D theory (inner expansion). Such a model would remove the 
limitation on reduced frequency and expand its range of application. 
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SCOPE OF WORK 

TO UNDERSTAND THE LIMITATION IN THE 
CONVERGENCE OF THE HARMONIC EXPANSION OF 
FLOW FIELD 

ANALYTICAL EXPERIMENT ON THEODORSEN 
FUNCTION AND TO FIND THE EQUIVALENT OF 
INFLOW GRADIENT 

TO SERVE AS A BUILDING BLOCK FOR A POSSIBLE 
HYBRID MODEL WITH 3-D UNIFORM INFLOW AND 
2-D INFLOW GRADIENT 

-------------------
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FINITE STATE PARADIGM 

IT IS A VIABLE APPLIED AERODYNAMIC THEORY TO 
MODEL THE DYNAMIC WAKE FOR ROTORCRAFT 
AEROELASTIC PROBLEMS. 

IT IS BASED ON THE EXACT SOLUTION TO THE 
THREE DIMENSIONAL POTENTIAL FLOW 
EQUATIONS. 

THE INDUCED FLOW IS EXPRESSED AS A SET OF 
HIERARCHICAL LINIEAR DIFFERENTIAL 
EQUATIONS. 



INDUCED FLOW 

aA + uaA = 1 dr/dt 
at ax 2rc (b-x) 

DO 

A = 2: Ancos(n$) X = b cos( ~) 
n=O 

-b < x < b 

-------------------



-------------------

INDUCED FLOW EQUATIONS 

1 r(~ * (~*] - (r) * 
2 L' A}n-l - A}n+l + An =--

n nn 



THEODORSEN FUNCTION 

------------------- .. 



-------------------

FINITE STATE APPROXIMATION 

Ifl 
C(k)=----

I+Ao+hl 
2 

• • 1 C(k) 
l+AO 



FINITE STATE PERSPECTIVE 

FOR r=1 

I = 1 (e)-ik 
3 ik 

-------------------
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CHALLENGES 



ALTERNATE APPROACH 

FOR 8=1 

------------------- ... 
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ANALYTICAL EXPERIMENTS 

1. STUDY THE VARIATION OFTHEODORSEN 
FUNCTION WITHOUT THE TERM EaUIV ALENT TO 
INFLOW GRADIENT. 

2. STUDY THE SIMILAR BEHAVIOUR FOR THE FINITE 
STATE APPROXIMATION TO THEODORSEN 
FUNCTION. 

3. STUDY THE HYBRID FORMULATION WHERE THE 
UNIFORM INFLOW IS FROM THEODORSEN 
THEORY AND GRADIENT OF INFLOW IS FROM 
FINITE STATE THEORY. 

4. DETERMINE THE INFLOW GRADIENT BY FINITE 
STATE METHOD ASSUMING THAT THE UNIFORM 
INFLOW IS KNOWN FROM THEODORSEN THEORY. 
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CONCLUSIONS 

THEDORSEN FUNCTION IS FOR THE FIRST TIME 
EXPRESSED IN TERMS OF BESSEL FUNCTIONS 
THAT ARE EQUIVALENT TO UNIFORM INFLOW 
AND INFLOW GRADIENT. 

THE EFFECT OF INFLOW GRADIENT ON 
THEODORSEN FUNCTION IS IDENTICAL FOR 
BOTH EXACT MODEL AND APPROXIMATE FINITE 
STATE MODEL. 

THE COMPUTED INFLOW GRADIENT FOR GIVEN 
UNIFORM INFLOW IS ALMOST AGREE WITH 
EXACT MODEL FOR n=2, IN THE RANGE O<k<1. 
HOWEVER, FURTHER STUDY IS REQUIRED. 
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Investigation Covers 

o Ground Contact, Hover and Trimmed 
Forward Flight 

@ Sensitivity of the Damping Predictions to 
Modeling Wake Dynamics (from no-inflow to 
dynamic inflow to full wake dynamics) 

8) Parametric Study 

o Correlations 
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Coupled Rotor-Body Schematic 

Body centre 
of moss 
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Unsteady Aerodynamics Schematic 
(Feedback Loop) 

Inflow Induced flow· .... ----- theory 

Controls 
~,. 
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+ Angle of Linear quasi steady Circulation ___ ..b + ....lIo 
~ r 

attock + oerofoil oerod yna mics 
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-
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Dynamics of 
coupled rotor/body 
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Wake Equations 

Inflow on the i-th blade 

00 

A (ri' ~i, t) == L 
r=O i=r+l,r+3 

Inflow parameters 

[JL2 + (At + Am) At] 
V = /(fl2 + At) , 

-------------------
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Wake Equations (Colltd.) 

Wake states are governed by 

M { aj } + VL;l { aj} = 0.5 {<nc} 

M{i3j} + VL;l {f3j} = 0.5 {<ns} 
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• 

Coupled Rotor-Body-Wake 
Equations 

x = f(X,C,t) 

x = Rotor-Body-Wake States 

(lag, flap, pitch, roll and wake states) 

C = Control-Input Vector 

(Collective pitch 8o, Cyclic Pitch Components 

8c and 8s' and shaft tilt angles CXpitch and (Xroll) 

-------------------
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Illustration: 

Number of Blades 

Number of Harmonics 

_ X has 26 states: 

10 wake states 

4 body states 

Q=3 

M=3 

12 blade states in multiblade coordinates of 

flap and lag 
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Analysis 

o Periodic Shooting With Damped Newton 
Iteration 

~ Floquet Analysis 

(The finite-state wake model introduces 
periodic coefficients even in axial flight) 

-------------------
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Outline 

(i§>Convergence of the control inputs, periodic responses and 
damping levels with respect to the number of wake 
harmonics for increasing advance ratio J-1 and thrust level 
CTta: 

o ~ }J- ~ 0.4 and 0.05 ~. CTta ~ .15 

@Parametric study 

o Advance Ratio (0 ~ J1, ~ 0.4) 

Thrust Level (0.05 < CTta ~ .15) 

Number of Blades (Q = 3, 4 and 5) 

@ Comparison of the predictions from the finite-state 

and dynamic inflow models 



Outline 

@Correlation 

o Bousman's database in the ground-contact 
conditions 

@ Comparison of the correlations from the finite­
state wake, 

dynamic inflow and vortex models 

-------------------



-------------------
0.001 0.001 r--------------------, 

0.000 0.000 

I. 
Unstable M=3 Unstable No Inflow 

, 
/,// -0.001 M=1 -0.001 M=6 

M=2 //1 M=9 ;/1 
M=3 " / M=12 ;;/ 

-0.002 . / -0.002 
:;)/ .... .. ;:... _ ........... 

.,.,. :: .. ::::.'" 
", . .,... ...-- ..,....,.,... 

OJ OJ /~". .. "".,.... 
C C ~., ....... 

0. -0.003 // 0. -0.003 
E ,,"/ E 
£Il £Il 
0 "/ 0 ,,'1 

-0.004 /1 -0.004 ,I I 

/1/ 
// , 

• -0.005 # 
. 

-0.006 -0.006 

Lag Regressive Mode Lag Regressive Mode 

-0.007 L-_.1...-_~_"'__ __ L...__.l..___.l..__ _ _'__----' -0.007 L..-_.l..___.L--_.l..___.L--_ _'___-'--_ _"__----' 

0.00 0.10 0.20 0.30 0.40 0.00 0.10 0.20 0.30 0.40 

Advance Ratio Advance Ratio 

Fig. 1. Lag Regressive-Mode Damping With Increasing Number of Wake Harmonics 



tJ) 
c: 
n. 
E 
«J 
o 

0.200 r--------------., 

0.170 

0.140 

0.110 

0.080 

No Inflow 
.---- M = 1 
-- M=2 
-'-'-M=3 

Stable Pitch Mode 
(a) 

0.050 L.....-----1_L-..J...._-L-_.l----L_---L-_-L-----l 

0.40 0.00 0.10 0.20 0.30 

Advance Ratio 

tJ) 
c: .-n. 
E 
«J 
o 

0.200 r-----------------. 
---M=3 
------ M = 6 
---M=9 

0.170 
- .. - .. - M = 12 

0.140 

0.110 

0.080 

Stable Pitch Mode 
(b) 

0.050 L.....---'_I.-.L_-"--_--I-_.L-_L-----'-_-.l 

0.00 0.10 0.20 0.30 0.40 

Advance Ratio 

Fig. 2. Body Pitch-Mode Damping With Increasing Number of Wake Harmonics 

-------------------



-------------------

Ol 
C 
0.. 
E 
co o 

0.200 r---------------~ 
-- No Inflow 
.-.-.-.- M = 1 

M=2 
.----- M=3 _____ 

0.170 L------- ",....-.-.:=::.;_.-
_0"-' __ -

//.//"/,,.:.;;~~-:.~.: ...................... .. 

/ 

O 140 / .. " 
. f- ./ ../ -' .... , " :', / /, 

./ // -' ." , 
,,-' ... "'-/ 

/ :' , 
/ ...- , 

........ "./...-' / 
o 11 0 :......:----.~:.-.-.-.-...... . ....... / 

. ' ... " ................................... ,,/ 
, / 

... / 

',..... ,," ----"" 

f.-0.080 
Roll Mode 

stable 

(a) 

0.050 I I I 

0.00 0.10 0.20 0.30 0.40 
Advance Ratio 

0.200 r---------------. 

0.170 f-

0.080 -

0.050 
0.00 

.-.-.-.- M = 3 

...... M=6 
M=9 

.---------- M = 12 

Roll Mode 

stable 

(b) 

. I I I 

0.10 0.20 0.30 
Advance Ratio 

0.40 

Fig. 3. Body Roll-Mode Damping With Increasing Number of Wake Harmonics 



0) 
c .-
0.. 
E 
~ 
o 

0.006 r-----------------. 
C r /a=.05 

0.004 

0.002 

------ C r /a=.10 
----Cr /a=.15 

f.:l = 0.4 ...... 7, / "-
I', .,// "-// "-/ 

" / ,/ 
1\ / 
1 \ I 
1 \ / 
1 \ / 
I \ / 
1 \1 
I 
I Stable 

,.". .... ------------- ............... .---

0.000 H/~~------/~/-/~------'-'-'--------------~ 

-0.002 

I...... / 
I 

...... / 
...... / 

1 
I 

I 
1 

I 

/ 

Lag Regressive Mode 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

-0.004 I 
a 1 2 3 4 5 6 7 8 9 10 11 12 

Number of Wake Harmonics 
Fig. 4. Oscillatory Convergence of Lag Regressive-Mode Damping 

With Increasing Number of Wake Harmonics 

I 
I 
I 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

0) 
c 
Cl. 
E 
co o 

0.200 r------------------. 

--G Tla=.05 

0.180 
- - - - - - G TI a =.1 0 
----GTI a =.15 

It = ,0.4 

0.160 ......... _---...., 
........... 

0.140 

I 0.120 

I 
I 
I 
I 
I 
I 

Stable Pitch Mode 

0. 1 00 ~~..L._.L.._--'-_~~-J.-.-----I_...I...___I___'____L_--.J 
o 1 2 3 4 5 6 7 8 9 10 11 12 

Wake Model No. (M) 

Fig. 5. Oscillatory Convergence of Pitch-Mode Damping 
With Increasing Number of Wake Harmonics 



0) 
c .-
c.. 
E 
CO o 

0.200 r---~------------.., 

0.180 

0.160 

0.140 

0.120 

Stable 

--- CT/a=.05 
------ CT/a=.10 
----CT/a=.15 

Jl = 0.4 

"-- ---------­------.............. -----
........... _--

Roll Mode 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

0.100 I 
o 1 2 3 4 5 6 7 8 9 10 11 12 

Wake Model No. (M) I 
Fig. 6. Oscillatory Convergence of Roll-Mode Damping I 

With Increasing Number of Wake Harmonics 

I 



I 
I 
I 
I 
I 
I 
I 
I 0) 

c .-
I D.. 

E 
co 

I 0 

I 
I 
I 
I 
I 
I 
I 
I 
I 

0.005 .-----------------. 

0.004 

0.003 

0.002 

0.001 

0.000 Stable 

-0.001 

-0.002 

-0.003 

-0.004 

-0.005 

--M=1 
------ M = 9 

CT/a=.15 
,; 

", 

,; 

/ 
./ 

./ 

C T/a=.10 

---

/ 
/ 

/ 

C T/a=.05 
-==-=~--'--

Lag Regressive Mode 

I 
/ 

/ 

I 
I 

I 

I 
I 

I 
I 

I 
I 

I 

I 

-0.006 !o----.l..._---........-_...I.-----'-_----'--_-..I.-____ i...-----I 

0.00 0.10 0.20 0.30 0.40 
Advance Ratio 

I 

Fig. 7. Lag Regressive-Mode Damping With Increasing 
Advance Ratio and Thrust Level 



C') 
c .-

0.180 r------------------. 

0.160 

0.140 -M=1 
.----- M=9 

E 0.120 
ca 
c 

0.100 

0.080 

Stable Pitch Mode 

o. 060 L.------I...._ ............. _~___L... _ _J.__....I....._____L.. _ ___I 

0.00 0.10 0.20 0.30 
. Advance Ratio 

Fig. 8. Body Pitch-Mode Damping With Increasing 
Advance Ratio and Thrust Level 

0.40 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

C') 
s::: .-c. 
E 
m 
C 

0.170 r------------------. 

0.150 

0.130 

0.110 

-M=1 
-----------

------ M=9 , , 
~/ --------

" , .... ---------
/ ",'" -,,-, , ' , /' /' 

I , .-
I , / 

I , , 
, I,," 

, II 
, II 

I 'I 
I II 

I 1/ 
I 1/ 

I /1 
I 1/ 

I I, 

I ' I 

" I " 
I I I 

I I, 
I '/ 

I I / 
I I / 

I '/ 
I I, 

I I, 
I I, 

I I, 
I 1/ 

I , 
I I 
I I 

I I 
I I 

I I 

" II 
/(1 

... -'" /1 C 
...... --~II( -,+-/ -- T/ a = .15 

, I 
, I 

... -_,/~/I C T/ a =.10 
1 

r "'---'/Stable CT/a =.05 

CT/a =.05 Roll Mode 

0.090 '-----'-_-----I-_---1...----L...----1...-.._---L.-_....L-_..l....------.J 

0.00 0.10 0.20 0.30 
Advance Ratio 

Fig. 9. Body Roll-Mode Damping With Increasing 
Advance Ratio and Thrust Level 

0.40 



0) 
c 

0.001 

0.000 r---~~~----------/-I-I-A 

No. of Blades I 

-0.001 

-0.002 

Unstable 3 / 
I 

------ 4 
5 

,,­
/ 

./ 
./ 

,/ 

I 
/ 

/ 

Cl.. 
E -0.003 
Cd 
o 

-0.004 

-0.005 

-0.006 

Lag Regressive Mode 

-0 . 007 L..------l.._--1-_--l.-_-L...-_...L.....------J_-.l..._--I 

0.00 0.10 0.20 0.30 
Advance Ratio 

Fig. 10. Lag Regressive-Mode Damping With Increasing 
Advance Ratio and Number of Blades 

0.40 

I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 



I 
I 
I 
I 
I 
I 
I 

en 
I .5 

c. 

I ~ 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

c 

0.200 r------------------. 

0.170 

0.140 

0.110 

0.080 

Stable 

No. of Blades 
--3 
·········· .. ····· .. · .. 4 
-----5 

I 

.... -- ---­........................ 

Roll Mode 

0.05 0 ~---L-----I.-.!..-_---L--_-'--_.l.--.._L-..---1...._---l 

0.00 0.10 0.20 0.30 0.40 
Advance Ratio 

Fig. 11. Body Pitch-Mode Damping With Increasing 
Advance Ratio and Number of Blades 



-0 
Q) 
tn 
---1J 
co 
"--C) 
c .-a. 
E 
co 
0 

0.60 

0.50 

0.40 

0.30 -
• 

0.20 

0.10 Stable 

• • 

M = 1 
--- M=9 

--- Test Data -

• 

Lag Regressive Mode 

--

0.00 ~------~~---~------~------~------~------~------~ 
-4 -2 o 2 4 6 8 10 

Blade Pitch Angle (Deg) 

Fig. 12. Lag Regressive-Mode Damping With Increasing Blade Collective Pitch 
for Configuration 1 at 650-RPM Rotor Speed 

-------------------



-------------------

...-... o 
Q) 
(J) 

0.5 

0.3 

--1J 0.1 
m -"'-" 

Cl 
c: --
~ -0.1 
co 
c 

-0.3 

-0.5 

.... 

o 

.... 

Stable 

M = 1 
M = 9 

• • --------. . 

•••• Test Data 

Pitch Mode 

200 400 600 
Rotor Speed (RPM) 

• 

800 

Fig. 13. Lag Regressing-Mode Damping With Increasing Rotor Speed 
for Configuration I at Zero-Degree Blade Collective Pitch 

1000 



4.00 

M = 1 
- - -- M = 9 3.50 
•••• Test Data 
.-.-.- Rosen & Isser 

3.00 

- • 0 • • Q) 
2.50 • tn -- • • "C 

m 
I---Cl 2.00 E: 
a. 
E 
m • . ....- ....-

.... 
c 1.50 • ""-11 

'" ....-

'" '" 

1.00 
Stable 

0.50 Pitch Mode 

0.00 
-4 -2 o 2 4 6 8 10 

Blade Collective Pitch (Deg) 

Fig. 14. Body Pitch-Mode Damping With Increasing Blade Collective Pitch 
for Configuration 1 at 650-RPM Rotor Speed 

-------------------



-------------------
4.0 

3.0 
..-... 
(.) 
Cl) 
en ---0 
ctS 
a.. 
~20 
01· 
e: .-a. 
E 
m 
C 

1.0 

0.0 
o 200 

M = 1 
M=9 

•••• Test Data 
_0_0_0- Rosen & Isser 

Stable 

400 600 

Pitch Mode 

800 
Rotor Speed (RPM) 

Fig. IS. Body Pitch-Mode Damping With Increasing Rotor Speed 
for Configuration I at Zero-Degree Blade Collective Pitch 

1000 



...-... 
0 
Q) 
U) --"tJ 
co 
L. 
"-' 
C) 
c . -a. 
E 
co 
c 

4.00 

3.50 -

3.00 

2.50 

-2.00 -
- .. • • • I 1.50 

1.00 -

Stable 
0.50 

M = 1 
M = 9 

•••• Test Data 
-0_0- Rosen & Isser 

_0 -' _0 _0 
.. .".,. . ...-- -° -~- • -:::0 ' 

--- -:-_--:,:. :::. II 
I • • I 

Roll Mode 

0.00 -4 -2 0 2 4 6 8 10 

Blade Pitch Angle (De g) 
Fig. 16. Body Roll-Mode Damping With Increasing Blade Collective Pitch 

for Configuration 1 at 650-RPM Rotor Speed 

-------------------



-------------------5.0 r------------------, 

..-.. 
(J 
Q) 
U) 

4.0 

---0 3.0 
m 
I.­
"-'" 

Cl 
c: --E 2.0 
m 
o 

M = 1 
M = 9 

•••• Test Data 
.-._0- Rosen & Isser 

_.-.. 
........ .... ~ . . ."",. . .,.".,. ,... ...... 

-' "" . 

.. - .... 
/ 

. ... t . •. • ~ "" ". II 
1.0 /.'. .-,'" ...... Stable 

- ." 'u-:- __ 

0.0 

, .\. Roll Mode 

a 200 400 600 800 
Rotor Speed (RPM) 

Fig. 17. Body Roll-Mode Damping With Increasing Rotor Speed for 
Configuration 1 at Zero-Degree Blade Collective Pitch 

/ 
/ 

1000 



1.00 

M ==1 
0.75 - ------ M == 9 .....-.. 

(J 

Test Date Q) • • • • • en --"'0 0.50 co • L.. 

---- • .... 
(J) • .",. 

• • c • • .- 0.25 Stable -0.. 
E 
co 
0 0.00 

•• 
-0.25 -

Lag Regressive Mode 

-00.50 L----l-_L---L_...L---L_-L.---L._-1.-----L_---I 

-0 200 400 600 800 
Rotor speed (RPM) 

Fig. IS. Lag Regressive-Mode Damping With Increasing Rotor Speed 
for Configuration 4 at Zero-Degree Blade Collective Pitch 

1000 

-------------------



-------------------

..-.... 
() 
Q) 
en --1) 
ro 
'-----
0) 
c . -
n. 
E ........ 
lU 

o 

5.0 ,.----------------1 

4.0 -

3.0 -

2.0 

1.0 

I 
I 

I 
I 

I 
I 

I 
I • 

" I 

M = 9 
----- M = 1 
••••• Test Data 
'--- Rosen & Isser ,/ 

,,/ 

,/ 
,,/ 

./ 

,,/ .;'" 
/' .;.; 

~ --. .­. / 

...... ~ ---
........ ---".,.""",. --------=:::r-_____ -

/' 
/ 

• • • • 
I 

I ·1 

/ . , 
I •• ... 

• 
• 
• • • 

I I 

j / ./ 
'/ " ./ / 

/j 
/' 

"" . 

• • 

Stable 
Pitch Mode 

O. 0 0----L--
2

---1
0

-
0 

--L-L40.l..-0-L--6--'O-O----1..-aO-l-0-....L...--1---'OOO 

Rotor speed (RPM) 

Fig. 19. Body Pitch-Mode Damping With Increasing Rotor Speed 
for Configuration 4 at Zero-Degree Blade Collective Pitch 



..--... 
0 
Q) 
en ---a ro 
~ 
'-'" 

Ol 
c .-
0.. 
E ro 
0 

8.0 r----------
M

-
9
----------. 

7.0 
----- M = 1 
••••• Test Data 
- - - Rosen & Isser 

6.0 
(-, -----"- "" 5.0 / "- "" ". 

;' 

I , ;' •• ./ , 
"" ~-- "" ;' ""- -"" .--4.0 / -' --I I ""-- - - -- -- . 

" • 
I • • • • I • 3.0 • • / • 

/. 

2.0 
I / 
I / , 
/ Stable 

/ • 1.0 • Roll Mode /. 
/ 

0.0 
0 200 400 600 800 1000 

Rotor speed (RPM) 
Fig. 20. Body Roll-Mode Damping With Increasing Rotor Speed for 

Configuration 4 at Zero-Degree Blade Collective Pitch 

-------------------



-------------------8.0 .----------M-9----------, 

7.0 
.----- M == 1 
••••• Test Data 
. - - - Rosen & Isser 

..--.. 6.0 
u - --Q) ,/ \ ---en / 

\ ~.:::.----- 5.0 / ~ 
// "'0 / \ /" '" C\1 ,/ ".'" 

'- ~--"-" 4.0 \ / • • Ol • c \ / • . -
\ / • 0.. 3.0 / .... • • E ,-/ • • • • • C\1 • 0 • 2.0 r • 

Stable r • 1.0 r • Flap Regressive Mode 
/ • 

0.0 / 
0 200 400 600 800 1000 

Rotor speed (RPM) 
-

Fig. 21. Flap Regressive-Mode Damping With Increasing Rotor Speed for 
Configuration 4 at Zero-Degree Blade Collective Pitch 



~ 
() 
c 
Q) 
::J 
IT' 
Q) 
'-

LL 

8.0 ..-----------------M--9 -----------, 

***** Lag Reg. (Exmpt.) 
7.0 00000 Pitch (Exmpt.) 

* 00000 Roll (Exmpt.) 
fl~ / Flap Reg. / 

.b..AAAfl Flap Reg. (Exmpt.) -h' 
/ * ..6...... / * 75. ..... / 

............... Lag Reg. " * Roll 
~\ .................. -""-y '" 

\ -- --- t ----~--- ~~~~-------~--

~ of o~ 8 
\ 0 8 g 8 8 0 0 -I??' 

Roll ~ \ 0000 ~I 
o --D-~ Flap Reg. ., 

-" .... - ______ / -:7 / Pitch 

Pitch" \ A 6. --;'{;--IYi-~------f1--~ 
- - -""- \ --- \ o 0 0 0 0 a- --~ _ _ _ / FI R " ___ /( / ap ego 

o EJ 0 tI \ R7 - - -R:::. _ 0 
a~ ¥ ~~ 8-D--1r-D-~ 

\ 

6.0 

5.0 

4.0 

3.0 

2.0 

1.0 
(a) 

0.0 L---L_-L-----1.._---L-:lL....-1----L-_.....l...---L._---L........-----' 

o 200 400 600 800 
Rotor speed (RPM) 

Fig. 22 a. Mode Frequencies With Increasing Rotor Speed for 
Configuration 4 at Zero-Degree Blade Collective Pitch 

1000 

-------------------



-------------------8.0 r---------------~ 

7.0 

6.0 
........-... 

/ Flap Reg. 

----- M = 9 
M = 1 

Roll N 
I 5.0 

Lag Reg. ~ 

~ 
() 
c 
Q) 
::::l 
0-
Q) 
'-

LL 

-- ---
4.0 

3.0 Flap Reg. 
011:-.:::- - L ........ ...:-...:-- .... 

...... :- -----­---------
2.0 

1.0 
(b) 

o. 0 L.-L--1--L---LO~L--6--10L-O-----L-8-L..OO-.....L--1-:-:000 o 200 40 
Rotor speed (RPM) 

F· 22 b Mode Frequencies With Increasing Rotor Speed for Ig. . .. h 
Configuration 4 at Zero-Degree Blade CollectIve Pltc 



8.0 r-----------------.. 

7.0 

6.0 

5.0 

4.0 

3.0 

2.0 Pitch "" 
---- ..... -.. ----- .... .... ---- .................... ...... ---

1.0 
(c) 

M == 9 
----- Rosen 

---.... _-
..... -----------------

Flap Reg. 

Lag Reg.", 

~~~O>_"'= ========~~I:~~::., ---------

o. 0 L.....-.----'---.a..._-'-~_¥____I----'---J--...L.--~----J 
o 200 400 600 800 

Rotor speed (RPM)'-
Fig. 22 c. Mode Frequencies With Increasing Rotor Speed for 

Configuration 4 at Zero-Degree Blade Collective Pitch 

1000 

-------------------



-------------------1 
Conclusions 

Convergence of Predictions: Control Inputs, Periodic 
Responses and Damping Levels 
o < Advance Ratio J.1 < 0.4; 0.05 < Thrust Level CT I a < 0.15 

[g]For 0 < J.1 < 0.4 and 0.05 < CT I a< 0.15, the predictions 
with nine harmonics converge in the sense that the 
maximum error relative to the predictions with 10 or 
more harmonics is less than 5 %. 

~The number of harmonics required for convergence 
generally increases with increasing advance ratio J.1 and 
thrust level CT I () 

"i 



Conclusions 

Parametric Study 

(Dynamic Inflow and Full Wake Dynamics; Trimmed 
Flight; Parameters: 0 < Advance Ratio J.l < 0.4; 

0.05 < Thrust Level CT / (J < 0.15; 3 < Number of Blades Q < 5) 

~The differences in the predictions with the dynamic 
inflow and finite-state wake models generally increase 
with increasing thrust level and advance ratio 

~The damping level of the lag-regressing mode increases 
with increasing advance ratio 

~The damping levels of the body modes show a bucket-like 
variation with increasing advance ratio 

~The basic characteristics of aeromechanical stability are 
not sensitive to the number of blades 

-------------------



-------------------
Conclusions 

Correlation Study 

(Configuration 1 and 4) 

[gJOverall, a good correlation is obtained from the finite-state 
wake model for the lag regressing, body roll and pitch, and 
flap regressing modes 

[gJFor the lag regressing mode, the correlations from the 
finite-state wake and dynamic inflow models are nearly 
identical 

[8JFor the body pitch and roll modes the correlations from 
the finite-state wake, dynamic inflow and vortex models 
generally agree 



Conclusions 

[glFor Configuration 1 (no data), the predictions from tIle 
finite-state wake and dynamic inflow models are fairly 
close. Despite the similarity of the predictions from the 
finite-state wake and vortex models, tllere are 
appreciable quantitative differences; this merits further 
investigation 

[2]Within the data range (Configuration 4, 500 < Q < 1000 
RPM), the finite state wake, dynamic inflow and vortex 
models provide nearly identical correlation. 

-------------------
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Coupled Rotor/Fuselage Vibration Analysis for a Teetering Rotor and 

Comparison with Flight Test Data 

Hyeonsoo Yeo Inderjit Chopra 

Alfred Gessow Rotorcraft Center 

Department of Aerospace Engineering 

University of Maryland, College Park, MD 20742 

A comprehensive vibration analysis of a coupled rotor/fuselage system for a two-bladed tee­

tering rotor using finite element methods in space and time is developed that incorporate 

consistent rotor/fuselage structural, aerodynamic and inertial co~plings and a modem free 

wake model. Coupled nonlinear periodic blade and fuselage equations are transformed to the 

modal space in the fixed frame and solved simultaneously. The elastic line airframe model 

of the AH-IG helicopter from the DAMVIBS program is integrated into the elastic rotor 
I 

finite element model. Analytical predictions of rotor controls, blade loads and vibration are 

compared with flight test data. Predicted rotor control angles, blade torsional, and chord 

bending moments show relatively good agreement with test data: Blade beam bending mo­

ments overpredicts test measurements and needs further investigation. Calculated2/rev and 
! 

4/rev vertical vibration levels at pilot seat show good correlation with the flight test, but 

predicted lateral vibration levels are much higher than measurements particularly at high 

advance ratios. In future, parametric studies will be carried out to investigate the sensitivity 

of different design parameters and modeling refinements on the prediction of blade loads and 

vibration. 
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for a Teetering Rotor and 

Comparison with Flight Test Data 
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Graduate Research Assistant 
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Presentation at the Seventh International Workshop on Dynamics 
and Aeroelastic Stability Modeling of Rotorcraft Systems 
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Motivation 

• Helicopter vibration 
- Structural fatigue of 

components 
- Human discomfort 

• Ride quality 
System reliability 
Maintenance cost 
Equipment performance 

• Prediction of vibration 
at early design stage is 
essential 

III 
University of Maryland 

Nb/rev 
hub forces 
& moments 
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Objective ID 
University of Maryland 

i 

• Develop a comprehensive vibration prediction 
methodology 

- Coupled elastic rotor/fuselage system 

- Consistent rotor/fuselage structural, aerodynamic and 
inertial coupling modeling 

- Finite element methods in space and time 

• Teetering rotor modeling 
• Comparison with flight test data 

State-af-the Art I 
University of Maryland 

• Flapping blade - Rigid fuselage 
Hohenemser & Yin (1979) : concentrated inertia & support spring 

• Flapping blade - Elastic fuselage 
Hsu & Peters (1980) : unifrom beam (plunge, roll & pitch motions) 

• Elastic blade (flap, lag, & torsion) - Rigid fuselage 
For aeromechanical stability analysis 

• Elastic blade (flap, lag, & torsion) - Elastic fuselage 
Vellaichamy & Chopra (1992,1993), Chiu & Friedmann (1995,1996) 

• Elastic blade (flap, lag, & torsion) - Elastic fuselage - Refined 
aerodynamics (free wake+unsteady aerodynamics) 
Yeo and Chopra (1997) 



DAMVIBS 
University of Maryland 

DAMVIBS: 
• Design Analysis Methods for VIBrationS 

• NASA Langley and Bell, Boeing, McDonnell Douglas, 
Sikorsky involved 

Goals: 
• Ait1rame finite element modeling 

• Difficult components modeling refinement 

• Coupled rotor-ait1rame vibration analysis 

• Airframe structural optimization 

Challenges to Helicopter Vibration Analysis 

• Highly flexible rotating blades 
- Nonlinearity and couplings 

• Complex and unsteady aerodynamic environment 
- Compressibility effects at advancing blade 
- Dynamic stall and reverse flow at retreating blade 

- Blade tip vortices 
- Blade/vortex interaction 

• Rotor-fuselage couplings and interactions 
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Problem Statement 
University of Maryland 

Nb/rev I + 
hub loads + I Feedback of 

fuselage motion 

Modeling Assumptions III 
University of Maryland 

• Fuselage vibration excited by main rotor 
- Rotor/body interactional aerodynamics neglected 

• Tracked rotor 
- All blades are identical and 

have the same periodic motion 
- pNblrev harmonics transmitted to the fuselage 

(p integer) 

• Steady vibration 
- maneuver, transient flight, gust response 
not considered 

• Rotor shaft is assumed rigid 



Modeling & Analysis I lim 
University of Maryland 

• Elastic blade model 
- Based on UMARC 

- Slender beam with flap and lag bending, elastic twist 
and axial deflection 

-15 OOF finite element model 

- Incorporation of six hub degrees of freedom 

• Elastic fuselage model 
- Finite element stick model 

- Lateral & vertical bending, twist, and axial deflection 

I Teetering Rotor 
University of Maryland 

~T = Teetering angle 

~p = Precone angle 

w = elastic flap bending 
deformed 
elastic axis 

w undeformed 
11 elastic axis 

Teetering equation: Blade flap moment = 0 
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Equations of Motion 

Hamilton's variational principle 

8IT = f2 (8U - 8T -8W) dt = 0 
t, 
I N b l 

8U = L ~18U b J + 8U F Strain Energy 

University of Maryland 

I N b l 
8T = L ~18T b J + 8T F Kinetic Energy 

I N b l 
8W = L L 8W b l + 8W F Work Done 

b =1 :J 

blades fuselage 
Nonlinear equations of motion are derived explicitly in fixed frame 
Ordering scheme is applied to neglect higher order terms 

Kinetic Energy 

• Blade velocity in the deformed frame 
v = (Vbx + VrJ i + (VbY + vry )l + (Vbz + Vrz)k 

Vbx = Xl - Yl COs(f3p + f3r) - zt/3r 
Vby = )71 - xl cOs(f3p + f3r) - Zl sin(f3p + f3r) 
Vbz = .21 + xti3T + Yl sin(f3p + f3T) 

Vft = (x f - has - YCGVts}:os 1/1 + 0 f + h¢s + XCGVts )sin 1/1 

University of Maryland 

VfI = -(xf - has - YCGVts)sin1/l + 0 f + h¢s + XCGVts }:os 1/1 +xVts 

Vj.: = if + xas cos 1/1 - x¢s sin 1/1+ xCGas - YCG¢S 

let, }tt, Zt = hub velocities ~T = teetering angle 
cis, ~s, ')is = hub angular velocities 



Aerodynamic Model 

• Local blade velocities consist of 
- Free stream 
- Blade motion relative to the hub 
- Hub motion relative to the inertial frame 

University of Maryland 

• Velocities and blade loads are calculated in the 
deformed frame 

• Compressibility and reversed flow effects included 
• Time-domain unsteady aerodynamics (Leishman model) 

• Pseudo-implicit free wake model (Bagai-Leishman model) 

Aerodynamics 10 
University of Maryland 

• Blade velocity in the rotating deformed frame 

~u, 

.!!..u = (xf - has - YCGVrJ~osljf + (y f + h¢s +XCGVrs )in ljf 
nR 

!!u = (xf - has - YCGVrs ~in ljf coseo + (vf + hips + XCGVrs)oos ljfsineo 
nR 

80 = rigid pitch angle due to control pitch and pretwist 

= 875 + 8 tw (xlR -0.75) + 8 1ccOS 'I' + 8 1ssin 'I' 
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Blade Loads 10 
University of Maryland 

• Force summation method 

A I If 
Longitudinal L u = L u + L u + L u Torsion M x = -L v w + Lw V + M u 

Lateral 
A I If 

Lv=Lv+Lv+Lv Beam M y = L u W - Lw X + M v 
i 

Vertical L w = LAw + ~ w+ ~~ Chord M z = -L u V + Lv X + M w 

~r = -m~! cos IfI + y! sin 1fI- has cos IfI + hiPs sin 1fI- 2x lit s + (XCG sin 1fI- YCG cos 1fI)\ir s ] 

zfvf = -m~! cos 1fI- i! sin IfI + has sin IfI + hiPs cos IfI + (x + x CG cos IfI + yCG sin IfI)Vi s ] 

~ = -m[z! + (xcoslfI +xca) as -2x£xssinlfl-(xsin 1fI+ yca) iPs -2x¢scoslfI] 

Analysis Procedure I 
University of Maryland 

• Normal mode form 

• Fixed frame coordinate transformation 

[

Mrr Mrt Mrfe] ~] 
Mtr Mtt Mtfe i3r 
M,. Mft Mff. ( PI. 

+ 

= 
( 

Frr - Mrfr ,~fr - Crfr ,Pfr] 

Ftt - Mtfr Pfr - Ctfr Pfr 

Fffe - Cffr Pfr 



Analysis Procedure 
University of Maryland 

• Simultaneous solution of rotor and fuselage 
equations 

• Finite element method in time 
used to calculate coupled 
rotor-fuselage response 

• Periodic boundary condition for both rotor and 
fuselage 

• Equilibrium of vibratory hub loads 

Rotor Properties 

AH-1 G helicopter 
Number of blade 

Rotor radius 

Chord 

Rotor Speed 
Lock number 

Precone angle 

Twist angle at tip 

Control system spring rate 

Pitch link moment arm 

Lift curve slope 

2 

22 (tt) 

27 (in) 

324 (RPM) 

5.078 

2.75 (deg) 

-10 (deg) 

396000 (in-Ib/rad) 

9.067 (in) 

6.159 

III 
University of Maryland 
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I. Blade Frequencies 
University of Maryland 

• Collective mode (hingeless boundary condition) 

Present Analysis C81 

flap 1 1.04 1.04 

flap 2 2.79 2.9 

flap 3 4.81 4.74 (I rev) 

lag 1 1.43 1.3 

torsion 1 2.58 2.33 

I Fuselage Model 
University of Maryland 

. Elastic-line model of AH-1 G helicopter 

. 36 beam elements 

Pilot Seat 



Fuselage Frequencies 
University of Maryland 

Present Analysis NASTRAN 

vertical 1.44 1.47 

bending 3.16 3.31 

5.1 4.72 (/ rev) 

lateral 1.36 1.26 

bending 3.07 3.09 

Results I 
University of Maryland 

- Effect of aerodynamic modeling 

- Rotor control angles 

- Blade torsional and chord and 
beam bending moments 

- Hub forces 

- Vibration at pilot seat 
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Effect of Aerodynamic Modeling 
4/rev acceleration at pilot seat 10 

University of Maryland 

9 

4 bladed hingeless blade + elastic line body 

Vertical Acceleration Lateral Acceleration 
0.3.-----------,. 0.16-r-------------. 

0.2 

0.1 

_linear inflow + quasis ady 
-c- -linear inflow + unstea y 
-0- free wake + unsteady 

0.12 

9 

./1 
0.0r--...q--==~T_-...,.....-__1 

0.0 0.1 0.2 0.3 0.4 

Advance Ratio Advance Ratio 

Rotor Controls 

degree 

University of Maryland 

o c. Test Data 
o 

o~ %.75 Col ective 
~ c 

II c n d 

~ • • • 
Ion itudianl 

~s 
-1O+------r-------,-------I 

0.1 0.2 0.3 0.4 

Advance Ratio 



110 4 

810 3 

610 3 

410 3 

210 3 

0 
0.0 

Blade Torsional Moments 
at advance ratio 0.15 

1/rev 21rev 

Hub Fixed 

Rigid Body Motior 

Elastic Line Body 

C Flight test 

a 
a 

a 

0.2 0.4 0.6 0.8 1.00.0 0.2 0.4 0.6 0.8 

Blade Radius Blade Radius 

Chord Bending Moments 
at advance ratio 0.15 

1/rev 21rev 
1105~----------------~ 

---_. Hub Fixed 
810 - -- Rigid Body Motion 

610 
---- Elastic Line Body 

C Flight test 

... 
~ ....... ~"" ...... 

210 

n " 

University of Maryland 

3/rev 

a a a 

1.0 0.0 0.2 0.4 0.6 0.8 1.0 

Blade Radius 

I 
University of Maryland 

3/rev 

a 
o~--~~--~~~~ 

0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0 

Blade Radius Blade Radius Blade Radius 
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5104 

4104 

3104 

2104 

1104 

0 
0.0 

1.510 4 

1.210 4 

910 3 

Beam Bending Moments 
at advance ratio 0.15 

1/rev 21rev 

Hub Fixed 

Rigid Body Motion 

Elastic Line Body 

C Flight test 

0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 O.B 

Blade Radius Blade Radius 

Blade Torsional Moments 
at advance ratio 0.32 

1/rev 21rev 

Hub Fixed 

Rigid Body Motion 

Elastic Line Body 

C Flight test 

18 
University of Maryland 

3/rev 

1.CD.0 0.2 0.4 0.6 O.B 1.0 
Blade Radius 

I 
University of Maryland 

3/rev 

--" 

o +--r---,r----r---r-~ +_.....,.._"""T"_--r-=:=!:~ .. D~ ------~ 
0.0 0.2 0.4 0.6 0.8 1.0.0 0.2 0.4 0.6 0.8 1.00.0 0.2 0.4 0.6 O.B 1.0 

Blade Radius Blade Radius Blade Radius 



Chord Bending Moments 
at advance ratio 0.32 

1/rev 21rev 
2 105-r-------------------"T 

----- Hub Fixed 

-- - - Rigid Body Motion 
1.610 5 

-- Elastic Line Body 

EJ Flight test 

r---
0~--~--~--~~~--4 

,,~""<~ ....... 

University of Maryland 

3/rev 

0.0 0.2 0.4 0.6 O.B 1.0 0.0 0.2 0.4 0.6 O.B 1.0 0.0 0.2 0.4 0.6 O.B 1.0 

1105 

B 10 4 

610 4 

410 4 

210 4 

0 
0.0 

Blade Radius Blade Radius Blade Radius 

Beam Bending Moments 
at advance ratio 0.32 

1/rev 21rev 

Hub Fixed 

Rigid Body Motion 

Elastic Line Body 

EJ Flight test 

II a 

0.2 0.4 0.6 O.B 1.0 0.0 0.2 0.4 0.6 O.B 
Blade Radius Blade Radius 

I 
University of Maryland 

3/rev 

r--·-I,.... -....... - ...... 
I,' ....... .. ..... r . ........... 

a 

1.00.0 0.2 0.4 0.6 0.6 1.0 
Blade Radius 
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0.02 

0.016 

0.012 

0.008 

0.004 

0 

0.1 

2/rev Hub Forces 

longitudinal 

. . 
. 

... 

;;::;::/ 
0.2 0.3 

Advance Ratio 

0.4 0.1 

lateral 

. . . . 

~
. 

", 
......... 

.-..... 

0.2 0.3 

Advance Ratio 
0.40.1 

University of Maryland 

vertical 

Hub Fixed 

Rigid Body Motion 

Elastic Line Body 

__ -.,,/t 
::-.::-:.:=.:..-:-.• :f.:" " 

0.2 0.3 

Advance Ratio 

0.4 

Vertical Acceleration at pilot seat 10 
I University of Maryland 

21rev 4/rev 
0.5 

0.4 
C Test Data 

- 0.3 
(g) 

0.2 

~ 0.1 
a 

" " 
0 

0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 

Advance Ratio Advance Ratio 
I 
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0.02 

0.016 

0.012 

O.OOB 

0.004 

0 

0.1 

2/rev Hub Forces 

longitudinal 

. 
.' . . 

_ ........... / ;;;::/ 
0.2 0.3 

Advance Ratio 
0.4 0.1 

lateral 

. . . 

~ 
. 

... .' .' ....... 
....... 

0.2 0.3 

Advance Ratio 
0.40.1 

University of Maryland 

vertical 

Hub Fixed 

Rigid Body Motion 

Elastic Line Body 

__ -./,t 
::.:::::=.~ .• :( .... I 

0.2 0.3 

Advance Ratio 

0.4 

Vertical Acceleration at pilot seat 10 
University of Maryland 

21rev 4/rev 
0.5 

0.4 
C Test Data 

0.3 
(g) 

0.2 

~ 0.1 

" " " 
0 

0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 

Advance Ratio Advance Ratio 

l 



Lateral Acceleration at pilot seat 85:··; G" ".' ~. - -
- ~ -

University of Maryland 

21rev 4lrev 
0.5 

0.4 
IJ Test Data 

0.3 

0.2 

0.1 ~ c c IJ IJ C 

0 
0.1 0.2 0.3 0.4 0.1 0.2 0.3 0.4 

Advance Ratio Advance Ratio 

Conclusions III 
University of Maryland 

• Unsteady aerodynamics is important at high advance 
ratios and free wake is essential for the prediction of 
vibration at all forward speeds 

• In general, there is good agreement in rotor controls 

• Comparison between calculated blade torsional and 
chord bending moments and measured data shows 
relatively fair agreement, but beam moment 
significantly overpredict measured data and need to 
be investigated further 
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Conclusions 
University of Maryland 

, 

• Estimated 21rev and 4/rev vertical acceleration at pilot 
seat shows satisfactory correlation with flight test 
data 

• 21rev lateral acceleration level at the pilot seat is 
overpredicted at all advance ratios and 4/rev lateral 
acceleraion level shows good agreement at low 
advance ratios and overpredicts at high advance 
ratios 
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AGENDA 
1) Motivation 
2) Derivation of Equations 

- exact 
- approximate 

3) Finite Element Approach 
- stiffness matrix & load vector 
- solution methods 

4) Numerical Results 
5) Conclusions 

2 
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• Add extensibility to helicopter rotor blade equations 
-nonlinearity 
-ID ~ 2D problem 

·2G-CHAS 

-FE code diverges 

3 



-' ,j., vi\""J ' ... -1 )t) ... ..11 . I)ERI'T V-rl'(}N. OF'-"I EQI TAFI"IICrN·'S 
Basic Geometry and Order of Terms 

y~ 

• 
\ 11K 

Q 
d rotor blade 

defonne 
w 

~~~~~~~~~~~~~~~~.,., .......•.. ~ ~ 
X=o 

undeformed rotor blade 

. let : E= 0.1 w 
· R :::: D( E) 

· W' ~ O(E) 

· Rw" ~ 0.3 ~ O(E) 

· R2w"' ~ 1 ~ O( EO) 

X=R 

u 

· ~ :::: D( E 
2 

) 

·U'~O(E2) 

· Ru" ~ O( E2) 

· R2u'" ~ O( E2) 
4 
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-------------------
Basic Geometry and Order of Terms (continued) 

· (; ~O.OI~E' 
R 

.!L ~ 0.03 ~E2 
R 

.KS ~ G(E3) 

• Sl 

·······CD··········································· ...........• 

~ 11 

Rotor Blade Cross-Section 

. _I ~ 1](;3 ~ 3xlO' 
12R 

I:· EI «EA I 

EI ~ 3xlO-3 
mQ2R4 

EA 
·---~3xl02 
mQ2R2 

5 



DERIVf\"rION' O}~ EQlJAI'IONS 
'-

Stress-Strain Relations 

. undeformed length == Ax 

. length of deformed centerline == (1 + Co) Ax 

-11/3 = K(l + &o)Ax 

1 
. length of any arc == 11/3(- + () 

K 

== (1 + & + K( + &K()11x 

.. 
I , 

I , 
I i\p , 
I~' I , 

I , 

Deformed Element 

. . . (l+&+K( +&K()dx-dx 
. engIneerIng straIn: CE == ---------

dx 
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I) '~', ;. ~\l.\ 'T~l r)]\J' 0"· 'l~l ·E,.·.· Q-~ r j p.' "T'~I' f"~~t~ S ._ . " .' ~ j'\11t, ,r , _I . tJ" -\.1 .. ,()J .. k. 

Stress-Strain Relations (continued) 

(where a == 0 if the material is 
linear for engineering strain cE) 

. combining stress and strain relations and using terms up to O( E 6
) : 

7 



J) ERI\TAII ON- OF EQIJATI01\JS 
Tension and Bending Moment 

-assume E is constant across the cross-section and along the length of the blade 
-assume A and I are constant along the length of the blade 

tension: T =aA = ffE(&+K'; +&K'; +a&' +aK'';' +2a&K';)dl]d'; 
A 

T =EA&o I 

if a =0 

=> M==EIK 

8 
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f) ::" :. '~\ll,\Y'r r () 1\L J ,\r)J' 'F f:: ()" , r J il: 'T ,,"~r\1' ~". ' '. 1.1.M .~" ..• ...!l. jJ,,, .. ) "' .. ,,~ ",. ", " (j 1 'c l.J 

Geometry Relations 

y t 

w 

~-===:.-...------c:J__.....:-"" .... ~ x 
u 

I1fJ = K(l + &0) Ax fJ' = K(l + &0) 

let K = K(l + &0) • fJ ' -==K • • 

9 



DER.I\!A1]()N OF EQlJArrONS 
Geometry Relations (continued) 

x x 

W= f(1+&»sinfJ d~ U = f (1 + &> ) cos fJ d ~ - x 
o o 

w' = (1 + &0 ) sin fJ u' = (1 + &o)cosfJ 

w" = fJ' (1 + &0) cos fJ + &~ sin fJ U" = -fJ'(l + &0 )sin fJ + &'0 cos fJ 

· solving for &~: &~ = U" cos p + w" sin p 

_ (w" cos p - u" sin fJ) 
. solving for fJ': f3.' = K = -------

(1 + &0) 

10 
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-------------------
Approximations 

-substituting approximations for cos ~ and 
sin ~ and using terms up to O( E 3): 

, 1 '2 &ot;::ju+-w 
2 . p , 

SIn ~ w 

P , 1'3 " 
~w --w -wu 

3 cos p ~ --/1- w12 ~ l-~wl2 
2 

- "(1 ,., 2 ) ", K ~W -U -W -U W 

11 



y 

Equilibrium 

small element of blade 

jw 
.............................. ,. ............................. ·············E:} .. ······· .. · .. ··· .. x • u 

tt'-
, < 

, , ' ~ 13 
................................. 

12 
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-------------------
Equations 

-balancing forces yields the exact eguations: 
, 

mu_[M'Sin
fJ + TCOSfJ] ==(x+u)mQ2 -L(l+~)sinp 

1+& 
, 

mw+[M'COSP -rSin p] =L(l+&o)cosj3 
1+~ 

-using equations for T and M (a = 0), approximations for p, Go, and K, and 
terms up to O( E 3), the approximate eguations are: 

mii-EA(u" +w'w") == (x+u)mQ 2 -L(w') 

mw + Elw"" - EA( u"w' + u'w" + i w12w") = L(1 + u') 
2 

13 



FINlrrE ~ELEMEN1~APPROj\Cf{ 
Energy and Virtual Work 

R 

V = J-~[EA&} + EIK2]dx 
0 2 

R 

OW = fL[cosp&v-sinplil](1 +&')dx 
o 

where: K ~ w" (1- u' - W'2) - u"w' 

Eo ::::: U' + ~ W,2 

14 
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~, :, ':,:'rrp rrr l~tv; ;, > :·'1.~ L\ 'P"~ .. :,;·· () 11 rill 
, . '. ,,11 .LJ .fJ-J,U.W,<- ..' .' ' .~.1 ~ .. iic. ," \j 1 ! \, . ./ .. ~1 

Static Equilibrium Equation 

·let u = u + 'ii where u = static displacement 
n 

and 'ii - small perturbation = L1i(t)'Pi (X) 
1=1 

·let w = w + w where w = static displacement 
n 

and W = small perturbation = L qi (t)<ll i (x) 
i=1 

. Lagrange applied to energies and virtual work: 

T = 21 (f; iIi )[M J rJ + 21 (lj qj )[Krot J rj + (lj qj ) {Frot } 
~qj ~qj 

V=~(lj qj)[Kmat~~}+(lj qj){~oJ 

OW = (blj &ij ){F;ijI }+(blj &ij )[Kaero~ ~} 
15 



Static Equilibrium Equation 

-forming the static equilibrium equation: 

[Kmat - Krot - Kaero 
where: 
~at = material stiffening 
~ot = rotational stiffening 
Kaero = aerodynamic stiffening 
Flirt = lift forces 
Fcon = conservative forces 
Frot = rotational forces 

-using terms up to O( E 3), the static equilibrium equation is written as: 

[K]{X}== {F} 
where: 

[K] = stiffuess matrix, [K(li, u', lilT, w, w', wIT, <1>, cP', <1>", 'P, 'P', \f")] 

{F} = load vector, {F(u,u', u", w, w', w", <1>,<1>', <1>", 'P, 'P', 'PIT)} 

{X} = nodal vector 

16 
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.. ,' " ,:' ',", . " :',': '1"'" ','PI"'f' ()A(~iJ'l" ;, . " .. ; ; : _ ,~ . :.,. ~ ! ~ ;',' j I ,,) ~\) '"j 

. ,." I: ,; :. .' r ~ ". ,', f, t ' .. " . . '.,' ' __ ,.L __ ","-.. "' ." '"-.. " . A, ,_ ' • .It 

N ondimensionalization 

helicopter rotor blade 
root -UL) _____________ --..1' tip 

I--~" X x=R 

~=1 

-nondimensionalize w.r.t. 
blade length (underbar _ ): 

x d c;=- => 
R dx 

-nondimensionalize u and w u = Ru 
terms (and their derivatives):. 'i1 = R'i1 

w=Rw 

w=Rw 
1 

-multiply both sides of static equilibrium equation by: m02 R2 

mn12R2 [K]{X} = mn\R2 {F} 

17 



FINII~E EI~~EMENT j~PP_RO/\CH. 
Discretization 

root ....:cr:::::J =========::::r:r:::::;-.. :::::-::;:. -='-. -Ir::::::... =============:JI tip 

.-. .-.,/'-" ~k-l ~~"""""'-"'" ~ = 1 

......... 

(. - . element kl 
I ~y y=1 

-mapping for finite element: -derivatives: 

18 
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-------------------
l7'I~~~\rrr"IJ I~L' :', ... /; :":' '1'~ 1\f)W)Q () A f'IJ 
1 _ L '1 1 . ",J 1,;. . ... ' .... ." . .1, 11 11 \, .j [ 1 ~.,~, "*.1 

Shape Functions 

·choose Hermite cubic shape functions for both <D and \}' 
- physical meaning for nodes (displacements and slopes at element ends) 
- 2nd order differentiable (required by stiffness matrix and load 
vector in both u and w directions) 

4 

Ii = I 1j (t)\{'i (x) 
i=1 

4 

W = L q;(t)<l>; (x) 
i=l 

, , 
,,; "". ", finite element k ' 

~------------~" 

, , , 

nodek node k+l 

" , 

19 



0.5 

o 

F'I'Nlrr'p ELE'MENT \ rrnR' ) ACT} ,1. , .~.J ...( 4, . ,.' . ~ I~. ;. (1 .( 11 _J1 
Shape Functions (continued) 

4 

Ii = Lr;(t)'I'j(X) 
i=1 

4 

W = :Lqj(t)<I>Jx) 
finite element k . ,," , 

: .'. ,," 
i=l 

nodek node k+l 

0.2 

0.1 0.5 -0.1 

0.5 -0.2 

<1>1 & 'I'l 

20 
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Element Stiffness Matrix [K<k>] 

1 

J El 1 [\TI+\TI+-oo2 \TI+\TI++-++-+ + T· T· W + T· T. W W 
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Finite Element Meshes 

1) fixed length 
2) tip variable 
3) tip and root variable 
4) quadratic 
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tip and root variable 
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r· . 

·······f·::::·:::·::::~:~:--.~:;:;,!.(::'.>::i .. ::··· ... i··· 

quadratic 

23 



F, rN' I'T"E 'E'L-E~\ fE~'N1~\PPR() AC'fl ,,11 .L j , . '1\11 '" it, A _, t\ j. 

Solution Methods 

1) [K]-l{F} Method iterate: 

[Krl{F} = {X} => u and W 
_ _ r--J 

Unew = Uold + U 

Wnew = Wold + W 
until convergence of U and W 

2) Secant Method 

y 

I use method on a system of equations I 

for a single function (1 DOF) : 

x -x 
Xn+1 = Xn - f(xn) f(xn)- ;&n-I) 

where f(x) = Kx-F 
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1) [K]-l{F} METHOD 
{X}n ={O} 

- -+ -++ - -+ -++ 0 
.. !:in =!:in = !:in = W n = W n = W n = 

where n = 1 (iteration # 1) 

initial guess 

- -+ -++ - -+ -++ 
~ !i.n U n!i.n W n W n W n ~ compute: [Kln and {F}n 

end yes 
iteration <r----' 
process 

advance iteration index: n = n + 1 

{X}n+l = {X}n + {X}n 

no 1J 

{X}n => compute: ~n W n 

do the same for (t and ( y+ 

compute: 
- - ~ 

U n+ 1 = U /I + U n 

Wn+l = Wn +Wn 

do the same for 
(t and (t l 
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Solution Methods (continued) 

2) SECANT METHOD - -+ -++ - -+ -++ 0 
U =U =U =W =W =W = _n _11 -n _n _11 _11 initial guess 

end yes 
iteration ~ 
process 

{Xln 

where n = 1 (iteration # 1) 

D 
- -+ -++ - -+ -++ 

=> 'l:!n U n 'l:!n W n W n W 11 => compute: [Klu and {F} n 

advance iteration index: n = n + 1 
{Xt+l = {X}n -17[:;. ]-1 {f)n 

I 11 

where: f =" KkXk-F ] L....], ] 
k 

af. L aK'k - aF J _], ] 

ax - aX x k +K),j - aX 
I k J J 

no 

{X}n+l => compute: 
-
u n+! W Jl+! <.--__ -.J 

do the same for ( r and ( )+1-
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MBB helicopter rotor blade 
Q = 45 rad/sec 
R = 200 in 
A = 2 in2 

m = 0.3 lb/in 
EA = 1 x 107lb 

-EI = 5 x 1061b-in2 

c = 11 in 

Model Parameters 

nondimensional 
parameters 

I ... ····> 

EA 2 
--2-2 = 1.5 X 10 
mOR 

EI -3 
--2-4 =1.8xl0 
mOR 

m~2R =(~)Po 
where 130 = 0.052356 
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'N"UMERICllL R.E,SlJ~L:rS 
First Iteration - W vs. Blade Length 

FE Data Plotted With Approx, D.K Solution - ZERO INITIAL CONDITIONS 
MBB Helicopter / Hingeless Blade / 5 Fixed FE / [Kli {F} Method 

." ' -.. OA -~--- --~- ------ ------- -- -~---- -~~--~ - ------ ~------- ----.-,-r 
.5 I 225% of Total Lift •••• 

1 o,---~ --1 --_. ,_~_L_ -~ L-- --..... .... 
I 0.2 .~-~-_, __ -_I __ -
~ I I t 
~ 0,1 -- ~f- ---

I 

-0,1
0 0,1 0,2 0,3 OA 0,5 0,6 0,7 0,8 0,9 

Undeformed Blade Length (nondimensionalized, R=200") 

... 
. .. -. 

100" 
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Convergence Wall & Refmed Method 

-convergence obtained for lift values up to 22.5% of total using [KlI {F} method 
(number of elements and/or mesh size has no effect on convergence) 

-zero value initial guesses for u and w (and their derivatives) cause the 
w-direction result of the fITst iteration to be up to 50 times larger 
than the last iteration (converged solution) 

-poor results from the fIrst iteration cause divergence when seeking 
greater than 22.5% lift 

-good initial guesses for u, u', and u" are key! 

-refmed [K]-l {F} method: 1) get 0% lift solution 2) use 0% lift solution as initial 
guess for seeking 100% lift solution; results for the MBB/hingeless case are: 

START ~ 0% lift 100% lift ~ CONVERGENCE 
(2 iterations) (3 iterations) 
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U vs. Blade Length 
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Final Iteration (convergence) 
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W vs. Blade Length 

MBB Helicopter' Hingeless Blade' 5 Fixed FE' Refined inv[K]{F} Method 
Final Iteration (convergence) 

0.2 0.3 0.4 0.5 0.6 0.7 0.8 

Undeformed Blade Position (nondimen.) 

0.9 
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1) [K]-l{F} METHOD: 

-convergence obtained using lift up to 22.5% of total (with zero 
initial guess for all w' sand u' s) 

-modify method: use results from 0% lift program run as the initial guess 
for program runs with lift> 20% (convergence in 5 iterations for 1 00% lift) 

-mesh-size refinement does not reduce the number of iterations 
needed for convergence 

-increasing the number of elements does not reduce the number of 
iterations needed for convergence; it does, however, increase the 
computation time (minimum # of elements needed is one) 

2) SECANT METHOD: does not converge for any percentage of lift 
32 

-------------------



I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 
I 

ENERGY PRESERVING/DECAYING SCHEMES FOR 
NON-LINEAR ELASTIC MULTIBODY SYSTEMS 

M. BORRI, C.L. BOTTASSO, AND L. TRAINELL! 

Dipartimento di Ingegneria Aerospaziale, Politecnico di Milano, Milano, Italy. 

1. INTEGRATING ON MANIFOLDS WHILE PRESERVINg INVARIANTS 

In this work, we are concerned with the time integration of non-linear flexi­
ble multibody systems. In general, the term multibody assumes slightly different 
meanings in the context of different applications and in the use of different scientific 
communities. For our purposes, we define a multibody as a Finite Element Model, 
where the elements idealize rigid bodies, mechanical constraints, beams, shells etc. 
We are interested in systems with complex topologies, where each body undergoes 
large displacements and rotations (but only small strains). Clearly, the definition 
of a multibody given, for example, by a control engineer interested in real-time 
robotic simulations could be significantly different. The typical applications that 
we have in mind deal with the modeling~ofhelicopters (c'omplete vehicle, rotors, 
transmissions), but are clearly not limited to these. 

The dynamical systems that are the object of our study are governed by equations 
of motion that are stiff in nature. There is a very rich literature on the integration 
of stiff ODE's and of DAE's, so rich that we will not eveI]. attempt to review it, 
but simply refer the reader to comprehensive works on this subject, as for example 
[4,6]. 

Papers on multibody formulations are produced at a phenomenal rate, as a quick 
look at some of the major computational mechanics journals will prove. The usual 
approach for developing a new code is typically based on (i) deriving the equations 
of motion, (ii) applying some known integrator with suitable (usually only linear) 
properties to the numerical discretization of the equations in the temporal domain. 
In general, the integrator knows little about the actual structure of the equations 
being solved. In particular, it seldom knows at all that it is ,dealing with the proper 
rotation group SO(3) (the real heart and soul of anything that has to do with rigid 
bodies, beams and shells). 

As the literature clearly shows, this approach works qUIte well in the majority 
of the situations. However, there are a few cases when conventional integrators will 
badly fail. If our original goal was the development of a robust general purpose 
piece of software, then we are in trouble, since we know that sooner or later our 
code will crash (to the dismay of the poor user that knows nothing about non-linear 
stability). . 

A simple but nasty example (not even a multibody) was given by Simo et al. in 
Ref. [8]. Simo and his collaborators showed that an apparently harmless simulation 

Paper presented at the 7th International W~rkshop on Dynamics and Aeroelastic Stability 
Modeling of Rotorcraft Systems, Washington University, St. Louis, October 14~16, 1997. 
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2 M. BORRI, C.L. BOTTASSO, AND L. TRAINELLI 

of a beam in free flight can crash the midpoint rule, the trapezoidal rule and a 
fourth-order Runge-Kutta scheme (and probably any scheme not associated with 
non-linear conservation laws). 

16 
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10 m_e,2 
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10 15 20 
-10 0 5 
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FIGURE 1. The dynamic simulation of a beam in free flight. 

In our search for robustness, we could at this point turn to other integrators, 
until we find one that does not crash for the particular problem in question. But 
will this approach solve the problem once for all? Clearly not. 

A possible solution, and a nice solution indeed, is to reverse the development 
process. Once we have realized that the equations of motion that we are dealing 
with have a special structure, we can design specific algorithms (rather than us­
ing generic schemes) that "understand" the equations they are integrating. This 
"understanding" is then exploited for designing schemes that ensure the exact algo­
rithmic conservation of important invariants of the solution (typically the energy, 
which is associated with the concept of non-linear unconditional stability). 

This idea was applied with success to rigid bodies [9], shells [7], beams [8], and 
finally multibodies [1]. But the success was probably due to the fact that only 
relatively simple, nice and smooth examples were tried in those papers. In fact, it 
is very well known that one usually needs some form of numerical dissipation for 
preventing energy transfers from the lower modes of a discretized elastic system 
to the higher (usually meaningless) modes. It is clear that an energy preserving 
scheme can not have any such dissipation mechanism. 

Depending on the problem, the performance of an energy preserving scheme 
will therefore range from excellent to unacceptable. If higher modes of the sys­
tem are excited during the simulation, the numerical response will be affected by 
high frequency oscillations. This numerical "noise" could in principle be filtered 
in a post-processing phase. But, when the state of the system contributes to the 
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NON-LINEAR ELASTIC MULTIBODY SYSTEMS 3 

determination of the forces acting on it (read always, in practice, for realistic prob­
lems, ego the aerodynamic loads), this noise will bring the system on the wrong 
trajectory. 

But not only can we get the wrong solution, we can even get no solution at all! 
We do not need complex examples to show this. Consider in fact the swing depicted 
in Figure 2, first discussed in [2]. 

Rigid Link 

Mass 

.. __ .B.e.a.m __ ~.~.~~_ ...... B.e.a.m!lll!lll':C""""~" 
\~ 

Load 

FIGURE 2. The swing problem, that easily crashes energy preserv­
ing schemes. 

The trajectories of five points on the swing are plotted in Figures 3,4. The 
first plot shows the results obtained using four spatial elements. After the lining 
up of the left link and the beam, the motion becomes highly oscillatory until the 
program crashes (failure to converge during the Newton process). Things become 
even worse refining the mesh. Figure 4 shows the trajectories of the same points 
computed using a spatial discretization of eight elements. The program crashes 
earlier in the simulation in this case. The reason is clear: a finer discretization 
means a greater number of degrees of freedom, which results in higher frequency 
components being excited. 

To understand the reason of this failure, we can simply take a qualitative look 
at the time histories of some quantities, for example the ~al stress in Figure 5 
and the horizontal velocity in Figure 6. The oscillatory behavior of the response 
hinders the convergence process and causes the computation to blow up, even if the 
average (filtered) values of the responses have a nlce and sI!looth behavior. 

So, how can we control the high frequency content of the system being inte­
grated, and at the same time have a non-linearly unconditionally stable process? 
A possible solution is to design schemes (again, building ~n the "understanding" 
by the algorithms of the equations being integrated) that' are associated with an 
energy decay inequality. We essentially require the energy ~f the system at the end 
of an integration step to be equal to the energy at the beginning of the step plus a 
small dissipated (negative) energy. This idea was first pursued in [2] and [3]. 

Apart from this "reversed" design process, our approach differs from the usual 
practice in another important aspect. The classical approach for dealing with me­
chanical problems with rotations derives first the equations of motion, and then, 
referring the equations at the center of mass, decouples them into purely rotational 
and purely translational parts. In reality, while this is always possible when dealing 
with one single rigid body, the same practice is usually not possible or not conve­
nient in the analysis of beams and shells. Moreover, by decoupling the problem, 
one misses completely the intimate structure of the complete equations. 
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Trajectories of the beam nodes A,B,C,D,E - EP 14 elements) 

0.5 

0.4 

0.3 

0.2 

0.1 

0 

-0.1 

-0.20'---0~.""1 --0-"'.2--0.'-3--0-'.4--0.L...
5
---.J

0
.-
6 
--0-L.7--0.L...8--0~.-9--..J 

Horizontat displacement 1m) 

FIGURE 3. Energy preserving integration, four spatial elements. 
Trajectories of the beam nodes A,B,C,D,E - EP (8 elements) 
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FIGURE 4. Energy preserving integration, eight spatial elements, 

In this work we attack the problem in a slightly different way. We write the 
equations of motion at a fixed pole (rather than a moving pole, as usually done in 
mechanics), We argue that these, rather than the equations of pure rotational dy­
namics in SO (3), are the true prototype equations for mechanical systems involving 
rotations. This way, we are able to generalize the concepts of vector, orientation 
tensor and cross product to a six-dimensional space. The resulting configuration 
space is here termed SR(6). As for the reduced problem of pure rotation, two 
"points" in this extended space are related by an exponential map, that can be 
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Stress in element 2 - EP (4 elements) 

Illr~1111 
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FIGURE 5. Energy preserving integration, time history of the axial stress. 
Velocity of point B - EP (4 elemenls) 
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FIGURE 6. Energy preserving integration, time history of the hor­
izontal velocity. 

5 

expressed in finite form thanks to some recursive properties of the generalized cross 
product. This is the starting point for our algorithmic developments. 

For obtaining numerical approximations of the equations of evolution, we con­
sider the vast class of Runge-Kutta (RK) methods. There. is great wealth of theo­
retical as well as practical (implementational) knowledge concerning these methods. 
In fact, RK schemes provide a powerful framework for deriving effective algorithms 
for stiff and non-stiff problems. Classical references on the subject are [4, 5, 6]. 
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Our first goal is that of deriving integrators that, by design, remain on the 
manifold. We accomplish this result by modifying the basic RK scheme so as to 
accommodate configuration updates performed via the exponential map. This way, 
we obtain modified RK methods that, for any choice of the tableau, can be shown to 
guarantee the conservation of total momentum in the absence of external loading. 
This methodology defines a procedure for integrating the equations of motion using 
standard RK tableaux, and at the same time (i) preserving the structure of the 
differential manifold, (ii) and preserving an important invariant of motion. 

Generalizing our previous work [3], we show that our modified RK format ac­
commodates as special cases both the energy preserving and the energy decaying 
schemes. This gives us a unified framework for dealing with the integration of 
structural equations defined on non-linear differential manifolds. Under the same 
umbrella, we can use standard RK tableaux of any order for the integration of 
"well behaved" problems. However, we also have the option to switch to energy 
preserving or energy decaying versions of the integration procedure in case of more 
difficult situatioris, or whenever non-linear conservation laws become necessary. 

This algorithmic framework opens the way to automated adaptive procedures, 
where suitable error indicators drive the selection process of the time step size h, of 
the order of accuracy p, and of the method (tableau in this case), in order to ensure 
efficiency and reliability of the computation. We leave the design of such an error 
indicator an open question, for now. 

2. NUMERICAL RESULTS 

2.1. Three-dimensional Beams. The first example that we propose deals with 
the free flight of a three-dimensional beam. Figure 7 shows the overall motion of the 
beam in the first seconds of simulation, with deformed shapes sketched at intervals 
of one second. 
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FIGURE 7. The right angle beam in free flight. 
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NON-LINEAR ELASTIC MULTIBODY SYSTEM$ 7 

Figure 8 shows the time histories of the total and normalizecj. mechanical energies 
of the systems obtained with the energy decaying scheme. Th~ first plot shows that 
the energy is essentially constant during the free flight of the· beam. However, the 
second plot proves what predicted by the analysis: at each step a small amount of 
energy is dissipa~ed, making the energy strictly decaying. 
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FIGURE 8. Mechanical energy for the right angle beam in free 
flight. Top: total energy; bottom: normalized energy. 

A second example sheds some light on the energy dissipation mechanism. We 
consider a beam hinged at the root, shown in Figure 9. The beam is initially at 
rest and is loaded at the tip with a short triangular pulse in time. The conserva­
tive integration give rise to high frequency oscillations which are "filtered" in the 
dissipative case. This is clearly shown in Figure 10, where we show the result of a 
Fourier analysis conducted on the computed axial force at .the beam root. 
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Load 

FIGURE 9. The hinged beam. 

10r---.----.---r--_,----r---.-~._--_.--_,--~ 

" 

9 

B 

7 

3 

" ': I I 
I, 
I I 
I I 
I I 
I 

::)/ ;, 1\ I 

I \ , \ ... I /' 

O~ __ ~ __ ~~~~~~~-~\=~=-=\~'==~====~==';/='~c~-J. 
o 50 100 150 200 250 300 350 400 450 500 

Frequency (Hz) 

FIGURE 10. Frequency content of the axial stress resultant for the 
hinged beam. 

2.2. Flexible Multibody Systems. We conclude this brief description of our 
work, by going back to the swing problem of the Introduction. In Figures 11,12 we 
present the time histories of the horizontal velocity and axial stress at two points on 
the beam, computed with both the energy preserving and decaying schemes. The 
ability of the latter scheme to get rid of the oscillatory components of the solution, 
even in this dramatic case, is particularly striking. 

3. CONCLUSIONS AND FUTURE DEVELOPMENTS 

We have developed a family of RK integrators that, by design, remain on the 
manifold and are momentum preserving. This was obtained with a sort of "re­
versed" development process, that ensures that the algorithms "understand" the 
problem being solved and its structure. This family of methods include, as special 
cases, Energy Preserving and Energy Decaying schemes. These methods has been 
extended to deal with constraints, both of the holonomic and non-holonomic types. 
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Stress in element 2 - EP vs ED (4 elemenls) 
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FIGURE 11. Energy preserving and decaying integrations, time 
history of the axial stress. 

Velocity of point B - EP vs ED (4 elemenls) 
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FIGURE 12. Energy preserving and decaying integrations, time 
history of the horizontal velocity. 
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We therefore have a general framework for modeling mechanical systems composed 
of rigid bodies, beams and shells. 

Our next developments will try to address realistic applications of engineering 
interest (eg. helicopter rotors and transmissions), and we will start working on 
error indication techniques as a first step towards including automated adaptive 
capabilities in our code. ' 
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This paper presents the recent developments in the analysis and experimental testing for transient 
rotor engage and disengage operations, which includes: 

1. Experimental and Theoretical Analysis of Helicopter Rotor Blade-Droop Stop Impacts 
A theoretical an experimental study of the transient response of an articulated rotor blade 
experiencing a droop stop impact was conducted. During a rotor blade and droop stop impact, the 
boundary conditions of the blade change from a hinged to a cantilevered condition. Refinements in 
the transient response algorithm at the moment of impact are presented and are shown to improve 
the correlation with experimentally measured transient response results. Material damping in the 
model beam was measured by hammer impact tests. The measured material damping is used in the 
analysis and also shown to result in improved correlation with the experimentally measured transient 
response results. 

2. Transient Analysis for Engage and Disengage Operations of Gimballed Tiltrotors 
A transient response analysis for gimballed tiltrotors undergoing engage and disengage operations is 
developed. Initially, a two degree of freedom rigid blade analysis was formulated. Using this simple 
analysis, simulations of the gimballed rotor response showed that excessive flapping motions and 
high hub spring loads could occur during engage and disengage operations. SimUlation results for a 
two bladed teetering rotor were validated against model wind tunnel results. For improved 
accuracy, an elastic blade flap-torsion finite element model for the rotor blades was formulated. 
Using the finite element model, transient response analysis results for a three bladed gimballed rotor 
are presented and ongoing work is introduced. 



PENN STATE ------.-
Recent Developments in the Analysis and 
Experimental Testing for Transient Rotor 

Engage and Disengage Operations 

Jonathan A. Keller Edward C. Smith 

Graduate Research Asst. Assistant Professor 
Hao Kang 

Visiting Scholar 

Department of Aerospace Engineering 
The Pennsylvania State University 

7th International Workshop on Dynamics and 
Aeroelastic Stability Modeling of Rotorcraft Systems 

October 16, 1997 

Background and Motivation PENN STATE -----.-
• Potential for blade-fuselage contact due to 

excessive aeroelastic flapping at low rotor speeds 
(< 20% full RPM) 

• Particularly bad problem for shipboard operations 
and adverse weather conditions 

• Motivated by H-46 Sea Knight "tunnel strikes" 
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Background and Motivation 
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Background and Motivation PENN STATE --------.-• Many unique factors to simulate 
- Ship airwake environment - Ship motion 

- Rotor RPM vs. Time - Inputs to rotor system 
- Blade elasticity - Droop/gimbal stop impacts 

50 
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-,Refinem-e-nts~in the 
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Gimballed Rotors 
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Refinements in the Analysis for PENN STATE 
__ D_r_o_o_p_O_r_G_i_m_b_a_I_S_t_o_p_lm_p_a_c_ts ____ • _ 

• Background and Objectives 

• Approach and Results 

- Algorithm Refinement 

- Material Damping 

• Conclusions 

Background and Motivation PENN STATE 

--------------------------~-• Droop stop impact contributes to excessive elastic 
bending of rotor blade 
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Related Research PENN STATE 

-
• Leone, 1964 (AHS Journal) 

- Blade-droop stop impacts at full RPM 

- Measured and predicted root bending moments 

• Fathi and Popplewell,'1994 and Lo, 1980 (J. of Sound&Vib.) 

- Cantilever beam impacting rigid stop 

- Used unconstrained modes only 

• Molnar, et al. 1976 (J. of Pressure Vessel Technology) 

- Gap restrained piping systems 

- Used unconstrained modes only 

- Compared direct vs. modal solution efficiencies 
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Related Research 

• Rogers and Pick, 1976-77 (Nuclear Engr. & Design) 

- FEM solution of pipe vibrating between rigid stops 

- Used both unconstrained and constrained modes 

• Davies and Rogers, 1979 (Nuclear Engr. & Design) 

- Use of either unconstrained or constrained modes 

- Undamped motion described using either set of modes 

• Keller and Smith, 1997 (SDM Conf. Proceedings) 

- Model rotor blade impacting droop stop 

- Used both constrained and unconstrained modes 
--

.- "Discontinuities" found in solution 

Objectives PENN STATE ----------.-
• Refine algorithm for blade-droop stop impact 

• Measure material damping of model blade 

• Include material damping in analytic solution 

• Assess effect of algorithm refinement and damping 



Refinements in the Analysis for 
Droop or Gimbal Stop Impacts 

• Background and Objectives 

• Approach and Results 

- Algorithm Refinement 

- Material Damping 

• Conclusions 

Model Beam Schematic PENN STATE -----.-
Linear Motion 
Potentiometer Accelerometer 

(t=O) 
Wtip (t=O) 
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Modeling Approach 

H.inged modes 
gap 

No droop stop 
co n ta ct t:::::;::::> K ~ = 0 

Cantilevered modes 

Droop stop 6 
contact r=:!> K~ = 10 J m g x dx 

Analysis Approach 

• Two sets of natural frequencies and mode shapes 

- No Droop Stop Contact 

[Kbeam - ro2Mbeaml <l> = 0 

t:::::;::::> ro h <l> h 

- Droop Stop Contact 

[Kbeam + K~ - ro2Mbeaml <l> = 0 

~ roc <l>c 

-



"Modal Swapping" - Old Method 
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Refinements in the Analysis for 
Droop or Gimbal Stop Impacts 

• Background and Objectives 

• Approach and Results 

- Algorithm Refinement 

- Material Damping 

• Conclusions 
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Material Damping Tests PENN STATE 

-
• Fixed Response I Roving Input test 

- Excitation by roving hammer impact (11 points) 

- Measured by fix;ed accelerometer 

- Tests performed with hinged and cantilevered BCs 
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Refinements in the Analysis for 
Droop or Gimbal Stop Impacts 

• Background and Objectives 

• Approach and Results 

- Algorithm Refinement 

- Material Damping 

• Conclusions 

Conclusions PENN STATE ---------.-
• Rotor blade-droop stop impacts key factor in tunnel strikes 

• Utilized FEM approach to simulate impacts 

• Modal amplitude "correction" essential when modes are 
swapped 

• Performed hammer impact tests to measure material 
damping 

• Material damping improves correlation in hinge angle and 
strain simulations but does not effect tip deflection 
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Refinements in the Analysis for 
Droop or Gimbal Stop Impacts 

Formulation "of a Transient 
Analysls'~()fT~etering~and 
,·:·:Gimballed Rotors." 
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and Disengage Operations of 
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Transient Analysis for Engage and PENN8T ATE 

_D_iS_e_n_g_a_g_e_o_p_e_r_a_ti_o_ns_o_f _G_im_b_al_le_d_T_ilt_r_ot_o_r_s __ • _ 

--I.~ · Background and Motivation 

• Approach and Analysis 

Rigid Blade Gimballed Rotor Modeling 

Elastic Blade Gimballed Rotor Modeling 

• Further Work 

Background and Motivation 

-
• No studies of engage/disengage 

• USMC purchasing 100's ofV-22s 

• 3-bladed gimballed rotor 

C~.JaGII~~':f~--l~ • Shorter blades - highly twisted 

• Excessive gimbal tilt angles can 
occur during engage/disengage 

Air on all 3 blades contributes t 
high gimbal flapping at low n 



Gimballed Rotor Schematic PENN STATE .-

I 

I 
I-l.B Cffi.ECTED 

The GimbaliedlTeetering Rotor 
Aeroelastic Research 

PENN STATE 

Teetering Rotor: 

-Shamie and Friedmann, 1976, AHS Forum 
Aeroelastic Stability of Complete Rotors with Application to 

- a Teetering Rotor in Forward Flight 

-Kawakami, 1977, J. of Sound and Vibration 
- Dynamics of an Elastic Seesaw Rotor 

Gimballed Rotor: 

-Johnson, May 1974, NASA TN 0-7677 
- Dynamics of Tilting Proprotor Aircraft in Cruise Flight 

-Nixon, 1993, Ph.D. Dissertation 

Aeroelastic Response and Stability of Tiltrotor with Elastically 
- Coupled Composite Blades 

-
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PENN STATE 
_O_b_je_c_t_iv_e_S ___________ • _ 

• Formulate Transient Response Analysis 

for Gimballed Rotor 

Rigid gimballed rotor blades 

Elastic gimballed rotor blades 

• Validate With Newman's Experimental Data 

• Preliminary Parametric Study 

Transient Analysis for Engage and PENN STATE 
Disengage Operations of Gimballed Tiltrotors .. _ 

• Background and Motivation 

- ...... ~ • Approach and Analysis 

Rigid Blade Gimballed Rotor Modeling 

Elastic Blade Gimballed Rotor Modeling 

• Further Work 



Rigid Gimballed Tiltrotor Model PENN STATE -----.-
Precone 

~ ~ 
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Gimbal -----'t Flapping 
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Modeling Approach 

-
Structural Modeling Aerodynamic Model ng 
• Variable Rotor RPM • Quasi-Steady 
• Hub Spring • Unsteady/Dynamic Stall 
• Rigid Rotor 
• Gimbal Restraint 

• Modifications of Very High 
Angle of Attack 
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Analysis of Gimbal Restraint Contact PENNSTATE 

Calculate the maximum tilt angle and 

corresponding azimuth of rotor 

Without the effect 
of gimbal restraint 

~max> ~droo 

Include the stiffness due to 
gimbal restraint contact 

-

Analysis Method PENN STATE -------.-
• model 

• time integration 

• 4th Order Runge-Kutta 

Y= Ay+f 
where 



Validation 
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Transient Response Prediction 

Gimballed Rotor Properties 

Number of Blades 
Radius, ft 
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Flapping Spring rate, ft-Ib/deg 
Lock Number 
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Transient Flapping Prediction PENN STATE 
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Elastic Blade Gimballed Rotor PENN STATE 
_______ F_In_i_te __ E_le_m __ e_n_t_E_q_U_a_ti_o_n_s _______________ ~ ____ 

Hamilton's Principle for Gimballed Rotor 

8IT = f t2 (8T -8U + 8W)dt = 0 
t1 

where 
N 

Variation of Strain Energy 8U = (Z)Ub )+8Uh +8Ur 
m=] -- --

hub gimbal 
blade spring restraint 

Variation of Kinetic Energy 
m - I 

N 

Variation of Virtual Work 8W=(L8W b ) 

m -] 

Elastic Blade Gimballed Rotor 
Finite Element Equations 

PENN STATE 

gimbal spring gimbal restraint 
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['1l -1r . Ir . v sid +v cot 
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Elastic Blade Gimballed Rotor PENN STATE 
_______ F_i_n_it_e_E_le_m __ e_n_t_E_q_U_at_i_o_n _______________ 'lIP ____ 

Global Assembled System Equation 

Mq + Cq + Kq - F = 0 

,j.. w w' ,j.. ,j.. w W, ,j.. ••• 
'!' NaJa' Nh ,2' Na,2''!' Ne,2''!' Na,2a' NeY. NeY'!' NeY 

blade Nb 
w~,,I = w; cos\If + ~ J sin\lf 

L--------f 
~ m,I = -w; sin\lf + ~ J cos\jJ 

Transient Response Prediction 
Two-Blade Teetering Rotor 
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Further Work PENN STATE 
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• Refinement of Aerodynamic Model 

Improve modeling of high angles of 
attack 

• Structural Modeling 

Add lag Degree to finite element model of 
gimballed rotor blades 

• V-22 Transient Analysis and Validation 

• Examine Blade and Hub Loads During Engage 
and Disengage Operations 
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• Introduction 

- Background 

- Development of the control law 

• Theoretical Analysis 

- Steady-state and transient performance 

- Numerical simulation 

• Experiments on a Cantilever Beam 

- Piezoceramic linear actuator 

- Terfenol-D nonlinear actuator 

• Conclusions 
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• Development of the Control Law 

• Theoretical Analysis 

- Amplitude- and frequency-response curves 

- Numerical simulation 

• Experiments on Cantilever Beams 

- Piezoceramic linear actuator 

- Terfenol-D nonlinear actuator 

• Performance Evaluation 
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• Nonlinear vibration absorbers 

- Passive pendulum absorber - Haxton and Barr (1972) 

- Semi-active pendulum absorber - Cartmell and Lawson 
(1994) 

• Control using internal resonance 

- Active quadratic coupling - Golnaraghi (1991, 1994) 

- Experimental application with a circuit - Oueini and 
Golnaraghi (1996) 

- Digital implementation - Khajepour and Golnaraghi 
(1997) 

-------------------. 
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r Development of the Control Law 
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• Equation of plant 

U + 2 MU + w 2
u == F cos (Dt) + T 

where 
n~w 

• Equation of controller and control signal 

v+2(v+A2 v== auv 

where 
-

1 
and T(t) == ryv 2 A ~-D 

2 
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• Approximate solution 

u ~ a cos(nt - \[I) and v ~ b cos [~ (Dt - <I> - \[I)] 

• Modulation equations 

where 

it == - /La + I b2 sin <I> + f sin W 

b == - (b - a a b sin <I> 

a /3 == I b2 cos <I> - f cos w 
b cp == a a b cos <I> 

<I> == Tt - 2cp + (3 and W == (J"t - (3 

-------------------. 
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• Linear solution 

f 
a --

Va2 + /12 

b == 0 

I 
I 

a - il-w -
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• Nonlinear solution 

a* 
( 

- --

lal 

1 

b* -
- ( J1 + [( af)2 - (a()2]2 

-
\ a, 

f > \ 
(2(/12 + a2) 

a 2 

-------------------
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3 ---------a 2 ----G --

10 

b 
5 

G 

O~------~--------------------------

o 0.2 0.4 0.6 O.B 1 1.2 1.4 1.6 1.B 2 
Force x 10-4 
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• Plant and controller 

U + 2 Jl it + u == F cos (Dt) + 1'v2 

1 v + 2(v + -n2v == auv 
4 

• Simulation parameters 

f1==1 F == 0.02 

Jl == 0.01 ( == 0.00001 

a == l' == 0.0026 
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(b) 

• I , , 

-1~~= 

Uo 

_1L----'----.::: 

o 200 400 600 800 1000 1200 1400 1600 1800 2000 
Time (S8C) 

Plant response when n = w = 1 and F = 0.02 

-------------------
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Plant and controller response when n = w = 1 and F = 0.02 
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Accelerometer 
Piezoelectr ic Strain 

® e Actuator Gage --.-- ~ IZZI II I -------
9 ~ 

XI .. 

x 2 

x3 

L 
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The Experimental Setup 
Piezoelectric Actuator 

N Signal 

Generators 

Piezo 
Amplifier 

Signal 
Analyzer 

Power 

Amplifier 

First 
Controller 

,------------
: l"th : ...... ---., ..... ------
: Controller: ------ ____ -.1 

Nth 
Controller 

Low-Pass 
Filters 

•

11 

E;:3 S 

••• 
Oscilloscope 

lOO-lb Shaker 

Str ain Gage 
Signal Conditioner 

I -I 
Data Aquisition 

Computer 
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Response of Beam 

Response of Controller 

4~---.-----.----,-----~---.-----.----. 

o 50 100 150 200 250 300 

Time (sec) 

Closed-loop response for increasing forcing. 

o ~ 11.5 Hz 

350 
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o 20 "0 GO 00 100 120 140 1GO 100 200 

TillIe (sec) 

Closed-loop response for constant forcing. 

n1 ~ '1.3 lh altd n2 ~ 2G.G 1£7; 
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Prestress Housing 
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Modal 
Shaker 

Terfenol-D 
Actuator 

Accelerometer 
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Beam and controller response when O2 ~ 47.5 Hz 
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• Devised a novel active nonlinear vibration absorber 
based on the saturation phenomenon 

• Investigated the steady-state and transient performance 
of the strategy 

• Successfully tested the technique through linear and 
nonlinear actuators 

• Demonstrated the performance of the strategy with 
strain and acceleration feedback 

-------------------
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The Influence of Low Strain Amplitude, Temperature, and Precompression 

on the Dynamic Behavior of Elastomeric Damper Materials 

Christian R. Brackbill 
Doctoral Candidate 

George A. Lesieutre 
Associate Professor 

L. Eric Ruhl 
Graduate Research Assistant 

Edward C. Smith 
Assistant Professor 

The Pennsylvania State University 
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233 Hammond Building 
University Park, PA 16802 

Abstract 

The dynamic behavior of elastomeric damper materials is investigated experimentally 

and analytically. Experimental stress-strain time histories are generated for a range of strain 

amplitudes (0.1 - 30%), frequencies (0.05 - 40Hz), and temperatures (-40 - 2000 P), with and 

without static precompression (22%). The experimental results show that the material dynamic 

properties change rapidly as strain amplitude increases, and are relatively independent of 

temperature, frequency, and precompression at higher amplitudes. 

An initial linear viscoelastic model is developed to capture the material behavior over a 

range of frequencies and temperatures. This model is shown to fit the experimental data at a 

given strain amplitude. The amplitude-dependence is addressed by incorporating nonlinear 

functions of the material stress into the linear relaxation equations. This nonlinear model shows 

trends similar to those observed in the experimental data; however, the amplitude dependence is 

currently not fully captured over a broad frequency or temperature range. 
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Background and Motivation: 
Helicopter Applications 

PENNSTATE 
~ .-

Elastomeric components have demonstrated 
the potential to perform effectively and reliably: 

Hub! 
Mast 

Spherical Bearing 

Main Blade Spar 

CH-53D Hub Schematic 

Examples of Rotorcraft with 
Elastomeric Components 

oBell(Model412,V-22) 
o Boeing {Model 360,V-22) 
Ii MDHS (AH~64, Explorer) 
oSiko~sky (CH-53, UH-60) 
• MBB. <B.0-1 DB, BK(117) 

Background and Motivation: PENN STATE 
Helicopter Applications • 

Schematic of a Tvpical Bearinaless Rotor 

Rotor 
Hub 

Torque 
Tuba 

Elastomer Dynamic 
Properties Depend On 

• Strain Amplitude 

• . Temperature 

• Frequency ... 
. .. 

Flexbeam 

Spherlcal 
E.lastomeric Bearing 

Focus of Current Research 

• Combined Temperature & 
Frequency Dependance· 

• Low StraIn Amplitude. 
tlonllnearlly (0.1 ·30 %} 

·0 Static Precompression 

-



Background and Motivation: PENN STATE 
Rotorcraft Elastomeric Damper Research .-
Elastomeric Damper Models: 

• Complex Modulus Based Models: Complex 
MCKluO 

I~ - McGuire (Lord, 1976) 

- Felker et al (NASA/Bell 1987) Il'-- -- Hausmann and Gergley (MBB, 1992) 
StraIn Ampliuida 

• Time Domain Models: ·V· J . Stress .. Model 
- Gandhi and Chopra (UMO, 1994) ._ . / \ ~"p"'i"",!·,t 
- Ingle, Tarzanin, Panda (Boeing, 1994+) 

··1 ~/1 - Smith, Lesieutre, et aI, (PSU, 1994+) 

- Kunz (MOHS, 1996) .~ TIme 

Background and Motivation: PENNSTATE 
Penn State Elastomeric Damper Research Activities .-

Experimental Characterization 

• quasi-static behavior - low strain amplitude 

• harmonic shear testing 
- temperature dependence 
- material self-heating 

• transient testing - static precompression 

Analytical Modeling 

• helicopter elastomeric dampers 

• Anelastic Displacement Fields 
(ADF) material model 

• strain dependence (large strains) 

Multiple-ADF model for: 
1) temperature 
2) frequency 
3) low-strain nonlinearity 
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Presentation Outline 
PENN STATE 
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• Background & Motivation 

c::>. Experimental Approach and Results ¢ 

• Analytical Approach and Results 

• Conclusions & Future Work 

Experimental Approach: PENNSTATE 
Key Related Research 

• Beale, 1995, PSU, Harmonic shear testing 
- medium to high dynamic amplitudes (>= 10%) 
- single & dual frequency 
- static strain offset 

• Byers, 1996-97, PSU, Temperature Effects 
- medium to high dynamic amplitudes (>= 10%) 
- single frequency, - 40° F to +200° F 
- material self-heating (thermography system) 
- Validation of Hausmann's approach using PSU data 

.-

• Payne, et aI, 1962, UK 
- Carbon black-filled natural rubber 
- Strain range: 0.1% to -50% 

comPlex. ~Storage 
I Moduli. ~ __ -I 

• Sternstein, et aI, 1997, RPI 
- Extended Payne's work to Silicone 
- Strain range: 0.1% to 10% __Strain Amplitude 



Experimental Approach: PENNST ATE 
Penn State Elastomeric Damper Research Activities • _ 

Experimental Characterization 

• quasi-static behavior -:- low strainamplitude 

• harmonic shear testing 
- temperature dependen 

• transient testing .... "',"''''I'''n 

MUltiple-ADF model for: • 
1) temperature 
2) frequency 
3) low-strain 

Experimental Approach: PENNSTATE 
Motivation .-
• Low Strain Amplitude 

1) Comanche low-amplitude limit cycle instabilities 
(Panda & Mychalowycz, Boeing) 

2) Little existing research (Payne, Sternstein) 

• Ambient Temperature Dependence 
Army certification: _60 0 F to +120 0 F 

• Material Self Heating 
Problems with V-22 Hub Springs 

• Static Pre-compression 
Pitch bearings: high centrifugal loading 
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Experimental Approach: PENNSTATE 
Research Objectives .-
• Generate experimental data to support model 

characterization: 
low dynamic strain harmonic data at various 
temperatures and frequencies 

• Generate additional experimental data to support 
model validation: 

time-domain data at various temperatures, including 
dual-frequency, quasi-static, and transient loadings 

• Experimental study of precompression effects 

Experimental Approach: 
Schematic of Characterization Facility 

PENNSTATE 
~ .-



Experimental Approach: 
Test Specimens 

Force @ 0.1% 
strain amplitude: 

® --3.&lbs-

® .:. 21.4JbS ___ _ 

Specimen Types: 

Medium to High 
Amplitude Specimen 

3 High Damping I Moderate Stiffness 
1 Low Damping I High Stiffness 
1 Low Damping I Low Stiffness 

Experimental Approach: 
Current Test Matrix 

Elastomer 

Shear 
Dlrec!/on 

-

g --1ij ,t-~"'I iii __ ~r ,:' g 
~ \1 i i" ~ 
g --J ~ [_~ t ~'<- ~1 ~I I, -, I, !C!. ... t,!· I J 0 
D..·~UL~:l 

h i-l i\ P U tj 

~l ! i 
! 1 Ii 
l: U 

Low Amplitude Specimen 

PENNSTATE .-
Shear Strain Amplitude ('Yo) 

0.10 0.15 0.25 0.35 0.50 0.7011.00 1.5012.0013.50 5.00 i7.0011o.ool2o.ooT 5o.ool 

Temperature ( OF) 

-40 0 I u 32 ! 75 I 100 I 150 I 212 I 

Precompression ( % Strain) 
1 01 10 i 22J 
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Experimental Approach: 
Typical Results 

PENNSTATE 
~ .-

i · Material Hysteresis at Low Strain Amplitude 

10 • Material Hysteresis - Temperature Effects 

Variation of moduli with amplitude and 
temperature 

e · Variation of moduli with amplitude and frequency 

~ • Variation of moduli with amplitude and 
precompression 

Typical Experimental Results: PENNSTATE 
Material Hysteresis at Low Strain Amplitude .-Variation of material hysteresis with strain amplitude: 

-'iii 
Co -(II 
(II 
Q) ... -rn 

High Damping Elastomer, Room Temperature, 1 Hz 

60~--~----~--------~ 

40 

20 

0 

-20 

-60 
-20 

Nearly linear 
(elliptical) at 
low am lilude 

-0.5 0 0.5 

Strain (%) 



Typical Experimental Results: PENNST ATE 
Material Hysteresis - Temperature Effects ~ •. -
High Da:::v::,~:,::tomer, 4 Hz forCin~:'%dv"'m;o""," [iJ 

40 150 .-.-~...,-.,.~~~~...,-.,.~~~ 

30 
~ 20 
.9: 
:l 10 
f! 0 
~ ·1 0 J:..-.~,--,-., 
~ .20. ••••• 0 deg F 

·30 • •• ·····~-40 deg F 

:::- 100 
'" oS 50 
~ 
~ 0 
en 
:0 ·50 
OJ 

-40 .~~--.J~_--'-~~..J..._...........l ·150 '-"-~ ......... ~~...:.....~~--'---~..-...l 
·10 ·5 0 5 10 .100 -50 a 50 100 

She.r Strain ('10) She.r Strain (%) 

Ambient Effects: 

slope and area decrease with 
increasing tempera~ure 

Self Heating Effects: 

slope and area decrease with 
time (material hysteresis) 

Typical Experimental Results: PENNSTATE 
Variation of Material Complex Moduli 

Variation of moduli with amplitude and temperature: .-
Silicone Elastomer, 4 Hz 

400 r.~'-"-~~'-'-~~==~::::::;-l · Independent of 
de(;reZE,!ng • -40 deg F 

• :emperatum • 0 deg F temperature at 
• "- • 70 deg F hiQh amplitude 

300 

Storage 200 • ..: • 200 deg F V 
ModulUS ••• + • 

(psi) •••• • ;., '. 0.-

100,. ••• ! I I I I I I I • i ••• i 

[
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am plitude: 5 % I r 15;r..----r"~__._,C""'""~-.-~__._,C""'""~....,....., 

Loss 
Modulus 

100 

(psI) 50 

· • dOCl'o<1sing . . WI.11rh n.dtuft: 
• . ,j, · .. . · . . ... : 
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Typical Experimental Results: 
Variation of Material Complex Moduli 

PENN STATE 
~ 

Variation of moduli with amplitude and temperature: .-
4000 

~~~~I~: 3000 

minimum stI~.in 
amplitude: 0:1% 

(psi) 2000 

1000 

Loss 600 
Modulus 

(psi) 400 

200 

Typical Experimental Results: 
Variation of Material Complex Moduli 

PENNSTATE 

;j-
Variation of moduli with amplitude and frequency: 

2500 
High Damping Elastomer, Room Temperature 

2000 

Storage 1500 

Modulus 1000 
(psi) 

'10 ·rt •• "~~lnC'0i'lSing 
• • Fr;:,tJu",ncy 

• • ....... t 
- •• oIo"':a........... ! 
~r .. 

• 0.3 Hz 
.. 1 Hz 

• 10 Hz 
• 20 Hz 

~i .... , . ..1'. • .-, . 
minimum strain 
amplitude: 0: 1 % 

500 .... ~" 

Loss 
Modulus 300 

. ····Il~ ; 400 .:'. a"..: ~ .! ..... ~ ~ .. 
i • l .. 
! ...... ... (psi) 200 

100 
Increasing • 
Frequencv 

• .­•• 
0.1 1 10 

Shear Strain Amplitude (.,.) 



Typical Experimental Results: PENN STATE 
Variation of Complex Moduli with Precompression ;j-
Variation of moduli with amplitude and precompression: 

2000 High Damping Elastomer. Room Temperature. 1 Hz 

Material. 
softens with 

precompresslon 

100 

• No Precompresslon 
• ... 22% Stallc Precompresslon . .. ... ..... -., 

......... ~ 

0.1 

I ••• . .. 
... ~ 

10 
Displacement Amplitude (%J 

Uncompressed Thickness 

.. 

Experimental Results: 
Discussion 

• Hysteresis trends 

Independent of 
pre compression 
at high amplitude 

PENNSTATE 

;j-
- Hysteresis loops become elliptical at very low strains 

- Slope and area decrease with increasing temperature 

- Characteristic nonlinear shape at high amplitude 

• Moduli trends 
- Peak in loss moduli coincides with the largest rate of 

change of the storage moduli 

- Storage modulus independent of temperature, frequency, 
and precompression at high amplitude 

- Moduli appear to level off at very low & very high strains 
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Presentation Outline 

• Background & Motivation 

PENNSTATE 
~ .-

• Experimental Approach and Results 

¢>. Analytical Approach and Results ¢ 

• Conclusions & Future Work 

Analytical Approach: 
Key Related Research 

Low Strain Amplitude Nonlinearity: 

• Hausmann & Gergely, 
1992, MBB 

• Gandhi and Chopra, 
1994-96, U.Maryland 

EnforcedUz~ro~'damping 
"at "zero" amplitude 

• Panda, et ai, 1995-97, Boeing 

PENNSTATE .-
Strain Amplitude 

- "Variable Friction Damping" I Nonlinear Spring model 
- Addressed dual frequency and low-amplitude limit cycle 

behavior 



Analytical Approach: PENNSTATE 
Key Related Research .-Penn State Modeling Approaches: 

• Govindswamy, et aI, 1994-95, PSU 
- Characterization and Validation of a nonlinear Anelastic 

Displacement Fields (ADF) Model 
- Limited to larger dynamic amplitudes (>= 10% strain amplitude) 
- rigid blade aeroelastic stability analysis 
- single frequency 

• Brackbill, et aI, 1995-96, PSU, temperature effects 
- medium to high dynamic amplitudes (>= 1% strain amplitude) 
- broad temperature range: - 70° F to +300° F 
- material self-heating 
- introduction to multi-ADF model (improved temperature & 

frequency performance) 

Nonlinearities: short-time (elastic) response, material 
relaxation behavj~r,and~ t~~~tati6 response 

Analytical Approach: PENNSTATE 
Key Related Research .-
Nonlinear Viscoelasticity: 

• Strganac, Texas A&M, 1997 
- focus on "nonlinear time-dependent response" 
- concept of "time-stress superposition" 
- related to research by Schapery 

• Johnson, et aI, Army Research Lab, 1993-1997 
- large-strain nonlinear viscoelasticity 
- "stretch ratios" as internal variables 
- time-domain finite element modeling 

'ccc" , ...". .c". '.'CcC •... '._ 

Conc~ntJateonnonlinearity in the 
material relaxation behavior. 
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Background and Motivation: PENNST ATE 
Penn State Elastomeric Damper Research Activities ~ .-

- .Iow strain amplitude 
- temperature depend 
- material self-heating 

static n ...... nrnn~ .. "''':in" 

Analytical Modeling 

• helicopter elastomeric dampers 

• Anelastic Displacement Fields 
(ADF) material model 

Multiple-ADF model for: 
1) temperature 
2) . frequency 

• strain dependence (large strains) 
··3) low~strain no.nl 

Analytical Approach: 
Objectives 

PENNSTATE .-
• Develop an initial linear model for combined 

temperature and frequency dependence 
Method of Anelastic Displacement Fields 

• Develop a refined nonlinear modeling approach 
Improved performance over low strain amplitude range 

• Validate the material model 
Compare to time-domain experimental data 



Analytical Approach: PENNSTATE 
Multiple Anelastic Displacement Fields ., 

Initial linear multi-ADF model for temperature and 
frequency dependence: 

Constitutive Equations 

a = Gu(U 1
- i U;A I 

~\. ;=1"""" ) 
" Ane/astic strain 

UnreJaxed dynamic shear modulus 

Material in Simple Shear 
• x 

~u(t) 

'--... F(t) 

A (, IA) c;G .'A 
O'j = G u \U - CjU j =. aT --" U j (N equations) ,; \Qj 
Total strain "\ Inverse of relaxation time 
Coupling parameter Temperature Shift Function 

-

Analytical Approach: PENNSTATE 
Multiple Anelastic Displacement Fields .-
In general, a multi-ADF model is used for materials with 
"weaker" frequency dependence (i.e. elastomers): 

Storage 
Modulus 

Increasing Frequency =-===-

¢ Multi-ADF model is more effective over a broad 
temperature and frequency range 
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Analytical Approach: PENNSTATE 
Linear Curve-fit Example .-

• Fit linear Multi·ADF 
model to low· 
amplitude data 

2000 

~ ! 1500 
III 

'" :; 1000 
"C 
o 
:;; 

Dynamic Strain Amplitude: 1 % 

• Lord Corporation Data 
-- 3 ADF Curve-fit 
•••••• 1 ADF Curve-tit 

• • Data should be nearly 
linear and include 
several temperatures 
and frequencies 

o 100 200 300 

• Note: Example uses 
1 % strain amplitude· 
too large 

iii .s 
III 

'" :; 
"C 
0 
:;; 

1000 

800 

600 

400 

200 

0 
0.1 

Temperature (deg F) 

.. ' 
•••• 11 ••••••••• 

'" ....... 
10 100 

Frequency 

Analytical Approach: PENN ST ATE 
Nonlinear Model for Amplitude Dependence • _ 

.) Current approach: modify the internal relaxation 
behavior of the material using nonlinear functions 
of the anelastic stress 

o Curve-fit nonlinear equations to experimental 
stress time-histories 

F F 

. ____ ~~----x --. 
. 

----I----x 

Strganac, 
Johnson, 
& Panda 

Concentrate on nonlinearity in the 
material relaxation behavior 



Analytical Approach: 
Nonlinear Model Synthesis 

Multiple Anelastlc Temperature 
Displacement Shift 
Fields Model Funcilon 
~~~~ ",",-"'--'''-

Analytical Study: 

Fit to L.ow-Strain Harmonic 
Stress Time Histories 

PENN STATE 
Variation of Material Hysteresis Behavior .-

-·iii 5. 
c. 
'";;. 
:;:l ·50 ... 

Ci5 _100 

.]5'0 

.2",--::-_~ __ ~_~ __ .-.J 
.%0 ·ID I' 20 

Strain (%) 

Model "A" 

!- Stiffness (Slo!,e)~~i1a.-rtoil~ta_l 
• Damping (area) too large 

Model"S" 

• Stiffness (slope) too large 

,. Damping (area) similar to data 

:::::1/\, 
~ I:: .1 .......... ~ ........... 1\ 
::l g ·SI 

en ·11' 
·150 

·200 

·20 ·1' 
Strain (%) 

ID 20 
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Analytical Study: PENNSTATE 
Variation of Material Complex Moduli • -Variation of Moduli with Amplitude and Frequency 

for a High Damping Elastomer at Room Temperature 

AnaMlcal Trends: Exgerimental Trends: 

..................... . . 
I ',.10 Hz ••• 10 Hz 

Storage 
. ... ~ 

1 Hz " Modulus 
1HZ ...... ' . 

". 
'" " .... ~ .. .......... 

~ 
........ ~ 10 Hz 

Loss .. , . 
1 Hz 

Modulus , . . . .. . ~ . , . . , 
0.1 1 10 100 0.1 1 10 

She.r Stmin Amplitude (%) She.r SIr.ln Amplitude ('I.) 

Analytical Results: PENNSTATE 
Discussion .-

• Initial linear model 
- Linear Multi-ADF model fits material complex modulus data 

over a range of frequencies and temperatures 

- Initial characterization used data at 1 % strain amplitude: NOT 
linear data 

• Nonlinear model 
- Peak in loss moduli coincides with the largest rate of change 

of the storage moduli - trend matches experimental data 

- Nonlinear predictions are not accurate over a broad 
frequency and temperature range: most likely due to 
incorrect linear characterization 



Presentation Outline 

• Background & Motivation 

PENNSTATE 
~ .-

• Experimental Approach and Results 

• Analytical Approach and Results 

c:>. Conclusions & Future Work¢' 

Conclusions 
PENNSTATE 

Experimental: .-
• Low strain amplitude harmonic data was generated 

over the following ranges: 
- Amplitudes: 0.1 to 50% 

- Frequencies: 0.05 to 40Hz 

- Temperatures: ·40 to 200°F 

- With and without precompression 

• Dynamic material property trends: 
- Linear behavior at very low strains 

- Dynamic properties change rapidly as strain amplitude 
increases 

- Properties are relatively independent of temperature, 
frequency, and precompression at high amplitude 
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Conclusions 
PENN STATE .-Analytical Model: 

• A nonlinear model was developed in the following 
manner: 
- An initial linear model was developed to capture the material 

temperature and frequency dependence 

- Nonlinear relaxation behavior was introduced to model the 
material amplitude dependence 

• Analytical modeling trends 
- Dynamic material properties are captured over a range of 

frequencies and temperatures at a specific strain amplitude 
(linear model) 

- Dynamic material properties are captured over a range of 
strain amplitudes for a specific frequency and temperature 
(full nonlinear model) 

Future Work 
PENNSTATE 
~ .-

• Low strain amplitude harmonic data is currently 
being generated using the 5 new test specimens 

• Time domain data for model validation will be 
generated in the following forms: 
- dual frequency - transient loadings 
- quasi-static - material self-heating 

• The linear model will be characterized using very 
low strain amplitude data 

• Nonlinear model characterization and validation will 
then proceed 
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Vibration Absorbers 
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Abstract 

Damping of the rotor blade lag mode is especially critical in soft in-plane rotors. 
Lag damping is typically provided by hydraulic or elastomeric dampers. An alternative 
approach to providing damping over a broad frequency range is presented. This is 
accomplished with multiple individual vibration absorbers which are highly distributed in 
both space and frequency. The mass for the absorbers comes from a portion of the mass 
of the leading edge weight structure already incorporated into the blade. These absorbers 
are modeled as frequency dependent mass which is distributed along an elastic blade. By 
varying the number of discrete tuning frequencies, mass per unit length of the absorber 
system, loss factor of spring material and frequency range of the absorbers, the amount of 
damping produced can be varied. Through careful selection of these design parameters, 
substantial damping over a broad frequency range is obtained. In an initial conceptual, 
these absorbers are embedded inside the blade leading edge weight structure, which 
reduces total rotor weight, complexity and drag. In addition, future research issues 
critical to the effective implementation of this concept are addressed. 
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Roto,rcraft Lag Damping Using 
Highly Distr'ibuted Tuned 

Vibration Absorbers 
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Penn State University 
Aerospace Engineering 

7th IntI. Workshop on Dynamics & Aeroelastic 
Stability Modeling of Rotorcraft Systems 

October, 1997 
S1. Louis, MO 

Overview 

• Background: Lag Damping 

• Concept: Highly Distributed Vibration Absorbers 

• Model : Blade with Absorber System 

• Results 

• Summary & Future Research 
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Rotorcraft Lag Damping ~ 

• Soft in-plane rotors, air & ground resonance 

• Hydraulic 

• Elastomers 

• Active Constrained Layers 

• Electrorheological Fluids 

• Magnetorheological Fluids 

Lag Dampers 

• Current approaches 

• Increase total rotor weight 

• Increase complexity of rotor system 

• Increased rotor hub drag 

• Proposed approach 

• Use mass of existing leading edge weights 

• Provide adequate damping 

• Reduce rotor weight, complexity, drag 
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Damping Using Highly Distributed 
Tuned Vibration Absorbers 

_____ ===_TI _11 _11 _" __ 11_11_11_) 

• Zapfe, 1997 

• Multiple individual vibration absorbers highly distributed 

in both SPACE and FREQUENCY 

• Frequency dependent elastic foundation, 

distributed damping or distributed mass 

Vibration Absorber System In Blade 

• Leading edge weights approx. 15 - 20 % 
of blade weight 

• Portion of L. E. weights used in 
vibration absorber system 

@J Ii 
• Previously inert mass now productive in damping 

3 



Frequency Dependent Mass 

• Absorber system modeled as a frequency dependent 
complex mass per unit length 

N - number of discrete tuning frequencies 
pAj - mass per unit length 

CD j - natural freq. of ith portion of absorber 
llj - loss factor of spring material 

Frequency Dependent Mass 

• Combination of Individual Vibration Absorbers 

'" 

.1 

10 
Multiple Absorber System 

1o"2L----'--~-~~-~-~~----' 

o~~~~-~~-~-~~-~ 

-50 

~ -100 

"J -150 

-200 L----'-_~_"'__~_~_~~ _ ___' 
o 10 20 30 40 50 60 70 80 

Frequency (rad/sec) 
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Blade Model 
v 

[ L u-: _________ ---J 

• Hingeless blade modeled as an elastic beam 

• Lag motion 

pA v+ Elzz{v")" - Pv" - pAD..2v = Py{x, t) 

L 

where P = S pAn2X1dx1 ----.. CF Load 
x 

• Finite element discretization 

[M]{q} + [K]+D..
2
([KG]- [M])]{q}= {F{q,t) } 

Nominal Blade I Rotor Parameters 

• Operating speed: 0Nominal = 28 rad/sec 

• Non-dimensional rotating lag frequency : v~ = .62/ rev 

• Blade length = 8 m, blade chord = 0.5 m 

• Blade mass = 139 kg 

5 



Blade with Absorber System Model 
v If xc . uuv 

1 

• Outboard of blade flexure 

• Initial collocation of section mass centers 

• Distributed continuous system 

• Complex mass and stiffness 

Model used to study dynamic behavior 
---+- of blade with absorber system 

• Iterative eigensolution 

Design Parameters 

• N - number of discrete tuning frequencies ( (OJ ) 

• pAj - mass per unit length of absorber system 

• llj - loss factor of spring material 

• Frequency range of absorbers 
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Absorber Tuning Frequency Range 

• Range of absorber tuning frequencies should include: 
• Blade natural vibration frequencies 
• Progressive low frequency lag mode 

u 18 

3l 16 
=a 
~ 14 

~ 12 

~ 10 

g- 8 .... 
1..1... 6 
co 
::; 4 

~ 2 

~----

/ 
/ 

/ 

/ 
/ 

/ 

_------1 -v,:; 

~ ----
O~---~--~--~--~--~--~ 

o 5 10 15 20 25 30 

Rotation Speed (0) rad/sec 

Relationship Between Nand l1i 

<J:."O 2 
a.. 

"0 

<J:. 0 a.. 

"'J -100 '1, = .12, N = 30 

-----200 
0 5 10 15 20 25 30 35 40 

Frequency (rad/sec) 

• Desire Smooth Response with Frequency 

• N small for producibility 

• Reasonably high lli 
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Selecting Loss Factor of Absorbers 
0.08 ,-r---,---,-----,------.----,------, 

'0 
o 

:;:::; 

r:! 
en 0.04 
c:: .is.. 
E 0.03 

--~ n = 35 

n = 25 

8 ~t~------______ ~n~=~1~5~_ 
0.02 '----'--~-~~-~-~~-

0.05 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2 

lli 

N = 30 

2 < CD; < 34 

pAd = 3% 
pAs 

_ ... ~ lli ~ .07 for optimal damping at various 
rotation speeds 

Selecting Absorber I Blade Mass Ratio 
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Damping ratio increases with mass ratio 
and rotation speed 
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Selecting Tuning Frequency Range 

• 

• Constant absorber / blade mass ratio = 3 % 

~ 0.1 
o 
E 
Cl 0.08 
~ 

'0 0.06 
o 

:.;: 

~ 0.04 
Cl 
C 

.~ 0.02 __ 

II:l 
C 

5 

... 

6-30 (rad/s) " 

" 
" " " 

18 
(rad/s) 

" 

10 15 20 25 30 35 40 

Rotation Speed (0) 

Smaller tuning range yields higher damping 

Conceptual Design 

• Mass surrounded by rubber embedded 
in leading edge weight structure 
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Summary & Conclusions 

• Multiple vibration absorbers highly distributed 

both in SPACE and FREQUENCY 

• Inert mass now productive 

• Promising damping results without 
added weight, complexity and drag 

• Optimization of design ( N, llj, COj, pAj ) 

provides substantial damping of the lag mode 

Future Research 

• Physical realizations 

• Fit within leading edge weight envelope 

• Stroke must not impact inner cavity of blade 

• Effect on c.g. of blade cross-section 
• Blade flap - lag - torsion coupling; aerodynamics 
• Helicopter and blade stability 

• Experimental Demonstration 

• Effective implementation 

• Performance 
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