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Abstract

A highly-configurable analog system is presented. A prototype chip is fabricated
and an ADC and filter functionalities are demonstrated. The chip consists of eight
identical programmable stages.

In an ADC configuration, the first five stages are programmed to implement a 10-
bit ADC. The ADC has ENOB of 8 bits at 50 MSPS. The ENOB improves to 8.5 bits if
the sampling rate is lowered to 30MSPS. The ADC has an FOM of 150fJ/conversion-
step, which is very competitive with the state of the art ADCs. The first stage is
responsible for 75% of the input-referred noise power. The sampling noise is respon-
sible for 40% of the total noise power and the zero-crossing detector is responsible for
60%.

The chip is tested in two different filter configurations. In one test, the first two
stages of the chip are configured as a second order Butterworth filter and the third
stage is configured as an amplifier. In another test, the first three stages of the chip are
programmed as a third-order Butterworth filter. The desired filter functionalities are
demonstrated in both configurations. It is shown that in a third order Butterworth
filter, more than 90% of the noise is due to the zero-crossing detector of the last stage.
This is mainly due to the fact that the noise of earlier stages is filtered with the filter
transfer function, but the noise of the last stage is not filtered.

The ZCBC architecture has been used to avoid the stability problems and scale
power consumption with sampling frequency. A new technique is introduced to im-
plement the terminating resistors in a ladder filter. This technique does not have
any area or power overhead. An asymmetric differential signaling is also introduced.
This method improves the dynamic range of the output signals, which is particularly
important in new technology nodes with low supply voltage.
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Chapter 1

Introduction

While digital FPGAs provide a fast and cost-efficient method to prototype digital
circuits, the development of similar system for analog circuits is still limited because
it is difficult to realize a programmable analog system that can be configured to wide
variety of analog circuits. A highly programmable analog system that can be config-
ured for an arbitrary analog functionality is very valuable. Many electronic devices
use multiple communication standards. As the number of communication standards
are growing rapidly, electronic devices tend to incorporate more communication stan-
dards, which increases the cost of the system. To integrate multiple standards on the
same chip, a highly-programmable analog system can replace the analog blocks of all
these systems. In addition, highly-programmable analog systems can be used as the
analog core of software defined radios (SDR) to perform its required analog function-
alities such as analog to digital conversion (ADC), filtering, and programmable gain
amplification. Clearly, SDR requires programmable radio frequency circuits as well
(such as programmable mixer, low-noise amplifier, oscillator). Highly programmable
analog systems can also be used in fast prototyping of analog systems. They can
also be used for educational purposes (similar to digital FPGAs that are used in
educational implementation of digital systems).

Field programmable analog arrays (FPAA) have been previously proposed [1] . It
uses continuous-time blocks whose gain is programmable by changing transconduc-

tance of amplifiers. Programmable connectivity between analog circuits is a major

19



challenge in reconfigurable analog systems. It uses permanent connection between
adjacent blocks and sets the gain of adjacent blocks to zero to effectively discon-
nect them. Another implementation uses programmable transconductance and pro-
grammable capacitor to control the gain of stages [2]. A programmable ADC that
can be configured as sigma-delta or pipeline employs programmable capacitors, pro-
grammable connectivity, and adjustable biasing [3]. This project demonstrates a
highly-reconfigurable analog system that can be used to implement pipeline ADCs
and switched-capacitor filters. Zero-crossing based circuits (ZCBC) are utilized for

superior power efficiency and reconfigurability.

In the rest of this chapter, ADCs and switched-capacitor filters are reviewed. In
Chapter 2, zero-crossing based circuits are described. Chapter 3 describes how the
system is implemented. Chapter 4 analyzes the noise of the system and Chapter 5
reviews the sensitivity of the reconfigurable system to capacitor mismatch and to the
offset of the zero-crossing detectors. Chapter 6 describes the measurement results of

the fabricated chip and Chapter 7 concludes the thesis.

1.1 ADC Review

An analog to digital convertor (ADC) converts an analog signal to its correspond-
ing digital code. Main ADC architectures include flash ADCs [4][5][6], successive-
approximation-register ADCs [7][8], pipeline ADCs [9][10], sigma-delta ADCs [11],
and time-interleaved ADCs [12][13]. As shown in Figure 1-1, each architecture is
more suitable for a particular range of sampling rate and resolution [14]. Flash and
time-interleaved ADCs are suitable for higher speeds than pipeline ADCs (which is
not shown on Figure 1-1). There is an overlapping area where more than one archi-
tecture may be suitable. Pipeline ADCs are chosen for this research to cover medium

to high speed and resolution range.

20
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Figure 1-1: ADC Architecture for different sampling rates and resolution [14].

1.1.1 Pipeline ADC

Pipeline ADCs consist of several identical stages that are cascaded. The block dia-
gram of each stage is shown in Figure 1-2. Each stage is composed of four components,
a sub-ADC, a digital-to-analog convertor (DAC), an adder, and an amplifier. A sub-
ADC is usually an ADC with limited number of quantization levels, n. For example,
it may be a flash ADC with only one or two bits, while the overall pipeline ADC may
have 10-14 bits.

When an analog signal is converted to a digital code, there is a difference be-
tween the amplitude of the analog signal and the amplitude of the digital code. The
difference is due to the limited number of the bits in the digital code and is called
quantization error. As the number of the digital bits increases, the quantization error
reduces.

In pipeline ADCs, the sub-ADC has a limited resolution. To increase the overall

resolution of a pipeline ADC, the quantization error of the sub-ADC is sent to the

21



A

Vin —1 sub-ADC I

Digital Code

Figure 1-2: Block diagram of one stage of a pipeline ADC

subsequent stages. Subsequent stages convert the quantization error of earlier stages
to the corresponding digital codes and add it to the overall digital output. As a result,
each cascaded stage increases the resolution of the ADC. To find the quantization
error of each stage, V,, the output of the sub-ADC is sent to a DAC and subtracted
from the input signal as shown in Figure 1-2. Since the amplitude of V; is small, it is
typically amplified. If n is the number of the bits of the sub-ADC, the range of V is
smaller than the full-scale input range by a factor of 2% If it is desired that V}, and
V..t have the same range, the amplifier should have a gain of 2". This is usually the
case for pipeline ADCs utilizing identical stages. Figure 1-3 shows the relationship
between the input and output of each stage and the corresponding digital code if the
sub-ADC has 2-bit resolution.

To construct the digital output code of a pipeline ADC, the output of each stage
should be multiplied by the gain of earlier stages and added to the final digital code.
If a pipeline ADC has k stages, and each stage has n quantization bits (Di for stage
i), the digital output code of the ADC is given by:

ADCooqe = D1+ D2%2" + D3 % 2" + ... + Dk % 270" (1.1)

1.1.2 Over-Range Protection in Pipeline ADC

The sub-ADC may have an offset in its threshold voltages for different digital codes

as shown in Figure 1-4. As a result, V,,; may exceed the full scale input range (Vs
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Figure 1-3: The relationship between the input and output signals for each stage of
a pipeline ADC when the sub-ADC has 2-bit resolution (n=2).

or -V,er) of subsequent stages for some values of Vj,. In that case, the subsequent
stages cannot resolve the input voltage in the region that saturates the subsequent
stage. To avoid this problem, the threshold voltages of the sub-ADC are chosen so
that the output does not exceed V,.; or -V, as shown in Figure 1-5. If needed, the
number of threshold levels can be increased. This method provides some margin of

error for the threshold of the sub-ADC digital codes.

1.2 Filter Review

There are two main architectures to implement switched-capacitor filters, biquad
filters [15] and ladder architecture [16]. Since this chip is intended to implement
any arbitrary filter, the exact functionality of each stage is not known a priori. For
example, the order of the filter and its cutoff frequency are programmable. Since
biquad-based filters are sensitive to capacitor matching [16], ladder filter architecture

is used in this research.
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Vout Threshold Offset Threshold Offset

Figure 1-4: The effects of the offset of the sub-ADC threshold levels on the output
voltage.

1.2.1 Passive Ladder Filter

Figure 1-6 shows a passive ladder filter. The number of storage components (capaci-
tors, and inductors) determines the order of the filter and the type of the components
determines the type of the filter. For example, Figure 1-6 shows a low-pass filter. If
the capacitors are replaced with inductors, and the inductors are replaced with ca-
pacitors, a high-pass filter is obtained (Figure 1-7). Similarly, replacing capacitors in
Figure 1-6 with a parallel combination of a capacitor and an inductor, and replacing
the inductor with a series combination of a capacitor and an inductor results in a
band-pass filter (Figure 1-8). The value of the capacitors, inductors, and the resistors
determine the cut-off frequency of the filter and the shape of the filter (e.g. Butter-
worth, Chebyshev, and Elliptic). The design of ladder filters is researched extensively
[17][18]. The value of each component in the ladder filters can be easily determined

with software as well [19].
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Figure 1-5: Over-range protection to provide margin for sub-ADC threshold levels.
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Figure 1-6: Passive implementation of a fifth-order low-pass ladder filter.

1.2.2 Active Ladder Filter

An opamp-based implementation of the low-pass ladder filter is shown in Figure 1-9
as proposed by [16]. This architecture is used to implement filters in this chip. In this
section, first it is shown that the passive filter in Figure 1-6 and the active filter in
Figure 1-9 are equivalent. Then, it is described how to determine the value of different
components in the active filter, if the value of all components in the equivalent passive
filter is known.

In Figure 1-6, the state variables are, Vi, 412 , Vi, %14, and V,,,. Each state

variable can be written in terms of other state variables and the input. For example,
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Figure 1-7: Passive implementation of a high-pass ladder filter.
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Figure 1-8: Passive implementation of a band-pass ladder filter.

Vi1 can be written as a function of other state variables as in Equation 1.2. For
simplicity, it is assumed that R; = 1 and R5 = 1.
aViy  AVp 1

7 = TAL = a;(vm - Vi — Z12) (1-2)

In Figure 1-9, the state variables are, Vi1, Vay , Va3, Vau, and V... In the active
filter, V5, is equivalent to Vj; in the passive filter. V5; can be written as a function
of other state variables as in Equation 1.3. For simplicity, it is assumed that all the

sampling capacitors have a unit value.

1

AVy = 6’;(

Vin — Va1 — Vag) (1.3)

Table 1.1 shows the equivalent state variables in the two filters. In order to make
Equation 1.2 and Equation 1.3 equivalent state equations in the two circuits, the

relationship between Cy; and C;; should be:
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CVll

Con = At

- Cll fclk

(1.4)

where At in the passive filter is equivalent to the period of each clock cycle in the

active implementation. Table 1.2 shows the equivalent state equations for the two

circuits. Since the state equations are equivalent, the two circuits are equivalent as

well. Table 1.3 shows the value of each component in the active filter based on the

value of its corresponding compoent in the passive filter.
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Figure 1-9: Passive implementation of a band-pass ladder filter.
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Table 1.1: Equivalent state variables in the passive filter and the active filter.

Passive filter | Active filter
Vii Vo

112 Vao

Vis Vas

114 Vaou

‘/out ‘/;ut

1.2.3 Thesis Contribution

In this research, a new architecture for a reconfigurable analog system is proposed.

This architecture is suitable to implement an ADC and low-pass ladder filters. Zero-

crossing based circuits are used for the first time to implement a reconfigurable sys-

tem. It is also the first time that filter functionality is achieved with zero-crossed

2
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Table 1.2: Equivalent equations in the passive filter and the active filter.

Passive filter Active filter

dViy _ AV _ 1 ; _ 1
a At a;(vm — Vi —i1g) | AV = C_,A(‘/in — Vo — sz)

dia = Bl = L(V}, Vi) AVy = 5= (Va1 — Vas)
Wi = B — L (i, — iy,) AV = 5= (Vaz — Vaa)
o= B (g~ Vo) | AVar = 2 (Vas — Vi)
WVout _ AVoys

dt At 5115(2'14 — Vout) AVoys = CL%(‘/M — Vout)

based circuits. One unique characteristic of the proposed system is that the power
consumption scales linearly with the sampling rate.

Asymmetric signaling is introduced for the first time to increase the dynamic range
of ZCBCs. In addition, a new technique is introduced to implement the terminating
resistors of a ladder filter. This technique improves the programmability of the system
and reduces the complexity and area overhead of each stage.

The noise of the system is analyzed in both ADC and filter configurations. The
dominant sources of noise are identified and their noise contributions are quantified.
In addition, the sensitivity of the system to capacitor mismatch and the offset of
zero-crossing detector is analyzed.

Finally, a chip is fabricated to show the ADC and filter functionality. Many
measurements are performed to characterize the chip. The cost of reconfigurability

is also estimated for the fabricated chip.
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Table 1.3: The value of the components in the active filter based on the value of their
corresponding components in the equivalent passive filter.
Value of components in the active filter
Czl = Cll.fclk'
022 = ng.fclk
023 = Clg.fclk
024 = L14.fC“€
025 = 015.fclk

29



30



Chapter 2

Zero-Crossing-Based Circuits

(ZCBC)

Figure 2-1 shows an opamp-based circuit that amplifies its input. The analog input
signal is sampled across C; and Cj in phase 1. The opamp-based circuit transfers the
charge on capacitor C, to capacitor C; in phase 2. As a result, the output voltage is
equal to the amplified input signal. In a negative feedback configuration, the value
of differential input voltage of an opamp is close to zero. If the positive input of the
opamp is connected to the ground instead of Vi, the voltage at node V; is nearly
the same as the ground without direct connection to the ground. Therefore, it is
referred to as a virtual ground. The terminology is used even when the positive input
of the opamp is not connected to the ground. In general, the condition in which the
differential input of an opamp has zero value is referred to as virtual ground condition.

The same functionality can be implemented using zero-crossing-based circuits
(ZCBC) as shown in Figure 2-2 and proposed by [20],[21],[23],[24]. The opamp is
replaced by a combination of a current source and a zero-crossing detector. Unlike an
opamp that continuously forces virtual ground condition, ZCBCs detect the virtual
ground condition. To do this, the output starts from one extreme voltage (Vag or
ground) and swings toward the other extreme voltage. The zero-crossing detector
continuously monitors its differential inputs. When the virtual ground condition is

detected, it stops the output swing. If the detector has no delay, the shape of the
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output voltage waveform does not affect the accuracy of the circuit. If the zero-
crossing detector has a constant delay, the overshoot of the output voltage depends
on the delay and the slope of the output voltage when virtual ground condition is
detected. In this case, a linear output waveform yields the best performance because
with a constant delay and a constant slope at the output, the overshoot is always
constant. Many analog circuits including ADCs and filters tolerate a constant offset

at the output voltage as long as the output does not saturate.

In Figure 2-2, an analog input is sampled across C; and C, in a sampling phase
(phase 1). In the charge-transfer phase (phase 2), the input is amplified. To do S0,
the output is preset first. Then, the current source turns on. Since the current source
provides a constant current and the load is capacitive, the output voltage is a linear
ramp. The zero-crossing detector opens the sampling switch of the next stage when

virtual ground condition is detected.

One difference between ZCBCs and opamp-based circuit is the way the output can
be sampled. While the output of opamp-based circuits is ready for sampling during
phase 2 of the current clock cycle and phase 1 of the next clock cycle, the output of
ZCBCs can be only sampled during phase 2 of the current clock cycle.

Phase 2 _
Vo i
LY Vg In] e
N 1 1
11 I
(o :
Vin 1’$ ?2 vx V i
4 San [ '
X1 V] !
ch l

Vier-§—|

Figure 2-1: Basic opamp-based amplifier.
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Figure 2-2: Basic zero-crossing based amplifier.

2.1 Advantages of ZCBCs

ZCBCs have several advantages. One important advantage is its lack of explicit
feedback. Since opamp-based circuits have negative feedback and more than one
pole, the stability of the circuit is an important issue, and often requires large power
consumption. If the load or the feedback ratio of the circuit is variable, the frequency
compensation should be designed for the worst case situation. In ZCBCs, since there
is no explicit feedback, there is no stability concern even with widely varying load
and feedback condition.

While the speed of transistors improves in the new technology nodes, the intrinsic
gain of transistors degrades. Since large open-loop gain is desired for opamps, the
design of opamps is more challenging in new technology nodes. One method to
increase the gain is by cascading several gain stages which deteriorates the stability
of the system because of more poles. Another method to increase the gain of an
opamp is cascoding which is challenging with low supply voltage in new technology
nodes. As a result, opamp-based circuits are harder to design in new technology

nodes. ZCBC is more suitable for new technology nodes since the current source and

33



the zero-crossing detector can be optimized independently. Zero-crossing detector can
use cascaded stages for higher gain since stability is not a concern.

Finally, the power consumption of ZCBCs scale with the sampling frequency.
This is due to the fact that once virtual ground condition is detected, all parts of
the analog circuit including the current sources and zero-crossing detector turn off
and the circuits do not consume static power any longer. As a result, if the circuit
operates at a much lower speed, the power consumption scales accordingly. The power
consumption of opamp-based circuits can also scale by adjusting its bias currents.
However, the power consumption of ZCBCs can be adjusted for a very wide range of

sampling frequencies.

2.2 Sources of Nonlinearity

There are several sources of nonlinearity in ZCBCs [23]. The first source of nonlin-
earity is the delay of the zero-crossing detector. The delay causes an overshoot at the
output. If the output is a linear ramp, a constant delay of zero-crossing detector gen-
erates a constant overshoot and can be treated as a constant offset. However, delay
variation of zero-crossing detector from one clock cycle to another (for example, due
to common-mode variation) causes overshoot variation, which causes an error at the
output.

In new technology nodes, the output resistance of current sources are low. As
a result, when the output voltage changes, the current of the current source does
not stay constant and the slope of the output voltage does not stay constant either.
The nonlinearity of current sources causes signal-dependant overshoot variation. This
gives a similar effect to that of finite gain in opamps. In addition, voltage-dependent
capacitive load introduces nonlinearity at the output ramp, which causes overshoot
variation. In this chip, the size of the linear capacitive load is much larger than the
nonlinear parasitic capacitors. The delay of the zero-crossing detector is also sensitive
to the common mode voltage variation and the ramp rate at its input.

In opamp-based circuits, the current that passes through the sampling switches
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approaches to zero with time. As a result, the voltage drop on the sampling switches
is negligible. In ZCBCs, the current that passes through the sampling switches stays
constant during the sampling period. As a result, there is a voltage drop across the
switches during the sampling time. If the output current source provides a constant
current and the switch has a constant resistance, the voltage drop is constant and
causes an offset. However, current sources have a limited output resistance (especially
in new technology nodes). In addition, the resistance of switches changes widely with
the input voltage; as a result, there is a variation on the voltage drop of the sampling

switches, which causes an error at the output and the corresponding nonlinearity.

2.3 Solution to some Challenges

There are several techniques to improve the linearity of ZCBCs. One technique is
to use multiple ramps as opposed to one [23]. The first ramp is a coarse search
for virtual ground, and the next ramp(s) is (are) fine search. Since the ramp rate
decreases after the first ramp, there is less sensitivity to the delay variation of the
zero-crossing detector. The overshoot is also smaller because of slower ramp rate,
which corresponds to a smaller error at the output and a smaller offset.

Another technique to improve the linearity of ZCBCs is to split the output current
source in three sections [24] as shown in Figure 2-3. The output current source of
the first stage (Iy) should drive the capacitive load of the first stage (Ci; in series
with C}2) and the input capacitance of stage 2 (Cy in parallel with Cy). A large
current that charges Co; and Cyy passes through switch 1 and switch 2 and causes a
large voltage drop on those switches. Two current sources (I and I,) are added after
switch 1 and switch 2 to provide the current to capacitors Co; and Cyg and I is reduce
to provide current only to the capacitors in stage 1. In case of mismatch between Iy,
I, and I,, the mismatch current between the current sources passes through switch
1 and switch 2. The mismatch current is much smaller than the total current. Note
that I; and I, are controlled with the same signal that controls Jy. Since the current

that passes through the switches reduce, the voltage drop and its variation reduce as

35



well.

r
4;
* I
I
Cro
¥ Gy |
}:

Vref -é——

Stage 2

%

Switch 1

'l ‘ LXZX X
] !

A\ +
. chz

Figure 2-3: Spliting the output current source.
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Chapter 3

System Architecture and

Implementation

In this chapter, the architecture of the system is described and it is shown how
different functionalities are implemented. Then, the implementation of individual
circuit blocks is reviewed. A new technique is described to implement the termination
resistor in the filter. In addition, asymmetric differential signaling is introduced which
increases the dynamic range of the signal. Finally, full system simulation for a 10-bit

ADC and a third-order Butterworth filter are presented.

3.1 System Description

Figure 3-1 shows the block diagram of the ideal system. It consists of configurable
analog blocks, programmable switches, and the configuration block. Configurable
analog blocks have both amplification and integration functionality. Unlike digital
FPGASs, the required connectivity of analog blocks is limited (both in terms of number
of connections and the distance between source and destination blocks). As a result,
the switches are placed only between adjacent blocks.

Figure 3-2 shows how an opamp-based switched-capacitor circuit can either am-

plify or integrate the input signal. If the input signal is sampled on both capacitors
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Figure 3-1: Block Diagram of an Ideal System.

during phase 1, the total charge across the capacitors in phase 1 is given by:
Q[n] = (C1 + C3)Vipu[n] (3.1)

The charge on C is transferred to C5 in phase 2. The output at the end of phase 2

is:
Ci + Cs

Vini [n] (32)

Thus, the circuit performs amplification during phase 2.

If the input signal is only sampled on capacitor C] without resetting the integration

capacitor (Cs), the charge on capacitors C and C; are given by:

Qci[n] = C1Vin[n] (3-3)

ch[n] = ch[ﬂ. — 1/2] (34)
The charge on C) is transferred to Cy in phase 2. The output at the end of phase 2
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is:

C1Vim[n] + Qca[n — 1/2] _ Gy,
02 CQ inl

Voutln +1/2] = [n] + Voue[n — 1/2] (3.5)

Thus, the circuit performs integration.

Figure 3-3 shows the building block of a pipeline ADC. It has a set of bit-decision-
comparators (BDC) and reference voltages in addition to the basic circuit of Figure
3-2. The circuit samples the input across both capacitors during phase 1. BDCs
operate as the sub-ADC for each stage of a pipeline ADC. The sampled input voltage
is amplified during phase 2. Vi1, Vies2, and Viess are related to the outputs of the
DAC in each stage of a pipeline ADC which are controlled by the outputs of BDCs
and added to the output. The output voltage is given by:

C, + Cs
Cy

a Ci+Cs

%ut[n+1/2] = 02‘/’('6f.7: = Cz

‘/inl [n} (‘/ml[n] - VDAC) (36)

where Vpac is the desired voltage of the DAC in each stage of a pipeline ADC, and
Viefs 18 one of Vigs1, Viesa, and Viess depending on the outputs of the BDCs. The
output of the BDCs are also used to generate the final digital code for the sampled
input.

Similarly, Figure 3-4 shows the building block of a low-pass filter. It samples
two inputs that are being added and integrated. With differential implementation of
these blocks, inverting a signal can be easily performed by switching the polarity of
the differential signal.

Figure 3-5 shows the connectivity of five integrating blocks that form a fifth-order
low-pass filter. The exact transfer function of the filter depends on the integration

coefficient of each block.

3.1.1 The Need for ZCBC Implementation

Implementing the system with opamps raises two concerns. One is that in a highly-

programmable system, the output load of the opamp is not known a priori. As a
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Figure 3-3: Building block of a pipeline ADC.

result, the frequency compensation must be designed for the worst-case load and
feedback conditions. This greatly compromises speed and power consumption. An-
other concern with opamp-based circuits is the power consumption while the operat-
ing frequency changes. Opamps consume static power and are often optimized for a
particular speed. In a reconfigurable system, the required sampling rate may change
from one application to another. If the building blocks of the system use opamps, the
power consumption of the system does not scale with sampling frequency for a wide
range of sampling frequencies. To address both of these concerns with opamp-based

circuits, zero-crossing based circuits (ZCBCs) have been used in the proposed system.
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Figure 3-5: Schematic of an active ladder filter.

3.1.2 Implementation of a Reconfigurable Stage

Figure 3-6 shows the basic building blocks of each reconfigurable stage. It includes
two sets of sampling capacitors (C; and Cp) as needed during the filter functional-
ity. During the ADC functionality, only C; is active. A zero-crossing detector and
its corresponding current sources are used instead of an opamp. BDCs that con-
trol reference voltages are active for ADC functionality. For simplicity 3 BDCs and
reference voltages are shown, but the real implementation contains 5 BDCs and refer-
ence voltages. Seven programmable capacitors (Cf1-Cyr) are placed in the feedback,
which provide a reconfigurable integration coefficient. Gate-boosting blocks are used

to lower the resistance of the reconfigurable switches. The analog input of the gate-
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boosting blocks is buffered to reduce the effects of its capacitive load on other blocks.
All circuit components are reviewed in the next sections. The schematic is shown as

single-ended for simplicity, but it is implemented differentially.
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Figure 3-6: Basic building block of reconfigurable stage.

3.1.3 ADC Configuration

In the pipeline ADC configuration, 5 BDCs provide 2.6-bit quantization for each stage
(which includes 0.6 bit over-range protection). For example, cascading five stages
provides 10-bit resolution. Each stage has digitally-configurable feedback capacitors
(C11-Cyr) which provide programmable integration-coefficients for filter functionality.
While these capacitors are not active in an ADC configuration, their parasitic capac-

itors increase the capacitive load at the output. As a result, the power consumption
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increases too. The programmable capacitors for the filter may be 10 to 20 times
larger than the ADC capacitors, resulting in parasitic capacitors that are comparable
in value to the ADC capacitors. Configurable switches are placed on both sides of
the feedback capacitors to isolate their parasitics from the rest of the stage. Switches
are bootstrapped to reduce their size and parasitic capacitance since bootstrapping
reduces the ON resistance of the switch. To avoid any disturbance on the virtual-
ground node, it is buffered by a source follower before feeding into the bootstrap
block. While most circuits are shown as single-ended, the actual implementation is

differential.

3.1.4 Filter Configuration

In the filter configuration, Vi,; and Vj,s are sampled across the sampling capacitors
C, and C,. The binary-weighted reconfigurable feedback capacitors are connected
to configurable switches, which determine the integration ratio. Table 3.1 shows the
ratio of the integration capacitor to the sampling capacitor for several different filters
if the sampling frequency is 50MSPS and the cut-off frequency is at IMHz. The BDCs

are turned off and only one of the reference voltages is used during the operation.

Table 3.1: Ratio of feedback capacitor to the sampling capacitor for each stage of
filter and different types of filters.

Filter Type Stage 1 | Stage 2 | Stage 3 | Stage 4 | Stage 5
1%t order Butterworth | 15.9

2md order Butterworth | 11.3 11.3

3% order Butterworth | 7.9 15.9 7.9

4th order Butterworth | 6 14.7 14.7 6

5th order Butterworth | 4.9 12.9 15.9 12.9 4.9

5% order Chebyshev | 16 8 23 8 16

3.2 System Components

In this section, the main building blocks of each stage are reviewed.
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3.2.1 Sampling Circuit

The main criteria for designing a sampling circuit are sampling noise, input band-
width, input voltage swing, and distortion. Bottom-plate sampling is used to reduce
signal-dependent distortion [25] as shown in Figure 3-7. In Figure 3-6, these are the
switches that are closed in phase 1.

Vin =

1d

Vout

L
jl_i
Figure 3-7: Single-ended bottom-plate sampling circuit.

The size of the sampling capacitor can be calculated based on the kT/C noise
budget of sampling circuit (which is reviewed in more detail in Chapter 4). The
3dB cut-off frequency of the sampling circuit is a function of switch resistance and
sampling capacitance as shown in Equation 3.7. The 3db frequency is set to be larger

than the signal bandwidth.

1

27rstitchC (37)

faap =

Another concern is the input-dependant resistance of the sampling switch. Smaller
input voltage swing causes less resistance variation at the cost of lower dynamic range.
In opamp-based circuits, the current that passes through the switches approaches zero,
but in ZCBCs, the current stays constant until the sampling moment. As a result,
resistance variation of the two switches causes output voltage variation in ZCBCs.
The resistance of the top-plate switch changes due to changes in V;,. The resistance
of the bottom-plate switch changes due to changes on common-mode voltage (here
shown as ground).

The top-plate and bottom-plate switches can be implemented in different ways, in-

cluding regular NMOS, high-voltage NMOS, regular transmission gates, transmission
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gate with high-voltage NMOS, and bootstrapped NMOS as shown in Figure 3-8.

Bootstrap -
Block —]_Vgs Constant
—| l-— —( |— A r—l_-
High Volta e Bootstrapped
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Gate Gate with
high-voltage
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Figure 3-8: Possible switches for signal sampling.

The resistance of a switch is given by Equation 3.8 [26].

1
Ron = 3.8
/anCox%(VGS - VTH) ( )
where Vpy is given by Equation 3.9 [26].
Vra = Vrao + ’Y(\[IQ‘I)F + Vsp| — \/|2‘I’F|) (3.9)

Virmo is the threshold voltage when body-biasing is zero (Vsp = 0), v is the body effect
coefficient, ® p=(kT/q)In(Ny,p/n;), and Vsp is the source to bulk potential difference.

The resistance variation is mainly due to variation in Vgg, since Vry variation is
attenuated by the square root and v in Equation 3.9. With regular NMOS, the gate
voltage is 1V (Vu=1V) when the transistor is on. If the input signal has a large swing
(for example between 0.25V and 0.75V), the switch resistance increases as the source
voltage increases. If high-voltage NMOS is used, the gate voltage is 2.5V (V=2.5V
for high-voltage NMOS) when the transistor is on. As a result, the changes in source
voltage correspond to less variation in Vg (percentage-wise). However, high-voltage
devices require much larger area, have larger parasitic capacitance, and require a level
converter so that a control signal in Vg = 1V domain is converted to Vg = 2.5V
domain. The conversion itself increases the delay of the control signal and increases
power consumption, which is not desired.

Transmission gate provides good conductivity for voltages close to ground or Vi
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where one of NMOS or PMOS are very conductive. However, for a signal near V, /2,
the transmission gate has a large resistance variation.

Bootstrapping provides a nearly constant Vgs across the switch. This implies
that when the source voltage is large (for example 0.7V), the gate voltage exceeds
the supply voltage (for example 1.7V). Since V,s and V4 do not exceed Vg4, the
large gate-voltage does not cause reliability problems. The switch resistance still
varies due to changes in the threshold voltage due to the back-gate effect. In this
system, bootstrapping is used. Figure 3-9 shows the resistance variation of different
switches (the resistance of all switches are normalized). Figure 3-9 shows that the
resistance of an NMOS switch changes by a factor of 1000. The resistance of a high-
voltage NMOS changes by a factor of 2.8. A regular, and a high-voltage transmission
gate have resistance variation by a factor of 18, and 1.8. Bootstrapped NMOS has

resistance variation by a factor of 1.4.

Resistance Variation of Switches
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Figure 3-9: Resistance variation of different switches.
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3.2.2 Bootstrapping

Figure 3-10 shows the bootstrap circuit [27] and Figure 3-11 shows the waveforms of
some voltages (from simulation). It has two inputs, V;; and Clk. When Clk is high,
transistor M1 is on and pulls down voltage V1 to zero. Transistor M9 and M8 are
also on and pull down V,; to zero, which turns on transistor M2 and charges voltage
V2 to V. The capacitor is charged to V4. Transistor M4 is also on which keeps M7
off. Transistor M3, M5, and M6 are also off.

When Clk is low, Transistor M1, M9, and M8 are off. Transistor M3 turns on
which turns on transistor M7. As a result V,,; is connected to V,. Since V2 was
charged to V;; when Clk was high, transistor M6 turns on and connects Vin to V1.
Since V;, is connected to one side of the capacitor and Vj, is connected to the other
side, Vout = Vin + Via. If Vo is connected to a gate of a transistor and Vj, is connected

to the source (Figure 3-8), Vg is held constant at Vag.

o T &

M7 ol
L M8 Mg —
V2
— M4
VA o | Vout
— .
M3 Fms fy_ Vin
M6
M1 SJ Clk

Figure 3-10: Schematic of bootstrap circuit.
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Simulation of Bootstrapping Block
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Figure 3-11: Simulation of the bootstrap circuit.

3.2.3 Zero-Crossing Detector

Zero-crossing detector replaces the opamp in opamp-based circuits to detect the vir-
tual ground condition. When it detects, zero-crossing detector turns off the sampling
switches of the next stage and the output current sources in its own stage. The
schematic of zero-crossing detector is shown in Figure 3-12 [24]. The first stage con-
sists of a differential amplifier and the second stage is a dynamic inverter [28]. Its
operation is based on the fact that Vj,, is pre-charged to a voltage larger than the
virtual ground and ramps down linearly, and Vj,, is pre-discharged to a voltage less
than the virtual ground and ramps up linearly. When Vinp 1s high and V,,,, is low, V,;
is high. As Vj,, ramps down and Vj,, ramps up, the voltage at V,; starts to reduce.
The second stage monitors V,; and when it passes the threshold voltage of transistor

M21, it pulls up V,3 and pulls down V,,,;. The signal Enb is used to preset V,, before
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the detection starts. When V., is low, the current source of the first stage turns off
to save power. It turns on before the next detection starts. In the first stage, the
active load is binary-weighted and programmable to adjust the offset of the detector.
Offset of the zero-crossing detector is mainly due to the mismatch of the transistors
in its first stage. Process variation also affects the threshold voltage of the second
stage of the zero-crossing detector. The offset of the zero-crossing detector causes
an overshoot at the output voltage. In other words, the offset of the zero-crossing
detector causes an offset at the output voltage. Table 3.2 shows some of the possible
offset adjustments. When a binary-weighted load is connected, it is shown by code

1, and when it is disconnected, it is shown by code 0.

First Stage Second Stage

/’—/\_\/’—‘/\‘“_\

ik Enb -45 I Enb
Vot € m21 W@t
Vinp =G Vinn  Enb —5— Vo2
Iref
-
- ar

Figure 3-12: Schematic of zero-crossing detector.

3.2.4 Current Sources

In an ADC configuration, the output voltage is sampled by the sampling switches.
After the output of a stage is sampled, the voltage on its sampling capacitors and
feedback capacitors are not needed any longer. In comparison, in a filter configura-

tion, since each stage is integrating its inputs, the current voltage of the integrating
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Table 3.2: Offset adjustment of ZCBC detector based on the programmable load of

the first stage.

Load on the positive leg | Load on the negative leg | Input Referred Offset
101 101 OmV

111 111 3mV

011 011 -10mV

101 011 -60mV

101 010 -100mV

101 111 +40mV

capacitor is needed in the subsequent clock cycles. As a result, the output current

sources should turn off quickly when the zero-crossing is detected. Figure 3-13 shows

the schematic of the current source. The current source is required to turn on and

off very quickly, which can be done either by controlling the gate of transistor M1 or

M2. Since the output current of the current source is mainly determined by transis-

tor M1, the control signal is applied to the gate of transistor M2 so that the settling

time of the gate voltage is less important. The linearity of the current source affects

the linearity of the system [23]. Transistors with long channel length and cascoded

architecture are used to improve the linearity.

Iref

lout

\/CGS V

e

M1

Figure 3-13: Schematic of a basic current source.
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3.2.5 The first Stage

The level of the input voltage in the first stage is 0.25V-0.75V for both inputs of the
differential signals. The input level of all other stages is 0.4V-0.91V on the positive
input and 0.09V-0.6V on the negative input. As a result, the threshold voltage of
BDCs and the reference voltages are adjusted accordingly for the first stage (it is
shown in the residue plots in Figure 3-16 and Figure 3-17).

Since the output of all stages are linear ramps, the sampling switches conduct a
relatively constant current to the sampling capacitor. As shown in Figure 3-14 and
proposed in [24], an additional current source is added after each switch to provide
a large portion of the current to the sampling capacitor. This technique reduces
the current that passes through the sampling switch and reduces the corresponding
voltage variation across the switch. Since the first stage samples its input from a
regular voltage source (without ZCBC operation), the corresponding current sources

are not needed.

3.2.6 Bit-Decision-Comparators (BDC)

Wide range of latched comparators have been developed [15],[29],[30]. Figure 3-15
shows the schematic of the bit-decision-comparator in this system (which is proposed
by [31]). The differential input is sampled across the sampling capacitors in phase 1
(Clk = 0), while all internal nodes are pre-charged to V. In phase 2, the sampling
capacitors are connected to the reference voltages. Transistor M1 and M2 start to
discharge V,,; and V,. If one of the output voltages is discharged more quickly
(for example V), it disconnects the other output voltage (V,,:) from the lower
transistors (M2). A regenerative action helps both V,,; and V,, to reach their final
voltage quickly. The mismatch of transistors and capacitors causes an offset in the
BDC. Two binary-weighted capacitors are added as the load to adjust the offset. Table
3.3 shows the offset for different load connection when the common-mode voltage is
500mV. The offset adjustment is to be used when the offset is larger than the over-
range protection. In this design, the BDC offset is adjusted manually for each stage.
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Figure 3-14: Basic building block of reconfigurable stage.

3.2.7 Residue Plot

Figure 3-16 shows the input-output relationship of each stage in ADC configuration
(residue plot) for the positive input of the differential signal. The expected range of
the input is from 0.5V to 0.833V. Two extra bit-decision-comparators are added (with
threshold voltage of 0.5V and 0.833V) to increase the input-range to 0.4V-0.92V. The
added margin is the over-range protection at the input. The output is expected to
swing between 0.5V and 0.833V and stays linear from 0.4V to 0.92V. Based on the
residue plot, five bit-decision-comparators are needed for each stage. The offset of

BDCs should be less than 27mV otherwise the output may saturate.
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Figure 3-15: Schematic of a bit-decision-comparator.

Table 3.3: Offset adjustment of bit-decision-comparator.

Load on the positive leg | Load on the negative leg | Input Referred Offset
OfF OfF OmV

3fF OfF -14mV

6fF OfF -27TmV

ofF OfF -36mV

9fF 3tF -22mV

3.2.8 The Analog Buffer

The schematic of the analog buffer is shown in Figure 3-18. If a regular source follower
is used, the voltage drop of the source follower reduces the level of the output voltage.
The output of the analog buffer drives a bootstrapping block. If the analog buffer
has a voltage drop, the same voltage drop appears at the output of the bootstrapping
block, which drives the gate of a reconfigurable switch. As a result, the voltage drop of
the source follower in Figure 3-6 causes lower overdrive voltage for the corresponding
reconfigurable switch. A large capacitor is included in series at the output of the
analog buffer to adjust its output level. In phase 1, when each stage is sampling its
input, the input of the analog buffer is connected to V.n, (Figure 3-6). During this
phase, V,,, is also connected to the output capacitor of the analog buffer and samples

the voltage drop of the source follower across the capacitor. In phase 2, when the
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Figure 3-16: Residue plot in ADC configuration.

sampled signal is being amplified or integrated, V,,; of the analog buffer tracks its
Vin without any voltage drop because the voltage drop of the source follower is added

back by the output capacitor.

3.2.9 Terminating Resistors

In a filter configuration, the terminating resistors at the input and output stages are
implemented by adding an additional local feedback, which samples the output of the
stage and subtracts it from the input in the next clock cycle (as shown in Figure 3-5).
This implementation requires an additional set of sampling capacitors (C,, in Figure
3-19a) when implemented in opamp-based system. In ZCBC implementation, the
local capacitor must sample the output at the same time as it is connected to the input
for integration. This timing conflict requires a second set of capacitors, so that one
set samples the output while the other set is connected to the input for integration.
A highly-programmable system requires such a block in every configurable stage.
However, the implementation of the block is expensive in terms of required area,

additional parasitics, and more complex control signals. A new technique is shown
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Figure 3-17: Residue plot of the first stage in ADC configuration.

in Figure 3-19. Figure 3-19a shows the original opamp-based implementation, where
the output voltage is sampled across a unit-size capacitor and then subtracted from
the input in the next cycle. The same output voltage is also sampled on the feedback

capacitor. The input-output relation of the stage is shown by Equation 3.10.

1

Vinal 1] = Voualn] + 5 (Vialn] = Vialt] = Vo) (3.10)
Figure 3-19b shows the new circuit which performs the same functionality by
splitting the feedback capacitor into two capacitors, one of which has a unit size.
Instead of subtracting the output of the stage from the input in the next cycle, the
unit-size capacitor in the feedback is discharged. The charge across both feedback

capacitors before discharging the unit capacitor is:

Q] = (A — 1)Voue[n] + Vo] = AV ] (3.11)

If the unit size capacitor is discharged right before the integration, the total charge
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vem =X —— Vout

Figure 3-18: The schematic of the analog buffer.

on the feedback capacitor is:

Qln] = (A — D)Vouun] + 0 = (A — 1)V, [n] (3.12)

After the unit size capacitor is discharged, it is connected back to other feedback

capacitors. The new output voltage is:

ALy (3.13)

V:)ut—new [n] = A

The output voltage after integration is given by Equation 3.14 which is the same

as Equation 3.10.

A-1
Vouln + 1) = 22V, 0] +

A (Vin[n] = Vine [n]) (3.14)

L
A

Since there are already binary-weighted capacitors in the feedback with the cor-
responding switches, this technique does not require any additional capacitors or
switches to implement terminating resistors. The only additional component is the
switch to discharge the unit-size capacitor (which is very small). Using this technique,

all stages can implement the terminating resistors without any penalty.
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Figure 3-19: Implementation of terminating resistors in ladder filters.

3.3 Asymmetric Differential Signaling

Traditionally, differential signals have the same swing on the positive and negative
direction. Figure 3-20 shows the signal swing at the output of each ZCBC block. If the
output current source stays on, the output ramps linearly till it reaches the saturation
region. ZCBCs are linear only if the output stays within the linear ramp region [23].
In Figure 3-20, Vu, is linear when it ramps up from 0V to 0.7V and Vi, is linear
when it ramps down from 1V to 0.3V. With symmetric differential signaling, each of
Voutp and Vo, can only swing between 0.3V and 0.7V. This indicates that the linear
output range where V,,, ramps from 1V to 0.7 and Voysn ramps from OV to 0.3V is
not utilized. With supply voltage as low as 1V, the unutilized linear region makes up
42% of the total linear region. Asymmetric output swing is employed to utilize the
full linear range of the output. Reference voltages are chosen from the residue plots

(Figure 3-16 and Figure 3-17) so that they support the asymmetric signal range.
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Figure 3-20: Signal swing in zero-crossing based circuits.

3.4 Programmability

The programmability of the system falls in three categories, functionality, calibration,

and power optimization.

3.4.1 Programmability for functionality

Each stage can be programmed to perform either integration or amplification. The
integration coefficient is determined by the ratio of the integrating capacitor to the
sampling capacitor. Programmable binary-weighted integration capacitors provide
the desired integration coefficient. In filter configuration, an additional local feedback
loop is required in the first and the last stage to implement the terminating resistor.

The terminating resistor can be programmed to be active or inactive as needed.

Similarly, BDCs can be turned off if not needed (for filters). Each stage has two
sets of sampling capacitors. Depending on the functionality, one or both sampling

capacitor is activated.
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3.4.2 Programmability for Calibration

If the ramp rates at the output of one stage matches the ramp rate at the input of the
next stage, smaller current passes through the top-plate switches and the distortion is
reduced. The ramp rate depends on the ratio of current sources and load capacitors.
The ramp rate can be adjusted by programmable binary-weighted current sources to
compensate for changes in capacitive load in different configurations. In addition, the

offset of BDC and zero-crossing detector can be adjusted.

Figure 3-21 shows the timing of phase 1 and phase 2 of the clock and the pulses at
the beginning of each phase. Non-overlapping clocks are used in this system. At the
same operating speed, a large non-overlap period results in smaller period for phase
1 and phase 2. Hence, a very small non-overlap period would be ideal. However,
since the clock tree has skew and jitter, the non-overlapping period increases the
skew and jitter tolerance of the system. In this system, the non-overlapping period
is programmable to compensate for clock skew without introducing excessive margin.

The non-overlap period can be adjusted from 100ns to 400ns (in 100ns steps).

Non-overlappnig
Pulse Duraton Period
—> —> &
v |

Phase 1 | j ! |

| ' | : :
Pulse 1 | —l | -I I -l
Phase 1 '

e Ll

Figure 3-21: Timing of different phases of clock and pulses.
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ZCBC architectures use short clock pulses at the beginning of both phase 1 and
phase 2 to initialize the operation. The strength of the switches that perform pre-
charging or pre-discharging may vary due to process variation. Similarly, the ca-
pacitive load of such nodes may vary. As a result, a programmable pulse period is
implemented to compensate for such variation. Each pulse can be programmed to be
from 100ns to 800ns (in 100ns steps).

The bias voltage for NMOS and PMOS transistors in cascode and the common-
mode voltage can be either generated on-chip or provided off-chip. It is more desirable
to generate these voltages on-chip to avoid the effects of bond-wire inductance. A

7-bit digital-to-analog convertor (DAC) generates each voltage.

3.4.3 Programmability for Power Optimization

If analog connectivity between some stages is not needed, the corresponding switches
can be programmed to stay off. In addition, the clock and reference currents of unused
stages can turn off to save power. The current source of any circuit block in each
stage can turn off if the block is not needed. For example, in the ADC configuration,
the zero-crossing detector of the last stage of pipeline ADC can turn off during the

whole operation. Finally, digital output of each stage can be turned off if not needed.

3.5 System Simulation

The system is simulated with Spectre and the output is sent to Matlab for more
analysis. In an ADC configuration, near Nyquist-rate sinusoid is applied to the input
of the system and transient simulation is performed. The output of the transient
simulation is sent to Matlab to analyze the frequency response.

To ensure that the simulation setup is appropriate, the system was first imple-
mented with ideal elements using VerilogA models. Simulation settings such as an
absolute and relative tolerance of voltages and currents and maximum time step are
adjusted in this phase for 13-bit accuracy. Then, different components are replaced

with the real implementation one at a time to evaluate the performance of each block.
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Some voltages, such as supply voltages and reference voltages, are expected to stay
constant. However, high-frequency activities in the system disturb these voltages
when the voltages are provided off-chip due to the inductance of the bond-wires.
The bond-wire model is added to the simulation so that the disturbance of these
voltages and its effects on system performance can be estimated. The power supply
model is shown in Figure 3-22 where R is 50ohm and L is 2nH. The disturbance
can be mitigated by adding on-chip decoupling capacitors. The required size of the

decoupling capacitors is estimated from the simulation.

R L
AN M

Ct) 1V Vg

Figure 3-22: The power supply model.

The performance of pipeline ADC can be estimated from the performance of the
first stage by measuring the distortion of its analog output voltage. This approach
reduces the simulation time and is suitable for early simulations. Including all stages
in simulation slows down the simulation significantly, but has several advantages.
One advantage is that it confirms that the stages work properly together. In addi-
tion, all stages show their disturbance contribution to the reference voltages and the
performance of the system can be measured more accurately.

Figure 3-23 shows the simulated performance of the ADC when a near Nyquist-
rate sinusoid is applied. For this simulation, the ADC consists of five stages, each
with 2.6-bit quantization level. The system has 10.6-bit quantization levels. The
simulation includes the real implementation of all stages (as opposed to analyzing
the overall performance based on the performance of the first stage). The simulation
also includes the bond-wire model to account for transients on constant voltages, but

it does not include device noise and capacitor mismatch. The simulation results in
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effective number of bits (ENOB) to be 9.8-bit (which shows the linearity of each stage
in this configuration). Adding the device noise, ENOB degrades further to 9.03bits.
The transient simulation contains 64 clock cycles. Repeating the simulation with 256
clock cycles resulted in similar results suggesting the low number of the clock cycles

does not cause inaccuracy.
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Figure 3-23: Simulated ADC performance when a near Nyquist-rate input is applied.

Integral nonlinearity (INL) is the deviation of the actual output from the ideal
output. The proper method of measuring INL is by applying a low-frequency sinusoid
to the ADC, gathering the outputs over a large number of clock cycles, and performing
statistical analysis [33]. However the system simulation for such purpose takes a
prohibitively long time. In addition, during the simulation, the exact value of the
input signal is known which can be used to better estimate the INL. The INL of the
system is estimated based on the transient simulation with 64 clock cycles and shown
in Figure 3-24. This simulation provides a rough estimate of the INL based on very
limited sampling points.

To evaluate filter functionality of the system, it is programmed as a 3rd order
Butterworth filter. Separate transient simulations are performed at different input

frequencies. The frequency response of the filter is shown in Figure 3-25.

62



INL

Output Magnitude

INL of ADC.

08

0.6 |

04+

0.2}

-0.2 |

~g4at

-0.6 |

-08 |

T T

Figure 3-24: Estimated INL of ADC from simulation.

30 40
time

Frequency Response of Filter

50

60

70

-10}

-20}

-304

r

-so} —-D—- Simulation

80 . dded i aad

i A Bdkndhdd 2 R

10 10

10°
Inout Frequency [Hz}
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Chapter 4

Noise Analysis

During the design, the noise of the system should be estimated to ensure it is within
the noise budget. The goal of this chapter is to estimate the noise when the chip is
configured as an ADC and as a filter. In this chapter, the noise is reviewed briefly.
Then the noise of a 10-bit ADC is estimated. After that, the noise of a third-order
Butterworth filter is calculated. In each of the ADC and filter configurations, the
main sources of noise are determined, and their contribution to the overall noise is

calculated.

4.1 Noise Review

The noise of comparator-based switched-capacitor (CBSC) circuits has been analyzed
in detail [21]]22]. [22] shows that the main two sources of noise are the sampling noise
(kT/C), and the noise of the preamplifier in a CBSC comparator. The noise of other
circuit blocks such as current sources and switches has been also analyzed and shown
to have significantly lower noise contribution. [22] also shows that the noise of the
comparator-based system is non-stationary (meaning at least one of the mean and the
standard deviation is time-dependant). The noise of different circuit blocks has been
calculated twice, once when the circuit is in steady-state, and another time when
the circuit it is not in steady-state. It has been shown that while the assumption

of steady-state condition is more accurate. In out system, since the zero-crossing
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detector is using a wide-band pre-amplifier, steady-state analysis is accurate.
Since the purpose of this chapter is a first-order estimate of noise in the system,
the noise is assumed to be stationary. In addition, only the dominant sources of noise

are taken into account.

4.1.1 Sampling Noise (kT /C Noise)

Figure 4-1 shows a basic sampling circuit where an NMOS transistor is used as a
switch. When the transistor is on, the voltage across the capacitor tracks the input

voltage. The resistance of the transistor creates thermal noise which can be expressed

by Equation 4.1 [15].

Snr(f) = Vir(f) = 4kTR (4.1)

where k is Boltzmann constant (1.38x107%2% J/K), R is the ON resistance of the
transistor when it is on, and T is temperature in degrees Kelvin. The thermal noise
is a white noise and can be modeled as a voltage source of V, zr(f) in series with a
noiseless resistor as shown in Figure 4-2. The total mean-square noise is the integral
of S, r(f) over all frequencies as shown in Equation 4.2. Note that the integral is
infinite if the noise is not filtered. In practice, the noise is always filtered either by

capacitive load at the output or by parasitic capacitances.
Sample

N1
Vin = Vc

Figure 4-1: A basic sampling circuit.

V2= [ Sun(hdf (42)
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Noiseless Resistor

Figure 4-2: Circuit model of the noise of a sampling circuit.

The input signal is suppressed in Figure 4-2 to calculate only the noise contribution
at the output. The noise of the resistor, V, g, is filtered by the low-pass RC circuit.

The transfer function from V,, g to V., is given by Equation 4.3.

%ut 1

Vor® T RGs 11 (4:3)

The noise power spectral density is shaped by the transfer function. The output noise

spectral density can be written as Equation 4.4 [26].

1
(27fRC? + 1

‘/out

2 £} = 4kTR
Vn,R(J 7f)l

Sout(f) = Sn,R(f)‘ (44>

The total mean-square noise is the integral of the output noise density over all fre-

quencies as shown in Equation 4.5.

kT
(2rfRC)? + Y= (45)

Spout = / 4kTR
0

While the noise is generated by the resistor, the overall noise is only a function of
the sampling capacitance. This is due to the fact that the noise spectral density is
proportional to the resistance value, but the cut-off frequency of the filter is inversely
proportional to the resistance value. It is important to note that while the total mean-
square noise only depends on the capacitance, the power spectral density (PSD) still
depends on the resistance of the switch. This is important if thermal noise is further

filtered by a subsequent circuit. In such cases, the total mean-square noise depends
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on the power spectral density of the noise and the bandwidth of the whole circuit.
When the switch is still closed in Figure 4-1, kT/C noise appears across the

capacitor. When the switch is opened, the noise is sampled across the capacitor. The

sampling noise (kT/C) can be reduced either by lowering the temperature (which is

not typically a design option) or increasing the size of the sampling capacitor.

4.1.2 Effective Number of Bits (ENOB) and Figure of Merit
(FOM)

When an analog signal is quantized, a quantization error is introduced which is the
difference between the analog input signal and the digital output signal. For an ideal
ADC, the mean square quantization error is given by Equation 4.6 [34].

o5 _ (A4/27)?

Vi=T (46)

where A is the full-scale range of the ADC and N is the number of quantization bits.
The quantization error is one of the factors that limits the signal-to-noise ratio (SNR)
of an ADC. It is shown that for an ADC with large number of bits (for example 10
bits or higher), quantization error can be treated as white noise if sampling is non-
coherent [35]. If a sinusoidal signal with an amplitude of A/2 is applied to an ideal

ADC with N-bit quantization, the signal-to-noise ratio is shown by Equation 4.7 [34].

SNR = N x6.02dB + 1.76dB (4.7)

Signal to noise and distortion ratio (SNDR) is the ratio of the signal power to the
total power of quantization error, noise, and harmonics. The effective number of bits

(ENOB) of an ADC is defined by Equation 4.8.

SNDR — 1.76dB
ENOB = 6.02d B/ bit (48)

To compare different ADCs with different bit-resolution, different sampling fre-

quency, and different power consumption, a figure of merit (FOM) is defined. The
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FOM normalizes the power consumption with respect to the bandwidth of the input

signal and ENOB as shown in Equation 4.9 [36}[37].

PowerConsumption
9ENOB

FOM =
2flnputBa'r’adwidth *

4.1.3 Noise Gain

Figure 4-3 shows a simple block diagram of a system with transfer function of H(s)
where Vj,(s) is the input and V,,.(s) is the output of the block. The input-output

relation is given by Equation 4.10.

= H(s) (4.10)

Vin(s) ‘ Vout(s)
s | ") s

out

Figure 4-3: General block diagram of a system with transfer function of H(s).

Similarly, if Si(8) = |Va,in(s)[? is the noise power spectral density (PSD) at the
input and Sou(s) = |Viou(s)|? is the noise PSD at the output, the relation of the

input and output noise is given by Equation 4.11.

Sout(8) _ IVn,out(3)|2 _
Si (S) |Vn,in(3)|2

If the transfer function from an internal node to the output is known, this equation

[H{(s)I? (4.11)

can be used to calculate the noise at the output due to the noise at the internal node.
Signal gain is the value of the transfer function for the in-band signal. If Equation
4.11 is used to refer the output noise to the input of the system, the signal gain should

be used so that the signal-to-noise ratio can be correctly calculated at the input.
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4.1.4 Noise Bandwidth (NBW)

If a system has low-pass characteristics, noise bandwidth can be defined as follows:

1 oo ,
NBW = ITJ(O_)P/O \H(f)2df (4.12)

where H(f)=H(s) for s=j2nf.

The noise bandwidth can be used to calculate the output noise of a low-pass circuit
when a white noise is applied (by multiplying S;,(0) with the noise bandwidth). For
a first-order low-pass filter, noise bandwidth is given by Equation 4.13 [15],[26].

NBW = 7 fuis (4.13)

Equation 4.12 can be evaluated numerically with Mathematica (as shown in Ap-
pendix B). Table 4.1 summarizes the NBW for low-pass filters of different orders if
all poles are located at the same frequency. The noise bandwidth in Table 4.1 can be

used to estimate the noise of the chip when it is configured as a filter.

Table 4.1: Noise bandwidth of low-pass filters when all poles are located at the same
frequency.

Order of the filter | Noise Bandwidth
First order 1.57 fpote
Second order 0.78 fpote
Third order 0.58 fpole
Fourth order 0.49 fpole
Fifth order 0.43 fpole

4.1.5 Noise of an amplifier
Thermal noise of a MOSFET can either be modeled with current noise at the output
as shown in Figure 4-4a or with a voltage noise at the gate as shown in Figure 4-4b
[26]. For a long-channel transistor in saturation, the noise spectral density is:
12 = 4kTwg,, = §kTg (4.14)
n m 3 m .
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— 4kT~y _ 8kT

V2 o =37 (4.15)

n

where 7 is 2/3 for long-channel transistors. Equation 4.14 suggests that an increase
in g, increases the current noise at the output and Equation 4.15 suggests that
an increase in g, decreases the voltage noise at the input. In many cases, since the
amplitude of the input signal is fixed, the signal-to-noise ratio is calculated by referring

the noise to the input. In these cases, an increase in g,,, improves signal-to-noise ratio.

\A
-5 @1 05

a) b)

Figure 4-4: Thermal Noise of a MOSFET.

A basic differential amplifier is shown in Figure 4-5, which includes the transistor
noise. Transistors M3, M4, and M5 are biased with constant voltages and are used
as current sources. Since the output is fully differential, the noise of transistor M5
appears similarly at both V., and Vo, and cancels out if the output is differential.
The input referred noise density of the amplifier is given by Equation 4.16, assuming

perfect matching between transistor M1 and M2, and between transistor M3 and M4.

_ 2 2.
VA(f) = 4KTy(—+ Im3 ) (4.16)
m ml

This is white noise and if the bandwidth is not limited, the mean-square noise is

infinite. In practice, the capacitive load at the output limits the bandwidth.

4.1.6 Noise Aliasing

The block diagram of a sampling system is shown in Figure 4-6, where x(t) is the

input signal which is sampled by p(t), a train of impulses. The time-domain and
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Figure 4-5: Basic differential amplifier and its sources of noise.

frequency domain representation of p(t) are shown in Figure 4-7 and Figure 4-8 [38].

p(t)

x(t) » X (1)

Figure 4-6: The block diagram of signal sampling.

If the input signal bandwidth is larger than half the sampling frequency, the high-
frequency components of the signal are aliased to the lower frequencies [39] [40] as
shown in Figure 4-9. In particular, since many sources of noise have a wide bandwidth,
their high-frequency noise may alias into lower frequencies due to sampling. This is
referred to as noise aliasing or noise folding. The total mean-square noise does not

change due to sampling, however the power spectral density (PSD) changes. If white
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Figure 4-7: Time domain representation of the sampling signal.
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Figure 4-8: Frequency domain representation of the sampling signal.

noise is not filtered, it has infinite power. In continuous-time circuits, white noise
may be filtered by subsequent circuits. However, if white noise is sampled before
being filtered, its PSD is infinite. As a result, any filtering in the subsequent stages

does not lower the noise which is aliased into the signal band.

4.2 Noise of the ADC

This section estimates the noise of the ADC for the designed chip. The dominant
sources of noise in an ADC are the sampling noise and the noise of the zero-crossing
detector. The input signal of the chip is differential and each differential input has
a peak-to-peak value of 0.5V. As a result, the mean-square input signal is given by

Equation 4.17.

V2 = = _Vy? (4.17)



Maximum output
bandwidth due to sampling

Figure 4-9: Frequency domain presentation of the sampling signal.

where A is the peak-to-peak amplitude of the sinusoidal input. The mean-square
quantization error is calculated in Equation 4.18 for a 10-bit ADC.
75 _ (A/2V)?

V2=

2
_ 4..
- = 9V (4.18)

The size of sampling capacitors is 180fF on each differential input. Since the sam-
pling capacitors of the differential inputs are in series, the total sampling capacitance

is 90fF. Equation 4.19 shows the total sampling noise.

kT
Ssampling = "7 = 46nV?> (4.19)

Since the pre-amplifier in the implemented zero-crossing detector has a gain of

10, the noise of the threshold detector is attenuated by a factor of 10 (according
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to Equation 4.11) and can be ignored compared to the noise of pre-amplifier. The
input-referred noise of the pre-amplifier can be calculated similar to Equation 4.16 or

obtained from simulation. The noise as found through simulation is:

Spre—amplifier = 120nv2 (420)

The noise gain from the input of the pre-amplifier to the output is 3 and the gain
of the input signal to the output is 4 (Appendix D). As a result, the noise of the
pre-amplifier is multiplied by (2)? if it is referred to the input. The input-referred
noise of one stage consists of the noise of all components when referred to the input.
Since the sources of noise are uncorrelated, the total mean-square noise is the sum of

individual mean-square noise referred to the input [15] as shown by Equation 4.21.

3
Sone—stage = 46nV? +120nV? * (Z)Z = 114nV? (4.21)

The total noise of the ADC can be calculated by referring the noise contribution
of all stages to the input of the ADC and adding them up. Since the noise of different
blocks are uncorrelated, their mean-square values are added. Since the gain of each
stage is 4, the mean-square noise is scaled by a factor of 4% when it is referred from
the output of each stage to its input. The total noise of an ADC is calculated in
Equation 4.22.

1
Sapc = 1+ —+ ()2 +(=)*+ (25)4) x114nV? = 1.33%114nV? = 152nV? (4.22)

The mean-square noise can be added to the quantization error to calculate the
ENOB of the ADC only due to its thermal noise and quantization error (ignoring

harmonic distortion).

Sapc = T9nV? 4 1.33 + 114nV? = 227nV? (4.23)

According to Equation 4.8, this corresponds to an ENOB of 9.24bits (with the
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harmonic distortion being ignored). This can be compared with the measurement
results when the input is grounded. With grounded inputs, no harmonic distortion
is present and the measured mean-square noise is only due to noise and quantization
error. In Chapter 6, it is shown that the noise of the system with grounded inputs

corresponds to an ENOB of 9.26bits.

Note that in an ADC configuration, the sampling noise and the noise of the pre-
amplifier are aliased back to lower frequencies due to sampling. Noise aliasing does
not change the total noise, but changes the power spectral density of the noise. Since
the subsequent stages do not filter the noise, only the total mean-square noise is
important. As a result, noise aliasing can be ignored when calculating the total

noise.

4.3 Filter Noise

In this section, the noise of a filter is estimated. First, the noise model of an integrator
is provided. Then, the sampling noise and the noise of the amplifier are aliased into
the low frequencies due to sampling. The filter transfer function is used to filter
different noise components. The total noise is calculated by adding the contribution

of different components.

4.3.1 Noise of an Integrator

Figure 4-10 shows the schematic of a switched-capacitor integrator. Although an
opamp model is used for simplicity, all the following equations apply to ZCBCs as
well. The noise of an opamp (or zero-crossing detector) is represented by V,. The
dominant component of V,, is the noise of the differential pair at the first stage of
an opamp (or the first stage of zero-crossing detector). This noise is estimated by
Equation 4.20 for the implemented zero-crossing detector. The relation of input and

output voltages is shown in Equation 4.24.
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c
Voue[n + 1) = Vow[n] + almn[n] (4.24)
2

V,, can be added to the equation as following:

Vout|n + 1] = G, V., (4.25)
where Qou:[n + 1] is given by:
Qout[n + 1] = Qout[n] + C1(Vin[n] + V4) (4.26)

Qout is the charge on capacitor Cs. V,, appears both in Equation 4.25 and Equation
4.26. ITn Equation 4.25, V,, is added to the output voltage, but it is not integrated on
the feedback capacitor. However, in Equation 4.26, V, is also integrated across the

capacitor.

1 2

vin _X—T I ! > i L—é———-— Vout
EL

— —_— Vn T CL

Figure 4-10: Schematic of a switched-capacitor integrator.

The noise directly adds both to the input voltage and to the output voltage. In
other words, the noise can be modeled with two components, one which is at the input
and one at the output as shown in Figure 4-11. Note that the two noise components
are correlated. Therefore, their noise voltage should be added (as opposed to adding
the mean-square noise). However, they experience different transfer functions to
the output. It is shown that only one of them is dominant for each stage. As a

result, adding the mean-square noise instead of noise voltages causes only a small
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error. In the rest of the analysis, the two sources of noise are treated as uncorrelated
acknowledging that the total noise is underestimated. The sampling noise can also
be added to the input noise. As a results, V,, ;, and Vi out are shown by Equation 4.27
and Equation 4.28.

V2in = kT/C + Spre—amplifier = (46 + 120)nV?2 = 166nV2 (4.27)

n,in
Vnz,out = Spre—amplifier = 120nV? (428)

Vn,out

Vin O O Vout

Figure 4-11: Noise model of the integrator.

The 3dB frequency of the sampling circuit is at 60 MHz. With a sampling rate of
50 MSPS, high-frequency noise is aliased to the low frequencies. It can be assumed
that the total noise is uniform over the sampling bandwidth (0-25 MHz). Similarly,
the noise of the opamp (or zero-crossing detector) can be assumed to be uniform over

the sampling bandwidth (0-25 MHz).

4.3.2 Noise Transfer Function

The block diagram of a third-order low-pass ladder filter is shown in Figure 4-12. As
shown earlier, the noise of an integrator can be modeled with two sources of noise,
one at the input and one at the output. Figure 4-13 shows the block diagram of the
same filter when the sources of noise are added to each block.

The values of C} = 159nF | L, = 318nH, and C; = 159nF are chosen that
correspond to a third-order Butterworth filter with a cut-off frequency of 1 MHz.

For each source of noise, the noise transfer function can be calculated (as shown in
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Figure 4-12: Block diagram of a third order low-pass filter.
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Figure 4-13: Block diagram of a third order low-pass filter with sources of noise.

Appendix C). For example, the transfer function from Vnll to the output is:

‘/out ].
Hymu(s) = Vin (C1+C3+L2) S+ (Cl* L2+ C3+L2)+S?+C1lxC3xL2%S3+2
(4.29)

Figure 4-14 shows the transfer function between the input-noise of the integrators
(Vi1, Va1, and Viz1) and the output. It is important to note that the three transfer
functions are low-pass filters at 1 MHz. In addition, both the input signal and the
noise are attenuated by a factor of two in low frequencies. This can be explained
easily based on the passive implementation of the ladder filter where the terminating
resistors at the input and the output determine the low-frequency gain. The mean-
square noise of @I is 166nV2. After sampling at 50 MSPS, the noise is aliased
into the sampling bandwidth (0-25 MHz). The power-spectral-density of V3, in the
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sampling bandwidth is:

. 166nV2
 5MHz

Sna1(f) (4.30)

Since the noise is filtered at 1 MHz with a first order filter and attenuated by a factor

of two, the output referred noise of V,,3; is:

166nV2

1
Sn31,output = SN Ha * 1.5TMHz * 5 (4.31)

and the input referred noise of V,3; is:

166nV2

Sn31,¢7utput = m * 1.57TMHz (4.32)

The input-referred noise contribution of V11, V,01, and V,,5; can be estimated as:

166nV?2
25MH 2~

Snl,input =

* (1L.5TMHz+ 0.78MHz + 0.58M Hz) = 19.5nV?  (4.33)

The noise could be overestimated by assuming that all sources of noise are filtered
by a first-order low-pass filter. For a more accurate estimation, the results of Table

4.1 are used. However, the total noise contribution of these sources is not significant.

Figure 4-15 shows the transfer functions between the output-noise of the integra-
tors (Vaiz, Vo, and V3;) and the output of the filter. V15 and V9, are band-pass
filtered at 1 MHz. The output-noise of the integrator in the last stage, Vjso, is high-
pass filtered. The noise contribution of V,9; and V,, is negligible since they are
band-pass filtered and their noise is even less than V11, V,12, and V,.3;. The noise of
Va32 is not filtered from 1 MHz to 25 MHz (which is 96% of the frequency range after
aliasing) and is partially filtered from 0-1 MHz. Since the output mean-square noise
contains more than 96% of the noise, it is approximated that the noise is not filtered

at all.
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SnSZ—output = 12071V2 (434)

The main noise contributor in the ladder low-pass filter is the zero-crossing de-
tector noise in the last stage. The noise can be referred to the input of the filter as

shown in Equation 4.35.

Sp32—input = 120nV? % 22 = 480nV? (4.35)
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Figure 4-14: Noise transfer function of integrators input noise in a third order But-
terworth filter.
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Figure 4-15: Noise transfer function of integrator output noise in a third order But-
terworth filter.

4.4 Coupling Noise

A signal coupling to other signals, reference voltages, and supply voltages is referred
to as coupling noise because of its similarities to noise when it is viewed in the time
domain. However, it is correlated with the activity of the blocks that generate it. It
is also not feasible to predict the exact shape of the signal, which is another reason
to treat it as a random noise. In this section, the coupling noise on some important

voltages are reviewed.
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4.4.1 Noise on Reference Voltages

Ripples on the reference voltage(s) can reduce the signal to noise ratio. In an ADC,
the reference voltage is connected to the capacitor that holds the input signal. Any
noise or ripple on the reference voltage in the first stage of a pipeline ADC is directly
added to the noise or ripple on the sampled signal. Therefore, even if the ADC is
designed with reasonably low noise and distortion, a poor reference voltage lowers
its SNDR significantly. In a pipeline ADC, only the first block is very sensitive to
the noise on the reference voltage, but in a filter, the noise couples directly to the
input signal in all stages. Depending on where the noise is injected, it is filtered
with the corresponding transfer function to the output. Therefore, low-frequency and

high-frequency ripples have different effects on the filter performance.

While reference voltages provide a constant voltage, their current flowing through
them contains high-frequency components. The high-frequency components is due to
the activity of all stages. In this chip, the reference voltage is provided externally.
When high-frequency current passes through the bond-wire inductance, a voltage drop
appears across the bond-wire. An on-chip decoupling capacitor is used to reduce the

voltage ripples.

Figure 4-16 shows the simulated noise on reference voltages if the bond wire has a
resistance of 2082, inductance of 2nH, and is decoupled on-chip with a 4nF capacitor.
The reference voltage is provided differentially. The top signal in Figure 4-16 is the
differential signal and the next two signals are the negative and the positive sides of
the differential signal. The differential signal has a transient response at the beginning
where it drops from 1V to 991mV. This portion of the response can be ignored since
it happens during the power up. Each side of the differential signal has peaks on the
order of 70mV, which is large compared to 1LSB of the ADC (1LSB is on the order of
1mV). However, the differential reference voltage has a peak-to-peak ripple of 253uV.

The noise on the power supply also couples to the output and may decrease the
signal-to-noise ratio of the system. Simulation shows that the zero-crossing detector

has 40dB supply noise rejection. The supply noise is analyzed in detail in [24]. The
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Figure 4-16: Noise of reference voltage based on simulation.

supply noise is attenuated by an on-chip decoupling capacitor. A more appropriate

method is to use an on-chip voltage regulator (as opposed to an off-chip regulator).

Common-mode voltage may also experience high-frequency current that creates
high-frequency ripples on it as shown in Figure 4-17. The ripple on the common mode
voltage tends to be much smaller because in differential circuits, since the positive
and negative sides of the circuit (I, and I,,) inject opposite currents to the common-
mode voltage that cancel out if the circuit is perfectly matched. In addition, the
common-mode rejection of the zero-crossing detector also attenuates the effects of

common-mode ripples at the output.
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4.5 Conclusion

In this chapter, the noise of an ADC and a filter were estimated. In an ADC con-
figuration, the noise is mainly due to the first stage. The noise contribution of the
sampling circuit and the zero-crossing detector is estimated. The total noise is dom-
inated by the noise of the zero-crossing detector. In a filter configuration, the noise
is a function of the filter order and is shaped by the filter. The sampling noise of
each stage is filtered by the filter transfer function and its effect is very small on the
total noise of the system. It was shown that the noise of the zero-crossing detector in
the last stage is the dominant source of the noise since it is not filtered and directly
adds to the output. In an ADC configuration, the gain of the first stage attenuate
the noise of the next stages when it is referred to the input. In a filter configuration,
the in-band signal is not amplified when it goes to the next stage. As a result, each

stage contributes similarly to the total noise (except that its noise is being filtered).
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Chapter 5

Sensitivity of the System

In this chapter, the sensitivity of the system is analyzed to the mismatch of capacitors,

and the offset of zero-crossing detector when configured as an ADC or as a filter.

5.1 Sensitivy to Capacitance Values

Manufacturing tolerances causes mismatch in capacitor ratios. This section reviews

how the mismatch affects the ADC and filter functionality.

5.1.1 ADC Configuration

In an ADC configuration, the residue is amplified before being sent to the next stage.
The gain of the amplifier is given by 1 + % The mismatch between the feedback
capacitor and the sampling capacitor changes the gain of the amplifier from the desired
value. Figure 5-1 shows the residue plot of one stage of a pipelined ADC with no
gain error. A gain error changes the residue to that of Figure 5-2. Figure 5-3 and
Figure 5-4 show the ADC transfer function when the gain of the first stage is larger
or smaller than the ideal gain (respectively). As shown, a larger gain causes a wide
code and a smaller gain causes missing codes.

Capacitor mismatch also affects the BDCs since its sampling capacitors may have

mismatch. The threshold voltage is adjusted with the assumption that the sampling
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capacitors have the same value. Capacitor mismatch changes the effective threshold
voltage of BDCs. For small changes in threshold voltage of BDCs, the over-range
protection avoids the subsequent stage to be saturated. However, a large deviation

in threshold voltage of BDCs saturates the subsequent stages.

Over-Range Over-Range

Protection Protection
Vout € Expected Input Rang

1 |
|
Vout mar] =
) 1 Over-Range
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Vouiﬁhigﬁ‘ e e s s gl i SRS A—'
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1

Vin_min Vth1 Vth2 Vth3 Vth4 Vths Vinﬂmax Vin

Figure 5-1: Residue plot of a stage with no gain error.

5.1.2 Filter Configuration

In a filter configuration, the mismatch between the feedback capacitor and the sam-
pling capacitor changes the integration coefficient. Since the integration capacitors
are large, the capacitor mismatch is smaller in the filter configuration. However, since
the feedback capacitors are reconfigurable, the desired capacitor may not be avail-
able. In such cases, the closest capacitor value is used and the integration capacitor

experiences up to 10% error. Figure 5-5 shows the filter characteristics for an ideal
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Figure 5-2: Residue plot of a stage with gain error.

third-order Butterworth filter with cutoff frequency of 1MHz. It also shows the char-
acteristic of the same filter if the integration coefficient of only one stage experiences
20% mismatch (20% mismatch is used so that the effect of the mismatch is better
observed). In Figure 5-5, Capl, Cap2, and Cap3 are the integration capacitor of the
first stage, the second stage, and the third stage respectively. It is shown that the
integrator gain error changes the cutoff frequency and the overall shape of the filter.
However, the filter characteristic does not deviate significantly from the ideal one.
In the first stage and the last stage of a filter, the capacitance mismatch may
also affect the value of the terminating resistors. Figure 5-5 shows the effects of
the mismatch of the capacitors used as a terminating resistors on the overall filter
characteristic (20% mismatch is used only to signify the effects of the mismatch). In
this design, since the terminating resistors do not have a reconfigurable value, the

mismatch is only limited to the mismatch of the capacitors.
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Figure 5-3: ADC transfer function when the gain of each stage is larger than the ideal
gain.

5.2 Offset of the Zero-Crossing Detector

In new technology nodes, V;;, variation increases as the supply voltage decreases.
Random dopant fluctuation (RDF) increases V;, variation in new technology nodes
[42]. The offset of zero-crossing detector is mainly due to variation in transistor
threshold voltage (V;;), transistor width, and transistor length. In this section, the
effect of the offset of zero-crossing detector on the system functionality is reviewed

both in an ADC configuration and in a filter configuration.

5.3 Offset in an ADC Configuration

Simulation shows that the offset of the zero-crossing detector is in the range of 1mV

to 15mV. As a result, it does not cause the output voltage to saturate (since the
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ADC Code ADC Transfer Function
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Figure 5-4: ADC transfer function when the gain of each stage is smaller than the
ideal gain.

over-range protection allows the output to have the corresponding offset). The offset
of each stage appears as the offset of the ADC. For most applications, this is not an
important factor.

If the offset of the zero-crossing detector is larger than 15mV, it saturates the
output. The output saturation increases the non-linearity of the system. In this
system, the offset of zero-crossing detector can be adjusted by programming the

active load of the preamplifier to reduce offset.

5.4 Offset in a filter Configuration

In a filter configuration, all stages are configured as integrators. At a first glance, an

offset at the input of an integrator may seem troublesome since a small DC input may
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Tranfer Function with Capacitor Mismatch
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Figure 5-5: Transfer function of a third order butterworth filter with 20% mismatch
on only one integrating capacitor.

saturate any integrator. However, there are local feedbacks that change the effects of
the integrator for an offset. Figure 5-7 and Figure 5-8 show the passive and active
implementation of a low-pass ladder filter. Figure 5-9 shows the block diagram of the

active filter with the corresponding input referred offset of the integrators.

From the passive implementation, it can be expected that if a DC input is applied
to the filter, each state variable (the voltage across a capacitor and the current through
an inductor) has a constant DC value. The DC value of each stage can be calculated
from the block diagram. Since in steady state, the DC voltages stay constant, the
input of the integrators should have zero value. As a result, the sum of all input

voltages of the integrator should be zero. If there is no offset, the following equations
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Transfer Function with 20% Mismatch in Terminating Resistor
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Figure 5-6: Transfer function of a third order butterworth filter with 20% mismatch
on terminating resistors.

show the steady-state value of the system for a DC input.

First Integrator : V,,, = Vi + V, (5.1)
Second Integrator : Vi = V3 (5.2)
Third Integrator : Vo =V} (5.3)

Fourth Integrator : V3 = V., (5.4)
Fifth Integrator : Vi = Vo, (5.5)

Solving the system of the equations, it can be shown:

Vin
l/1ﬁﬁwlé=I/3=V;1:‘/cm.t=7 (56)

93



Figure 5-7: Passive implementation of a low-pass ladder filter.

Vi Vs

|
3]
1

/ CZI__ I C23_ s C.?5_

+ 1 + +
»

L

] ]
Ve 7 RAES R

V) V4

Figure 5-8: Active implementation of a low-pass ladder filter.

The offset can be included in the equations as well. For example, to find the
effects of the offset of the third integrator on different voltages, Equation 5.3 can be
rewritten as:

Third Integrator : Vo + Vopps = Vy (5.7)
Solving the system of the equations, it can be shown:

in"‘/o
Vi = Vo= Vs = Vo = =100 5
_ Yint Vosrs

v 2
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Figure 5-9: Block diagram of an active low-pass filter with the corresponding input
referred offset of each integrator.

The offset in the third stage adds an offset to the output of all stages. This is the
case for all stages. An offset in zero-crossing detector of any stage generates an offset
at the output of all stages. When the input is grounded, the reference voltages of
all stages are chosen to center the output of each stage at the middle of its dynamic
range. An offset of any stage causes the output of all stages to move. As a result,
the output dynamic range of each stage is reduced by the output offset. Similar to
the ADC configuration, the offset can be cancelled with the programmable load in
the first stage of the zero-crossing detector. However, for a small offset (less than
10mV), a simpler solution is to reduce the input range by the amount of the offset to

compensate for the offset.

5.5 Conclusion

In an ADC configuration, capacitance mismatch causes a gain error of the ADC stage,
consequently INL and DNL. In Filter configuration, capacitance mismatch does not
introduce any non-linearity. However, it changes the filter characteristics.

A small offset does not affect the functionality of an ADC, but a large offset
introduces non-linearity. In a filter reconfiguration, an offset in any stage causes the

output of all stages to experience an offset. The offset also appears at the analog
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output. An offset of each stage reduces the signal range at the input.
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Chapter 6

Measurements of the Fabricated

Chip

This chapter shows the measurement results of the fabricated chip and describes
the significance of each measurement. Figure 6-1 shows the die photo of the chip
fabricated in TSMC 65nm technology and Figure 6-3 shows the layout of each stage.
The block diagram of the chip is shown in Figure 6-2. The core is 340um x 900um
and consists of 8 identical stages (except for the sampling circuit of the first stage
which has minor differences). Each stage can be programmed as an amplifier or an
integrator with programmable coefficients. It can be used as a building block of a
pipeline ADC or a low-pass filter. To demonstrate the configurability, the chip is
configured as an ADC and filter for different sets of measurements (eight stages were
sufficient to show these functionalities). In all measurements, the input is sampled at
50MSPS (unless specified). The clock has a 300ps non-overlapping period and reset
pulses have 400ps pulse width. This corresponds to 1.4ns of the total clock period
(the clock period of 50MSPS is 20ns). The reference voltage is provided externally

and the power drawn from the external reference voltage is negligible.
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Figure 6-1: The die photo of the core that consists of eight stages.
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Figure 6-2: The block diagram of the fabricated chip.

6.1 ADC Measurement

One Stage

Amplifier/
Integrator

Switches

One Stage

Amplifier/
Integrator

In ADC configuration, stages 1 to 5 are used to implement a 10-bit ADC that operated

at up to 50MSPS as shown in Figure 6-4. Figure 6-5 and Figure 6-6 show the dynamic
performance of the ADC at 50 MSPS with a 1MHz and 24.7MHz sinusoidal input.
The ENOB is measured to be 8.02bits. The performance of an ADC depends on its

noise and its nonlinearities. An increase in the number of sampling points lowers

the visual noise floor. This is because the total noise power does not depend on the

number of sampling points. When the number of points increases, the noise in each

frequency bin decreases. A lowered noise floor make it possible to distinguish between

noise and harmonics (since only noise floor scales with number of sampling points
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Figure 6-3: Layout of one stage.

and the amplitude of harmonics does not scale). The measurements show that the
second and third harmonics are larger than others (Figure 6-5). The second harmonic
was expected to be small because of differential implementation of the circuit. The
second harmonic is mainly due to the mismatch between the positive and negative
ramps which cause the common-mode voltage to vary with signal. Figure 6-5 also
shows that high-order harmonics also have significant amplitudes. This corresponds
to nonlinearities in one of the last stages. For example, if the offset of bit-decision
comparators is larger than the over-range protection in stage four or five, high-order
harmonics are introduced.

Integral nonlinearity (INL) of the ADC is measured by applying a low-frequency
sinusoidal input, and performing a statistical analysis of the output codes as proposed
in [33]. Figure 6-7 shows the INL of the 10-bit ADC which is +1.7/-1.8 bits. The
pattern of the INL may hint the type and location of the nonlinearity [35]. For
example, a sharp spike may indicate saturation of a block. In addition, the repetition
of a pattern may indicate which stage is contributing to the nonlinearity. INL is most
useful in diagnosis if there is only one or two dominant source(s) of nonlinearity since

their effect may be identified more easily.
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Figure 6-4: The chip configuration for test as an ADC.

Figure 6-8 shows the frequency response of the system when the differential input
is grounded. Since no input signal is applied, the output contains no harmonics. This
measurement is suitable to measure the internal noise of the system. The zero-input
coincides with the threshold level of one of the bit-decision-comparators in the first
stage. As a result, the noise of the bit-decision-comparator shows up in its decision in
this measurement. Subsequent stages can recover the original analog signal because
of the over-range protection. In ZCBCs, the outputs are reset at the beginning of
each clock cycle. Therefore, when a zero input is applied, the internal nodes still have
high activities. As a results, the coupling noise to the power supply and the reference
voltages are still affected by the internal activities.

If a full signal tone (with no harmonics) is assumed to be present in the signal
spectrum of Figure 6-8, an SNDR of 57.4873dB is obtained (which corresponds to an
ENOB of 9.26 bits if the system has no harmonics). This measurement shows the
noise of the system (including both random noise such as thermal noise and coupling
noise).

Figure 6-9 shows the ENOB as the clock frequency changes. The measurement
uses 100MSPS biasing at different sampling frequencies which means the ramp rate
is the same in all cases and is fast enough to reach virtual ground condition for
a clock as f