The California Central Coast Research Partnership:
Building Relationships, Partnerships, and Paradigms for
University-Industry Research Collaboration

FINAL REPORT
ONR GRANT NO. N00014-08-1-1209
September 30, 2008 to December 30, 2010

Principal Investigator:

Susan Opava, Ph.D.
Dean of Research and Graduate Programs
California Polytechnic State University
San Luis Obispo, CA

March 28, 2011

20110331336




Form Approved
REPORT DOCUMENTATION PAGE P gy o R

The public reporting burden tfor this collection of informetion is estimated 1o everege 1 hour per response, including the time tor reviewing instructions, searching existing deta sources,
gathering end mainteining the date needed, end completing end reviewing the collection of intormetion. Send comments regerding this burden estimate or eny other aspect of this collection
of informetion, including suggestions for reducing the burden, to Depertment of Detense, Weshington Headqueriers Services, Directorete for Intarmetion Operetions end Reports
{0704-0188), 1216 Jetferson Devis Highwey, Suite 1204, Arlington, VA 22202-4302. Respondents shouid be ewere thet notwithstending eny other provision of lew, no parson shall be
subject to eny pensity for feiling to comply with e coliaction of informetion if it does not dispiay e currently valid OMB control number.

PLEASE DO NOT RETURN YOUR FORM TO THE ABOVE ADDRESS.

1. REPORT DATE (DD-MM-YYYY) |2. REPORT TYPE 3. DATES COVERED (From - To)
03/25/11 Final Teehnieal Report 9/30/08 - 12/31/10
4. TITLE AND SUBTITLE 5a. CONTRACT NUMBER

The California Central Coast Research Partnership: Building Relationships,

Partnerships and Paradigms for University-Industry Collaboration 5b_ GRANT NUMBER
N00014-08-1-1209

6¢c. PROGRAM ELEMENT NUMBER

6. AUTHOR(S) 6d. PROJECT NUMBER
Opava,S; Arens,R; Barjami,S; Burd,M; Black,M; Cano,R; Cardinal,T,

Choboter,P; Clark,C; Derickson, D; Elghandour, E; Fidopiastis, P; Frame, S; So. TASK NUMEER
Freed, T; Gillen, K; Goel, R; Hampson, B; Hanson, J; Jimenez, R; Jin, X;
Kitts, C; Lehr, C; Lemieux, P; Lin, P; Lundquist, T; MaeCarley, A; Molinc,

M; Moss, R; Nelson,Y; Sehwartz, P; Singh J; Seng J; Moss, R; Saliklis, E; 5f. WORK UNIT NUMBER
Taufik; Tomanek, L; Yildiz, 1; miseellaneous student authors.

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) B. PERFORMING ORGANIZATION
. REPORT NUMBER
Cal Poly Corporation, Sponsored Programs Office

Bldg. 38, Rm. 102
San Luis Obispo, CA 93407-0830

9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESSI(ES) 10. SPONSOR/MONITOR'S ACRONYM(S)
Clifford W. Anderson ONR

OfTicc of Naval Rescarch

875 Randolph St. 11. SPONSOR/MONITOR'S REPORT
Arlington, VA 22203-1995 NUMBER(S)

12. DISTRIBUTION/AVAILABILITY STATEMENT
Available for publie release

13. SUPPLEMENTARY NOTES

14. ABSTRACT

The primary purposc of this project is to carry out applicd research and development projects and build rescarch capacity in arcas of
interest to the Department of Defensc and the Office of Naval Research. Research arcas include communications, computing,
command and eontrol, sensors, eoastal monitoring, force protection and performanee, new materials and devices, data acquisition,
imaging technologies, autonomous vchicles and robots, alternative cnergy sources and cnergy cfficiency, logistics.

15. SUBJECT TERMS

Liquid crystals, AUVs, SGDBR lascrs, path optimization, biofucls, photobiorcactors, wind energy, solar cclls, electric vehieles,
batteries, sandwich pancls, slurry applieations, scismic analysis and design, logisties, injury repair, biomarkers, GaN LEDs, photonic
lattices, DC-DC eonverters, passive RFID, knowledge management, computational clectromagneties, satellite constellations.

16. SECURITY CLASSIFICATION OF: 17. LIMITATION OF |18. NUMBER [19a. NAME OF RESPONSIBLE PERSON
a. REPORT |b. ABSTRACT | c. THIS PAGE ABSTRACT gzees Susan C. Opava, Ph.D.
U U U Uu 19b. TELEPHONE NUMBER (inciude area code)
805-756-1508

Standard Form 298 (Rev. 8/98)
Prescribed by ANSI Std. 239.18




N00014-08-1-1209 P.1. Susan C. Opava, Ph.D.

Table of Contents

I.  Title of Projeet and Prineipal Investigator

II. Summary of Project

III. Relevance to ONR Objectives

A. Relevant Partners

[USRRUS RS 3 e

B. Relevant R&D Focus
C. University-Industry-Government Partnership
D. University Strengths

IV. Summary of results During the Period of Performanee 5 B
A. General S
B. Development of New Research Capacity 7

1.  Instrumentation 7

2. Infrastructure 9
C. Detailed Research Reports 10

1. Collaborative Agent Design Research Center 10

(CADRC)

2. Other Research Projects 10
Knowledge Management Project 11
Alternative energy sourees and energy efficieney 31

Overcoming barriers to affordable algae biofuels. Tryg

Lundquist, Ph.D., Civil and Environmental Engineering; Chris Kitts,
Ph.D., Biological Sciences; Corinne Lehr, Ph.D., Chemistry and 1
Biochemistry; Mark Moline, Ph.D., Biological Sciences; Yarrow

Nelson, Ph.D., Civil and Environmental Engineering
Seawater/wastewater production of microalgae-based biofuels in
closed-loop tubular photobioreactors and microalgae production

in a vertical photobioreactor. [lhami Yildiz, Ph.D., BioResource 96
and Agricultural Engineering, Brian Hampson, Ph.D, Food Science

and Nutrition

Cal Poly Wind Power Research Center: Composite rotor
development. Patrick Lemieux, Ph.D., Mechanical Engineering 114

Solar econeentrators: quickly deployable eombined heat and
power. Peter V. Schwartz, Ph.D., Physics




N00014-08-1-1209 P.I. Susan C. Opava, Ph.D.

Beneficial Reuse of Corrugated Board in Slurry Applieations.
James Hanson, Ph.D., Civil and Environmental Engineering, Jay 140
Singh, Ph.D., Industrial Technology

Development of a Model for Large Scale Cultivation of
Microalgae in an Airlift Photobioreactors. Raul Cano, Ph.D., 149
Biological Sciences

Battery Laboratory Development. Art MacCarley, Ph. D.
Electrical Engineering 162

Force protection in combat and non-combat situations 195

Efficient assimilation of AUV data in a high-resolution coastal

ocean model. Paul F. Choboter, Ph.D. Mathematics, Christopher M.
Clark, Ph.D., Computer Science and Computer Engineering, Mark 196
A. Moline, Ph.D., Biological Sciences

Tracking shallow water squid via an underwater robot system.
Pat M. Fidopiastis, Ph.D., Biological Sciences, Christopher Clark,

. : . 206
Ph.D., Computer Science and Computer Engineering
Path-following algorithms and performanee optimization. John [
Seng, Ph.D., Computer Science and Computer Engineering 212
Feature selection and boosted classification algorithms for R
pedestrian detection. Samuel J. Frame, Ph.D., Statistics 224

Simplified procedures for seismic analysis and design of piers
and wharves in marine oil and LNG terminals. Rakesh K. Goel, 238
Ph.D., Civil and Environmental Engineering

U.S.-China eollaborative soil-strueture-interaetion research.
Robb Moss, Ph.D., Civil and Environmental Engineering 328

Robotie design and risk: building ethics and safeguards into
military applications. Patrick Lin, Ph.D., Philosophy 338

Rapid assembly disaster response shelters made from recycled
plastic materials. Edmond Saliklis, Ph.D., Architectural 369
Engineering, Robert Arens, AIA, Architecture

The genomics of injury-repair. Trevor Cardinal, Ph.D.,
Biomedical and General Engineering 381

Bone density measurements via radiographic calibration.
Matthew Burd, D.V.M. 394

Assessment of single-use cold-chain paekaging and logistics for
temperature sensitive produets. Jay Singh, Ph.D., Industrial 415
Technology




N00014-08-1-1209 P.L. Susan C. Opava, Ph.D.

Human pcrformance 432
‘ Construction of a probiotic peptidase delivery system to
maximize human health. Michael W. Black, Ph.D., Biological
Sciences

Extended shelf-life, performance-enhancing, dairy-based food
products for the warfighter. Rafael Jimenez, Ph.D. and Kirby 447
Hayes, Ph.D., Dairy Products Technology Center

Protein cxpression profiles as biomarkers for exposure to
cndocrine disruptors in marine fish. Lars Tomanek, Ph.D., Center 579
for Coastal Marine Sciences |

New technologies with military applications

585
Full Band Wavelength-Swept SGDBR lascr with MHz Update |
Rates-Sensing and Measurement Applications Dennis Derickson, |
: 5 ; 586 |
Ph.D., Electrical Engineering
Design and Development of New High-Current Low-Voltage
DC-DC Converters Taufik, D.Eng., Electrical Enginecring 594
‘ Investigation of nano-photonic structure on GaN LEDs and N
solar-cclls designs. Xiaomin Jin, Ph.D., Electrical Engineering 669

A novel technique for preventing delamination of the composite
skin from thc core: Sandwich panels with shear keys Eltahry 672
Elghandour, Ph.D, Aerospace and Civil Enginecring Dcpartment

Atom transfer from a magneto-optical trap to an atom trap '
created by diffracted laser light. Katharina Gillen, Ph.D., Physics | 795

Isotropic to nematic transition of aerosil-disordered liquid
crystals. Saimir Barjami, Ph.D., Physics 805

Inventory Managemcnt Utilizing Passive Radio Frequcncy
Identification for the Mission Package Support Facility at Port
Huencme Naval Basc. Tali Freed, Ph.D. Industrial & 811

Manufacturing Engincering

V. Appendix
A. High — Tech Breakfast Forum Agenda 859
B. Project Related Thesis and Relevant Publications 864

i




The California Central Coast Research Partnership:
Building Relationships, Partnerships, and Paradigms for
University-Industry Research Collaboration

FINAL REPORT
ONR GRANT NO. N00014-08-1-1209
September 30, 2008 to December 30, 2010

Principal Investigator:

Susan Opava, Ph.D.
Dean of Research and Graduate Programs
California Polytechnic State University
San Luis Obispo, CA

March 28, 2011




N00014-08-1-1209 P.L. Susan C. Opava, Ph.D.

L. Title of Project and Principal Iﬁvestigator

The California Central Coast Research Partnership: Building Relationships, Partnerships
and Paradigms for University-Industry Research Collaboration; Susan C. Opava, Ph.D.

II. Summary of Project

The mission of the California Central Coast Research Partnership (C’RP) is to facilitate
the exchange of technical knowledge and skills between the higher education sector and
the private sector in San Luis Obispo County, and to encourage the growth of high-tech
companies in the region, thereby enhancing economic development and quality of life.
Since its inception, the project has focused on technologies of relevance to the
Department of Defense. The partnership is a long-term plan to create a dynamic and self-
supporting university-industry-government partnership that capitalizes on the strengths
and mutual interests of the educational and technology-based business sectors. The plan
recognizes the key role of higher education in preparing a highly skilled workforce and
transferring new knowledge to practical uses. The ongoing outcomes of this partnership
include a robust and self-sustaining base of University R&D activities; sustenance and
growth of existing technology-based businesses and the creation of new ones; and
opportunities for job-training and research and development activities for University and
Community College students and faculty.

The project has already resulted in the construction (with non-DOD funding) and launch
of the Cal Poly Technology Park on the University campus. This facility provides state-
of-the-art space for private technology companies engaged in research and development
activities, as well as a business incubator for start-up, technology-based companies. The
aspect of the program supported by the ONR grant that this report covers was the
continued development of a strong base of applied research at Cal Poly, through
university-government-industry partnerships designed to optimize the application of the
strengths of each of these sectors to problems of mutual interest. The management team,
operational since January 02, continues to lead the project and develop the collaborative
relationships between the educational and private sectors that are essential to realizing
long-term goals and securing the financial base that will allow full-scale project
development.

III. Relevance to ONR Objectives
A. Relevant partners.

C’RP represents a coalition of educational institutions, local, state and federal
government, and private businesses that have worked together in unprecedented fashion
to advance the common goals inherent in this university-industry partnership. The current
partners in the project and their contributions include:
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‘ California Polytechnic State University
o committed the land for the Technology Park construction project,
valued at ~$1.5 million
o provided assistance in financial management of the project
o contributed $90,000 for a pre-feasibility study by Bechtel
Corporation
o committed several hundred thousand dollars of in-kind
contributions of senior management time and effort over several
years and continues to do so
o invested ~$1,000,000 in efforts to raise additional funds for the
project; secured sufficient private and other federal funding
(Economic Development Administration and Housing and Urban
Development) to construct the first building in the Cal Poly
Technology Park
CENIC (Corporation for Educational Network Initiatives in California;
association of Internet2 universities in CA)
o  works with Cal Poly to provide high-bandwidth internet access to
support C’RP research projects
City of San Luis Obispo
o in partnership with Cal Poly dcveloped a carricr-neutral, fiberoptic
ring around the city that benefits both Cal Poly and technology-
based businesses
Housing and Urban Development
‘ o provided funds toward construction of the pilot tcchnology park
building.
Economic Development Administration
o provided funds toward construction of the pilot technology park
building and development of the incubator space in the building.

Efforts are ongoing to sccure new industry partners, including:
* Major corporations
» Small technology-based businesses

B. Relevant R&D focus.

The research programs that were supported are relevant to seven of the eight “thrust
areas” of ONR’s Code 30 Science and Technology Program. The projects involved basic
research in these areas, as well as applied research and development leading to morc
immediate technological applications. The seven areas of relevance and the more specific
focus areas to which the research contributed are listed below:

Command and Control, Computers, Communication: situational awarcness;
communications; knowledge managcment; autonomous systems; data acquisition;
reconnaissance.
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Force Protection: seismic analysis and design; new materials; emergency response .
shelters; autonomous robots; path-following algorithms and performance optimization;
feature selection and boosted classification algorithms for human detection.

Mine Countermeasures: coastal monitoring; IED detection; situational awareness.

Human Performance, Training and Survivability: cognitive performance
enhancement; physical performance enhancement; sensors; biological stress reactions;
biomarkers; injury repair; improved materials and processes for use on military bases and
in the field.

Intelligence, Surveillance and Reconnaissance: data acquisition; sensors; autonomous
vehicles; imaging technologies.

Logistics: alternative energy sources; cold-chain packaging and logistics; new
technologies and materials.

Maneuver: advanced design and materials for vehicles.
C. University-industry-government partnership.

The primary focus of this long-term initiative is to forge a strong link between private
sector R&D and University applied research to speed the development of new knowledge
and the transfer of technology to the public and private sectors. San Luis Obispo has .
become a draw for technology businesses (with a heavy concentration of software
development companies) from both the LA Basin and Silicon Valley. For example, SRI
(Stanford Research Institute), International operates a "software center of excellence" in
the city. Lockheed-Martin has a research and development group in nearby Santa Maria.
Two local companies manufactured critical components for the Mars rovers, and other
companies, e.g. California Fine Wire, Aeromech, and CDM Technologies are suppliers to
the military. Also located on the Central Coast are branches of two major biotechnology
companies: Promega Biosciences and Santa Cruz Biotechnology.

D. University strengths.

Cal Poly is a State university that has achieved national distinction as a polytechnic
university, with engineering and computer science programs ranked among the very best
undergraduate programs in the country. Its strengths have led it to orchestrate the
research partnership effort and the consortium of partners described herein. Cal Poly also
has affiliations with CSA (California Space Authority) and with Vandenberg Air Force
Base, where it recently participated in the Glory Mission. In the past, Cal Poly offered an
MS in Aerospace Engineering at Vandenberg through distance learning and has the
capability to offer other academic programs in remote locations. In particular, through
possible collaborative agreements at cable-head locations around the world (including
Asia and Europe) our programs could be made available to military personnel stationed
almost anywhere in the world. ‘
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In recent years the University has been hiring more research-oriented faculty and
promoting applied research and development. With as many as 50-60 new faculty hires
per year over several years, the University is positioned to undertake significant R&D
projects for government and industry. C*RP has provided needed support and
infrastructure for many of these faculty, which has enabled them to develop ongoing
research programs. Since 7/1/02 faculty who received research support through C'RP
have secured >3$8 of competitive funding for each $1 of C’RP funding invested in
them.

Cal Poly also has a highly qualified student body with entering credentials comparable to
students who attend the highest ranked campuses of the Univcrsity of California. Our
students gain valuable experience working with faculty on externally sponsored research
projects.

A hallmark of Cal Poly is its extensive network of industry partners. The President’s
Cabinet consists of more than 30 major corporate and business leaders. Each college, and
each department within the college, has its own industrial advisory board. Until recently
these connections were not exploited to attract industry-sponsored R&D to campus:
hence, one of the goals of the C*RP partnership is to use these existing relationships with
industry to garner support for our R&D efforts. Cal Poly’s College of Agriculture, Food
and Environmental Science has successfully demonstrated this kind of partnership
through its Agricultural Research Initiative. Through this initiative, a consortium of four
campuses in the CSU garnered $5 million a year in on-going funding from thc Statc of
California to support agricultural research of interest to the State, with a pledge to raise
matching funds from industry. This State and private funding has leveraged additional
support from the federal government. Similar new CSU-wide initiatives include the
Council on Ocean Affairs, Scicnce and Technology (http://www .calstate.edu/coast) and
the Water Resources and Policy Initiatives.

As will be seen in the remainder of this report, Cal Poly has extraordinary
interdisciplinary technical assets that can be brought to bear on the science and
technology issues of importance to ONR.

In summary, the California Central Coast Research Partnership has taken advantage of a
confluence of factors, including existing and potential relationships, fortuitous
technological and economic developments in the region, the particular strengths and
expertise of the Collaborative Agent Design Research Center at Cal Poly, and a mcshing
of the research and development interests of the University, the Office of Naval
Research, and the private sector. C’RP is the vehicle for fully realizing the benefits of the
common goals and synergies of the partners and their respective resources.
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IV. Summary of Results During the Period of Performance ‘

A. General.

The C’RP program was originally funded through an award from ONR in FY ’02. This
report covers an award that began on 9/30/2008 and ended on 12/31/2010. General
accomplishments are summarized below. Detailed reports are presented later in the
document. An overview of accomplishments during this project period follows:

e Research carried out by the CADRC (Cooperative Agent Design Research
Center), of particular interest to ONR and the Marine Corps, was again funded. A
detailed report on this project is provided in Section IV.C.1 of this report.

o New research has been developed and some research has been continued,
including projects with industry collaboration. Projects addressed topics highly
relevant to defense and national security, such as data acquisition, imaging and
analysis, energy efficiency, communications, command and control,
reconnaissance, autonomous vehicles, sensors, robotics, logistics and human
performance. Detailed reports of the results of these projects are presented in
Section 1V.C.2 of this report.

e  From July 1, 2002 to December 31, 2010 C3RP-supported faculty received ~$57
million ($56,738,126) in competitive funding from other sources. .

s Ncw research capacity was developed, including new instrumentation and
enhanced infrastructure (detailed below in Section 1V.B).

e Funds were also provided to support small student research projects through
collaboration with Cal Poly’s Honors Program. Talented, high-achieving students
in Cal Poly’s selective Honors Program were given the opportunity to work on
research projects with a faculty member for 1-2 academic quarters and to present
their results at a campus symposium at the end of the academic year.

¢ Information technology infrastructure support was provided. Internet2
connectivity was initially acquired for the campus in November 2001, to support
current and future research efforts. Internet2 membership and connectivity has
continued during this grant period.

e A database of >75 technology-based companies that are potential partners in
the project and potential research collaborators has been updated. A series of on-
campus research forums initiated in 2007 was continued. Companies were invited
to campus three times each year to learn about specific University research
projects and identify potential areas for collaboration (see Appendix A for
examples of forum topics). Several collaborative relationships have developed
from these interactions.
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l ‘ . The first research and development company to be located on campus in
anticipation of the construction of the pilot building for the technology park
continues to flourish in the campus environment and has developed research
collaborations with faculty in several different disciplines and colleges. These
have resulted in federal research grants (USDA and NIH).The company, Applied
Biotechnology Institute, Inc., specializes in the use of genetically modified plants
to produce non-food products, for example, industrial enzymes, biochemical
reagents and oral vaccines. The presence of the company has spurred faculty to
develop research in this area and a specialized research greenhouse supports this
developing work. Applied Biotechnology Institute has relocated to the new
Technology Park (see below).

o Cooperative relationships have been established or renewed with technology
companies that are potential research collaborators, including: ARB Green Power
(hybrid propulsion), Bard Holding Inc. (algae biofuels), BASF (chemicals),
Beebox Designs (software-as-a-servicc), C2 Robotics (robotics), Cascade Designs
(water treatment), DayOne Response Inc. (water treatment), Digital West
(information technology), EADS (aerospace), EFuel (alternative energy),
Electricore (technology consortium), General LED (lighting), Gluhareff
Helicopters (agriculture), GX Aerospace, Inc. (aerospace), Hardy Diagnostics
} (medical devices), Hathway (digital media), LBP Manufacturing Inc. (consumer

products), Mafi-Trench Company (industrial processing), Maglio Inc.
(engineering services), Mainstream Energy (alternative energy), Moch

‘ International (air pollution control), Novonordisk (medical devices), Phillips
(lighting), PhycoTech (algae biofuels), Quintron (security systems), Ricoh (digital
media), SpiderPak Inc. (packaging), Toyon (radio frequency), Vertigo (software),
Vetel Diagnostics (medical diagnostics).

e Efforts continue to develop industry partners in the area of alternative energy
and energy efficiency for the purpose of developing research in this field. To this
end we have worked with Phycotech, First Solar, Continental WindPower, EFuel,
Energy Alternative Solutions, Inc., Pacific Gas & Electric, Rey Energy, and Blue
Aqua Solutions. Jim Dunning, Project Manager, currently serves on a 9-member
board of directors for the Green Coast Alliance, a coalition representing Ventura,
Santa Barbara, San Luis Obispo, and Monterey Counties. The alliance was
formed to create a framework for innovation, entrepreneurship, economic and
workforce development around “green technologies™. Through this coalition Mr.
Dunning will identify opportunities for collaboration between Cal Poly and
business/industry in this important market segment by acting as the interface
between the university and interested collaborators. Board membership includes
representatives from the Institute for Energy Efficiency, UCSB; Ventura County
Economic Development Association; the Community Environmental Council;
Pacific Coast Business Times; California Central Coast Research Partnership, Cal
Poly; California Lutheran University; Monterey County Business Council: and
private businesses.
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e The project’s leaders have continued to work with other private and government .
partners to attract research collaborators and support, including the Institute for
Energy Efficiency at the University of California, Santa Barbara and the Naval
Facilities Engineering Command at Port Hueneme.

¢ During this project period, we continued to use funding provided by the
Economic Development Administration to complete construction of the first
building of the Technology Park. Construction began in November 2008 and
was completed in Spring 2010. To date we have signed leases with six
technology-based companies. Two have taken occupancy already; others are
completing tenant improvements. Criteria for tenant selection include significant
R&D activity in areas that complement Cal Poly’s research strengths and a
commitment to collaboration with faculty. The six companies comprise four
established companies and two incubator companies:

1. Applied Technology Associates - designs, builds, and manufactures oil-
industry technology products;

2. Applied Biotechnology Institute - specializes in plant biotechnology,
with extensive experience in products targeted for industrial uses, animal
and human health and crop-improvement markets;

3. Couto Solutions - spccializes in custom design of social networks for
enterprise solutions:

4. Platinum Performance - is a lcading provider of nutritional supplements
and health education products with particular focus on equine health; .

5. Red Staple (Incubator) - develops software to help customers create
digital-content packages, including LPs and Extras, quickly, affordably
and with their own creative assets; and

6. Seven Pinnacles (Incubator) - provides design services for embedded and
mobile platforms

B. Development of new research capacity

One of the goals of the project was to increase the capacity of the organization to carry
out state-of-the-art research in the areas of interest. To this end, specialized
instrumentation was acquired and infrastructure was developed, as detailed below.

1. Instrumentation.

Major Instrumentation

Over the last several years Cal Poly has been building the analytical capability to do

both molecular identification and microscopic structural analysis, applied to a range of

research areas in physics, chemistry, biochemistry, biology, biomedical engineering and

materials engineering. Molecular identification is an area that has recently evolved from

individual component purification and identification to complex mixture handling and de-

convolution. It is now possible to analyze a mixture of peptides, and determine their .
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‘ identity given the accurate determination of their mass, as well as to identify small
molecules or monomer components in polymers. The second area, structural analysis, is
heavily dependent on novel technologies such as atomic force microscopy and different
optical microscopes based on fluorescence and laser technology. These technologies
provide the capability to query the structure of most organic and inorganic structurcs.

Instrumentation previously acquired to support research in these two areas is listed
below. These instruments have supported various research projects in the C’RP program.

Molecular identification and proteomics:
o Typhoon Variable Mode Scanner and Imager - allows the selection of single spots
in 2D gels for latter MS identification.
o HPLC-MS/MS (Chip) - allows the identification of many peptides for proteomics,
as well as small molecules or monomer components in polymers.

Structural analysis:
o Atomic Force Microscope
o Laser Scanning Confocal Microscope

During this grant period we augmented our analytical capability by the addition of a
multi-pheton, laser system to thc existing Olympus Laser Scanning Confocal
Microscope. This greatly increased the capabilities of our imaging system. Multi-photon
microscopy has several important advantages over one-photon tcchniques like confocal

‘ microscopy. Unlike confocal microscopy, which only collects a portion of the total
fluorescence, multi-photon fluorescence excitation only occurs in a small region, which
reduces specimen damage by minimizing out-of-focus photo-damage and photo-
bleaching. This allows for the study of living specimens. Furthermore, multi-photon
excitation enhances penetration depth by reducing scattering and absorption, which
allows for imaging of thick specimens (~greater than 80-100 microns) and turbid
specimens. Adding a multi-photon laser system to the existing LSCM has enabled us to
expand our research capabilities by allowing us to seamlessly swap existing and new
optics between the systems. The new capability is being applied to studics on tissuc
physiology, optical biopsy, photodynamic therapy, in vitro skin equivalent models,
normal and malignant cell lines, tissue-engineered blood vessel constructs, the binding
forces between bacteria and proteins, the effects of ultraviolet radiation on cell division
and development, and the Milk Fat Globule Membrane as a food ingredient with unique
functional properties and health benefits.

Other Instrumentation

Other research instruments acquired in the grant period are listed below. Minor
instrumentation, acquired for use on individual projects, is described in the reports for
those projects.

o Shimadzu analytical-grade HPLC with aerosol dctector for use in research on
production of cellulosic ethanol.
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e Teledyne Combi-Flash Purification System to support two research projects:

1. Cell Surface lon Exchangers: Expedient Molecular Targets for a New
Brain Cancer Therapy. This project entails the design and synthesis of
pro-drugs that target brain cancer cells (e.g., malignant gliomas).

2. Alkoxyamine Polymers: Versatile Materials for ‘Ever-Sterile’ Surfaces.
This project seeks to explore the utility of the alkoxyamine (RONH,)
functional group in new materials as versatile ligating sites for the
attachment of antibiotic compounds on the polymer surface. The
immobilized antibiotic compounds are expected to provide ‘ever-sterile’
surfaces that do not require sterilization.

2. Infrastructure.

In the infrastructure area, the following projects were supported. Details are provided in
Section 1V.C.2.

Development of a Model for Large Scale Cultivation of Microalgae in an Airlift

Photobioreactor. Equipment was acquired to support the development of a large-scale

model for: mass cultivation of microalgae; enhanced production of lipids for biodiesel;

and production of useful chemicals (e.g., natural products, pigments, etc.). ‘

Development of Infrastructure for the Cal Poly Wind Power Research Center.
Beginning with the design and development of an in-house process for the manufacturing
of wind turbine blades, based on utility-scale turbine manufacturer’s standard practices,
this project resulted in full development of the first complete turbine for the ‘Cal Poly
Wind Power Research Center’ (CPWPRC). Its primary purpose is to provide a physical
platform for faculty and students to study technical problems that may be faced in the
utility-scale wind turbine industry and to prepare engineering students for careers in that
industry. The project entailed the siting study and the design and manufacturing of every
component of a fully functional research wind turbine, including: tower foundation,
tower, nacelle, and rotor. Completion of the entire assembly and commissioning of the
turbine is expected to take place in the summer of 2011.

Development of a Laboratory for Battery Research. The laboratory provides students
and faculty with resources to investigate various modern battery applications. Of
particular interest is the possibility of electric vehicles that can share power with the
electric power grid. The effects of such sharing would involve new battery-power testing
that has not been investigated in the past. Specifically the effect of power-sharing on
battery life has not been determined.
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‘ €. Detailed research reports
The remainder of this report contains detailed individual reports of the technical results of
the research projects carried out during this project period. They are presented in the

following order:

1. Collaborative Agent Design Research Center (CADRC) project report
2. Other research project reports

Representative publications resulting from this work and documents that supplement the
reports are included in Appendix B.
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Partnering Enhanced-NLP with Semantic Analysis In Support of ‘
Information Extraction

Collaborative Agent Design Research Center (CADRC)
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‘ Executive Summary

Information extraction using Natural Language Processing (NLP) tools foeuses on extraeting
explieitly stated information from textual material. This includes Named Entity Recognition
(NER), which produces entities and some of the relationships that may cxist among them.
Intelligent analysis requires examining the entities in the context of the entire document. While
some of the relationships among the recognized entities may be preserved during extraction, the
overall context of a document may not be preserved. In order to perform intelligent analysis on
the extracted information, we provide an ontology, whieh describes the domain of the extracted
information, in addition to rules that govern the classifieation and interpretation of added
elements. The ontology is at the ecore of an interactive system that assists analysts with the
eolleetion, extraetion, organization, analysis and retrieval of information, with the topic of
“terrorism finaneing™ as a case study. User interaction provides valuable assistanee in assigning
meaning to extracted information. The system is designed as a set of tools to provide the user
with the flexibility and power to ensure aceurate inferencing. This ease study demonstrates the
information extraction features as well as the infereneing power that is supported by the
ontology.

Introduction

During the performanee of the work, which essentially stretehed over a two-year period, it was
deeided to expand the research objectives from the limited seope of the Inrelligent Mapping
Toolkit (IMT) to a wider NLP perspeetive. Speeifically, extension of the Context Agent naturally

‘ led to the inelusion of a formal context model in the form of an ontology. During the previous
2007-2008 research phase the federation of IMT agents tended to produece a high degree of
ambiguity when mapping reference data elements. This was due to the faet that the implemented
IMT agents utilized only table-specific features when generating mateh similarity scores and did
not examine features that are capable of distinguishing the semantic differences among
referenees to apparently identical data elements. The introduetion of an ontology was seen as an
effective mitigating measure.

The doecument search facility that was proposed as a research objective in the original 2009
proposal was initially envisioned to be based largely on indexing technology. This approach was
seen as a way of performing a fast search over the reeords in all domains, the result of which
would then be further redefined by existing inexaet search methodologies to pinpoint likely
results. Again, it was considered appropriate to extend the seope of the doeument seareh facility
to a more general NLP analysis. A eompelling reason for the ehange in research objeetives from
the IMT foeus to a wider NLP approach was the inereased need for automated information
extraction from large quantities of essentially unstruetured data within the homeland seeurity
domain. However, even from a more general point of view, aceess to relevant doeuments has
been a eritical impediment for persons trying to obtain information on a particular topie of
interest. Paper-based documents require the availability of a physieal instance of a doeument,
involving the transport of documents with the corresponding costs, delays, and risk factors.
Computers and networking infrastrueture provide nearly instantaneous aceess to a huge
repository of documents via the World Wide Web and search engines offer support in locating
documents that are likely to econtain relevant information. The task of examining these
. documents, extraeting relevant pieces of information, and assembling them into a cohercnt
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framework, however, still requires significant human involvement, leading to the “information .
overload” bottleneck. This research report describes the approach our group pursued in the
creation of a system that supports humans whose task is to collect information about a particular
domain, analyze that information, assemble it into a coherent framework, and possibly draw
conclusions and recommend actions based on knowledge derived from the collected information.

In our context, information extraction (1E) refers to the use of computational methods to identify
relevant pieces of information in documents generated for human use, and convert this
information into a representation suitable for computer-based storage and processing
[Wimalasuriya and Dou 2010]. IE is often implicitly constrained to text-based documents,
although in principle it can be applied to other types such as images, videos, or audio recordings.

Examining text documents for the occurrence of words is very straightforward for computers,
and search engines like Google demonstrate the success of this approach. For IE, however, the
goal is to identify meaningful chunks of information, which requires the selection of relevant
pieces of text (i.e., words or phrases) and their conversion into a computer-suitable format. Since
natural language is ambiguous, redundant, and contextual, the task of identifying and extracting
relevant pieces of information is very challenging for computers.

Natural language processing (NLP) refers to the use of computational methods to analyze and
process spoken or written statements in a language commonly used by humans. Such methods
are applied from different angles. At the syntactic level, grammatical rules are used to determine
the basic building blocks of text, such as sentences, words, and the roles they play in a given
piece of text. At the semantic level, the meaning of words, phrases, sentences and documents is
determined. At the pragmatic level, the context is taken into account as well to determine the .
most suitable interpretation. Syntactic analysis is relatively straightforward from a computational
perspective, but not sufficient to determine the meaning of a text fragment or document;
ambiguity, for example, can drastically change the information conveyed in a sentence. Semantic
analysis relies on a common interpretation between the creator (writer) and the consumer
(reader) of a document. One approach to establish a common interpretation relies on ontologies
as frameworks that define the core terminology in a domain and specify the relationships
between words. Contextual aspects can be explicitly specified (e.g., through rules), incorporated
into a domain-specific ontology, or derived from additional information about the documents and
how they are used. Statistical approaches in NLP can overcome this interpretation problem to
some degree, and are sometimes combined with the structural analysis methods that rely on rules
specifying the grammar of the language.

For humans, speaking the same language is the basis for such a shared interpretation. They use
the same principles to construct sentences, although they may not explicitly know the rules of the
underlying grammar. For effective communication, they should have a shared vocabulary,
meaning that there is a set of words for which the conversation partners have an interpretation,
ideally, the same or at least compatible interpretations for one particular word. Contextual
information, such as the current location, task, domain of interest, or emotional state of the
conversation partner, are considered in cases where multiple interpretations are possible. During
the act of reading or listening, humans automatically analyze and interpret language blocks,
resolving ambiguities and try to arrive at a coherent interpretation of a document or conversation.
Such a holistic treatment of natural language is very challenging for computers. Current systems
often combine rule-based approaches, ontologies, and statistical approaches with reasonable
success for situations where vocabulary, language structure, or context are constrained.
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} ' Participants in the Loebner Prize contest, a refinement of the Turing Test, can cngage in
conversations on limited topics in such a way that it is difficult for an observer to dctermine if a
conversation partner is human or computer [Loebner Prize 2010].

Our system aims at the extraction of meaningful pieces of information from widc sets of

| documents, their integration into a coherent framework, and the derivation of new knowledgc.
One critical assumption is the existence of such a coherent framework for thc domain undcr
consideration. An ontology is a formalized representation of such a framework, and serves
multiple purposes in our context. First, it makes explicit the knowledge of humans about thc
domain. Second, it ensures that the interpretation of critical terms is consistent within the group
or organization that utilizes it. Third, it spells out important relationships between thosc tcrms.
Associated with an ontology can be a set of axioms that capture the very basic, generally
accepted statements about a domain. The flexible use of relations in ontologies allows the
dynamic, multiple classification of entities. While these properties of ontologies already allow
for fairly powerful reasoning, our system also incorporates components for rcasoning that are
external to the ontology.

On the NLP side, ontologies are the vehicle to provide a semantic framework for thc
interpretation of sentences and documents, enabling the conversion of statements availablc in
natural language into a representation suitable for computers. For the IE task, an ontology helps
in deciding which pieces of information may be rclevant, and how they are incorporated into the
already existing knowledge repository. The combination of axioms and a flexible hierarchical
structurc provides a strong basis for reasoning and analysis of the information capturcd in the
repository. Ontologies have a natural visual representation as a graph where nodes reprcsent

' concepts and links to relationships between concepts, and thus serve as a powerful information
retrieval method by following apparently relevant relationships.

Ontologies provide major support for several aspects of our system, such as thc cxplicit
representation of domain knowledge, interpretation of text, the analysis of documents, and the
identification and retrieval of stored information. Howcver, they are difficult and cumbcrsomc to
built, may not be available for some areas of interest, and do not capture the full understanding
that humans have. The use of ontologies can also become computationally very expensivc.

Our overall system is structured as a community of collaborative agents that share a common
objective, but have their own capabilities and the autonomy to make their own decisions. Each
agent offers a set of services, and in turn may rely on scrvices providcd by other agents.

While we experimented with different domains, our main testing ground is the cxtraction of
information about the financing of terrorism from publicly available documents on the Web, with
news agencies, newspapers, various organizations, and individuals as sourccs. Clearly the
analysis, intcrpretation, and integration of extracted information is very critical hcre, and justifics
the usc of significant human and computational resources. Extracted information can be
extremely valuable, and augmenting the capabilitics of human analysts may enable them to find
overlooked “nuggets” of information, or to draw conclusions they would not have comc to
otherwise. Obviously the choice of this domain also has some drawbacks: many relcvant
documents are not publicly available; and, understanding the environment and context in which
such analysts work is limited by security constraints [Flynn ct al. 2010]. Ncvertheless, we
believc that the domain of terrorism-financing is suitable for the demonstration of our systcm,
' and later we will present a usage scenario from this domain.
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Computer-based IE and NLP methods have become "good enough" to assist humans with the ‘
processing of large quantities of text-based documents. They can identify the occurrence of

particular text pieces (e.g., words, phrases) in documents, allowing the analysis of simple

statements about entities, events, and actions, and the comparison of identified entities against

other documents [OpenCalais 2010].

However, in general, the performance of these methods is not good enough to leave the task of
information extraction completely to computers, especially in fields where the combination of
different pieces of information, possibly from a wide range of sub-fields or related areas, is
critical. Thus the goal of our project is to demonstrate that computer-based methods for
information retrieval, combined with natural language processing and ontologies, enable analysts
to deal with significantly larger sets of documents and obtain better results than they would with
conventional methods. Our system provides a reusable, configurable platform that can be
adapted to specific domains and tasks with moderate effort. It is intended for interactive and
collaborative use, and relies on configurable components for document search and retrieval (e.g.,
Web crawlers), domain-specific language aspects (e.g., rules to identify entities in the domain
such as names or specific terms), visual presentation of entities and their relationships (e.g., as
topic/concept maps, or ontology visualizations), observation of activities and intermediate results
during the extraction and analysis process, and traceability of results to the source documents.

1. Ontology-Based Information Extraction and Tools

This section covers the various implementation differences in previous ontology-related
information extraction systems. The survey by [Wimalasuriya and Dou 2010] provides an
excellent overview of variations among ontology-based information extraction systems. We
describe the difference in implementations along four dimensions as categorized by
[Wimalasuriya and 2010]: information extraction implementation; ontology usage; ontology
extraction specificity; and, natural language data source.

The first and probably most significant variation in implementation is how the information
extraction is performed in a system. Information extraction itself is a developing field and can be
performed using a combination of techniques.

The first information extraction technique is to use regular expressions to match phrases in
natural language text. These regular expressions are often constructed by a domain expert to
perform matches on phrases as they appear in actual text. While the approach is tedious, it can
often yield high quality results. Another information extraction technique is that of a gazetteer
list. A gazetteer list is a list of known terms and phrases as they exactly appear in text. When text
contains a named entity that matches an element in the gazetteer list, then the named entity is
extracted. A third approach is to use a machine learning classifier to classify natural language
text as relevant information. This approach uses training data (commonly human annotated text)
to train a machine learning classifier to learn how information appears in sentences based on
some feature set (e.g., part of speech tags, word position, or capitalization).

The second of four implementation differences is how the ontology is used in the system. Some
systems use the ontology as user input that a human has pre-defined. This assumes that all
extracted information items must fit into some portion of the defined ontology. Another approach
is to have the system dynamically define the ontology as it processes the natural language input.
Such a system would create new objects in the ontology as they are identified at run-time. ‘
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‘ The third implementation difference is related to what portion of an ontology a system can
extract. An ontology information extraction system can potentially extract classes, properties of
classes, and relationships between classes. Ontology-based information extraction systems can
vary in the level of details for a class that is extracted.

The final variation among information extraction systems is in the source of the natural language
data that is processed by the systems. Some systems will use a text source available from a Wcb
site, while other systems require the text to exist in a particular file format.

Research in the information extraction field has been motivatcd in the past by two research
compctitions. In the past, the Message Understanding Conference [MUC] was a DARPA
sponsored event held from 1991 to 1997. The event required participants to demonstratc systems
performing various information extraction tasks. The Automatic Content Evaluation [ACE]
program was a NIST sponsored event held from 1999 to 2008.

In terms of the tools that are available, there are several toolkits that target the development of
natural language processing applications [LingPipe 2010; OpenNLP 2010; GATE 2010; UIMA
2010; ClearTK 2010]. Two commonly utilized frameworks are GATE (General Architecture for
| Text Engineering) and UIMA (Unstructured Information Management Architecturc). These
frameworks provide services and workflows that simplify the construction of NLP applications.
For our work we utilize the UIMA architecture. This framework provides facilitics such as
annotations, chaining of text-level annotators, and an overall modular development environment.

2. General Approach

‘ The objective of this research project is to build a platform for extracting a large volume of
information from multiple sources on the Internet and provide a context, within which intclligent
analysis can be performed. To achieve this goal, we combine existing NLP tools togcther using
the UIMA framework and partner the enhanced version of NLP with a domain ontology that
describes the complex relationships that exist in that domain and some of the basic rulcs of
inference, which describe the neccssary conditions for classification of objects and relationships.
We emphasize the role of the user in this approach to provide assistance in interprcting the
extracted information, revicw the automated inferencc, and make any changes to enhance thc
quality of information.

The architecturc of this system is service-oriented, as shown in Figurc 1. All thc functional

components are implemented as Web services and hosted on an application scrver. The decision
| to architect the information extraction capability in a service-oriented architecture (SOA) manncr
was twofold. First, the extraction of information appearcd to bc an activity that would be invoked
by external components as a part of some larger busincss process and performed by a wide
varicty of users and on a potentially repetitive basis. As such, it appeared appropriate to deploy
the information extraction capability as a whole in the form of a discoverable and subsequently
invocable service. Second, since the information extraction capability is comprised of a number
of sub-capabilities each of which may be a candidate for replacement with newer, more capable
components, it seemed advantageous to carry this service-oriented concept into the internal
architecturc as well. It was anticipated that doing this would produce a testbed-likc environment
where internal capabilities are substantially decoupled and primed for potential replacement or
introduction of additional, complimentary capabilities.

‘ The current service implementation includes the following:
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e Web crawler service to access sources on the Internet and retrieve articles and ‘
other material from Web sites, clean it up (e.g., remove HTML tags) and store it
in the document repository.

e Feature extraction service to process the textual information, extract objects of
interest, as defined by the ontology, and classify some of the extracted objects.

e Model service to provide ontology access and manipulation functionality. The
Web Ontology Language (OWL) [OWL 2009] is selected to build the context
model. It supports dynamic, multiple classification, which is important in order to
describe a person, for example, as both a ‘banker’ and a ‘terrorist supporter’. It
also supports decidable logic, which makes the inference possible. The model
service utilizes a reasoner in the form of an embedded inference engine. For
persistence of model objects we use an RDF [RDF/XML 2004] triple store.

e Tools service to provide additional tools to help the user interpret the extracted
information and check the validity of the automated inference. The tools allow for
more complex extractions, such as multi-term named entity recognition (NER).
Tools also help refine and aid in the classification of extracted objects, using
encyclopedic services (e.g., Wikipedia).

In addition to the Web services, there is a document repository that holds the raw textual
information as well as the results of NLP extractions. The repository is accessible to all the
services, as well as the user interface.
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. = o 5,

Figure 1. General Architecture

The basic concept of the user interface design is to allow the user to be involved at any step of
the process. It is important to have the user input and integrate it into the intermediate results.

The user interface (UI) provides tools for the user to access the services, configure them to
perform according to the task at hand and provide input when the user decides to intervene.

The Ul is Web-based, so that it can be run from any location and support collaboration. The Ul
offers support for configuration of information sources, setting of various selection critcria, user-
initiated extraction of basic (i.e., explicit) concepts, and user-initiated exporting of NLP
extractions into semantic model. The user can also edit the system configuration elements, such
as the extraction rules and classification lists.

The reasoning process is triggered by the user and can be configured easily on thc Ul. The user
can select an ontology for reasoning and can load multiple ontologies to support complex
inferencing.

The presentation of the inferencing results can be accomplished in a tabular form as wcll as on a
graph, depicting the concepts and their relationships. The results are editable and in the final
design can be integrated into the on-going inferencing process.
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The Ul also offers access to a set of services that provide tools to enhance the interpretation of .
the extracted information.

3. Use-Case Overview

We present a use-case here to illustrate the benefits of enhancing the traditional NLP capabilities
with ontology-based inferencing capability. The use-case supports intelligence analysis of
terrorist activities based on information extracted from news sources as well as intelligence
reports. The assumption here is that different pieces of information appear in different documents
from multiple sources using related but not identical terms, and that their combination yields an
interesting or important new piece of information. Information may be obtained from a number
of sources, with overlapping data items (e.g., a person or an organization may be mentioned in
multiple news articles). All of the statements are stored in the repository, including any
redundant information. When statements are imported into the ontology as facts, a check on
information is performed against the current state of the ontology. Information about the same
object (i.e., person, organization, location, etc.) is merged together to ensure information
integrity.

The use-case examines information about people, organizations, and meetings. The relationships
among these three types of objects are also examined (e.g., person’s membership in organization,
meeting between two people, etc.).

The scenario for the use-case is as follows:

Purpose:
e To identify the possibility that a suspected terrorist group (or individual) is planning an .
attack.

Explicitly extracted information:
e Membership in a known (or suspected) terrorist group.
e A person employed by a financial institution.
¢ A meeting, taking place between the members of the terrorist group and the banker.
Inference:
e The terrorist group is planning to transfer a large amount of money through the banker.
e A terrorist plot may be in the making.

This simple use-case illustrates the extraction of information from multiple sources (the person’s
membership in the terrorist group may come from one source, while the meeting between this
person and the banker may come from another). It also illustrates the use of an ontology to build
a context for the extracted information and the use of the ontology inferencing capability to
create new information.

4. NLP Environment

This section covers the implementation and design of the natural language processing server
portion of this project. The NLP environment implements the Web crawler service and the
feature extraction service, as shown in Figure 1. The NLP server architecture consists of a
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combination of very general external Web resources as well as domain-specific fcatures. By
utilizing both external Web resources and features tailored to a unique domain, we are able to
extract natural language features that may be missed by a more broad-based approach while
maintaining an acceptable level of generality.

From a high-level perspective, it is the task of the NLP server to download news articles from the
Internet and extract relevant information from key phrascs present in the articles. The extracted
phrases, which we call assertions, are then sent to the semantic model. The NLP scrver acts
directly with the graphic user interface (GUI) application and therefore, the user can directly
send requests to the NLP server via SOAP Web service calls from the user application.

The following subsections outlinc the server structure. The next subsection describes what
criteria are used to acquire news articles for processing. Subsequent subsections cover: the task
of cleaning the HTML for a Web article; how natural language features are extracted from our
system; and, the network implementation of the NLP server along with a description of the
cxposed application programming interface (API).

Article Acquisition

In a high-level view of our system, the NLP portion takes as input natural languagc text and
produces assertions relating to the relevant domain. Our goal is that the natural languagc input
may come from a variety of sources. Examples of online sources include: major news Web sites;
online forums; and, blogs. In addition, static documents such as various technical reports may be
utilized as well. In our current implementation, the source of natural language content in the
system is news articles gathered from the Internet. News articles are written for readers who may
not have extensive background knowledge on a topic and thereforc the articles will often list
people’s full name and titles. This is advantageous for detecting the political and corporate
positions of various people.

We use an online news article collection Web site NewsExplorcr [NewsExplorcr 2010]
developed by the European Commission’s Joint Research Centre. The Web site performs
statistieal analysis of various ncws articles that are released throughout the day. Some sample
features of the NewsExplorer Web site are the ability to cluster articles by common terms,
country of origin, and primary article topic.

For our work, we utilize a subset of the topics that NewsExplorer supports. Our graphical
application currently allows downloading of articles that are eategorized under one of the
following topics: Security; TerroristAttack; Conflict; Energy; and, AlternativeEncrgy.

Article Cleanup

The NewsExplorer Web site provides Web links for each of the articles that it tracks. In ordcr to
download an article, the artiele itself must be cleaned of any HTML tags and content not relevant
to the news article. For this task, we use the HTML cleaning functionality of the AlchemyAPI
NLP Web service [AlchemyAPI 2010]. Given a Web link of an article, this servicc returns the
raw text of the news article void of any HTML markup tags or any other advertising eontent.
Once an article has been cleaned, a local copy is cached for future use.

Natural Language Feature Extraction

Our system utilizes two methods of cxtracting information from natural language text:
OpcnCalais; and, our own rule-based technique.
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OpenCalais [OpenCalais 2010] is an information extraction service provided by Thomson ‘
Reuters. The service takes natural language text and returns a document with various labeled
entities in resource description framework (RDF) format.

For our current implementation, we use only a subset of the entities that are detected by
OpenCalais. The entitics that are stored are personcareer, personcommunication, Personrelation, and

FinancialInstitution.

personcareer is a relationship that states a person’s full name along with an institution that the
person is affiliated with. The institution may be a company, political organization, or other
institution. This personcareer relationship does not necessarily specify an employee relationship.

Personcommunication relations exist between two or more persons. The communication can be an
actual communication event, visit, or meeting. The status of a personcommunication can be either
announced or planned. An announced communication occurs when the communication occurred
or allegedly occurred. A planned communication is one that will happen in the future.

In addition to the entities that OpenCalais detects, we implement a rule-based detection system,
which implements matching based on regular expressions. As an example application of our case
study, we focus on detecting the names of terrorists and their membership with particular
terrorist organizations. Our regular expression patterns are based on a list of known terrorist
organizations. We allow for minor spelling differences in the names of the organizations and
assume if the spelling is within a threshold of character differences then the names are a match.

In each pattern, there are keywords that are used to match types of words in a phrase. For
example, the keyword terroristorganization matches with a list of known terrorist organizations
that is read from a configuration file. The keyword adjectives represents a list of known common ‘
adjectives that are used in the context of terrorist members and leaders. The person keyword
refers to the name of a person. We use the detection of persons from OpenCalais. person_role
represents various roles or positions that a person can take (e.g., member, leader, director). Other
standard regular expression symbols are used for matching whitespace, articles, and punctuation.

As the assertions are extracted, they are inserted into an intermediate model using Jena [Jena
2010]. This Jena model maintains occurrence frequency for each assertion as well as the
pertinent information for the assertion (e.g., terrorist organization name, person name, or
communication status). Once the assertions are stored in an intermediate model, they are then
transferred to the semantic model Web service. This information is stored in an RDF file that is
explained in the semantic model section of the report.

We ran across some limitations of the OpenCalais Web service. OpenCalais does perform co-
reference resolution with pronouns, but has difficulty when the reference does not utilize a
personal pronoun but instead uses a plain noun to refer to an object. For example, a paragraph
may refer to ‘the president’ several times without reference to the person’s actual name. In this
case, OpenCalais will have difficulty in making the connection with the particular reference to
the president’s actual name.

Another limitation of OpenCalais is that the relationships it extracts are limited to certain pre-
defined relationships that exist in the RDF schema. Although the schema is quite extensive, there
are certain instances where it is more powerful to implement a domain-specific relationship
extraction technique - like our rule-based technique. In our approach, we used a rule-based

21



N00014-08-1-1209 P.1. Susan C. Opava, Ph.D.

. system to extract information regarding terrorists. This is a quite domain specific extraction and
could not be extracted by OpenCalais.

NLP Web Service Implementation

The NLP Web service is implemented as a SOAP service that the end-user application can
invokc. There are two primary components of the NLP service: a thin wrappcr layer; and, the
backend server module. This scction describes both service modules.

The thin wrapper layer is a Tomcat Web service that provides a Web intcrface to the user
application. This layer provides an API that allows applications to perform various NLP related
and file system related tasks. This layer communicates with the backend NLP server over a
socket-layer protocol.

Backend NLP Server Implementation

The backend NLP server module is the component of the NLP scrver that pcrforms all of the
primary work. It is threaded to handle requests from multiple requesters.

There are two primary service calls that the backend server handles: satchoownload and rRunsatch.
Batchpownload is an API call that invokes the backend server to download a number of articles.

runsatch calls the OpenCalais Web service for each of the documents that was downloaded using
Batchpownload. OpenCalais returns an RDF file containing the extracted relationships. This RDF
file is cached locally for future use and the assertions within a particular RDF file are compiled
into a statistical list of assertions for a given batch.

. 5. Semantic Environment

To extend the solution into the realm of semantic analysis, the enhanced NLP environment
described above is mated to the second component of this two-part approach, the semantic
environment. This additional environment consists of a Web Ontology Language (OWIL.-based)
context model that is managed within a Jena-based platform equipped with an embedded
reasoner. The resulting model and inference capability is collectively exposed as an invocable
Web service.

The following section prcsents the representational paradigm selected to represent the respective
domain ontology together with applicable inference logic. Within this discussion, several kcy
modeling facilities are highlighted and related to the information extraction problem.

The OWL Representational Paradigm

At the heart of the semantic platform is the context model, or ontology, which contains the
concepts necessary to describe and reason about the extracted information fragments produced
by the enhanced NLP capability. Particular attention was given to the selection of the appropriate
representational paradigm. This paradigm must provide a somewhat relaxed view of
classification along with native support for embedding inferencc logic within the very concepts
that it scmantically relates to. Following investigation into several more traditional paradigms,
we decided upon OWL as the rcpresentational language and execution platform suitable for this
research.

The Web Ontology Language, or OWL as it is more commonly known, is a semantic markup
. language. The primary purpose of OWL is to facilitate the publishing and sharing of ontologics
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across the World Wide Web (WWW). OWL is intended to be used by software applications that ‘
need to process Web-based content in a meaningful manner. That is, OWL-based content is
designed to be machine-interpretable.

A typical OWL environment consists of several key components that support both model
development as well as subsequent execution. A typical OWL execution platform consists of a
triple-store where model content is persisted, a reasoner capable of inferring additional concepts
based on embedded logic, and a query engine used to ask questions regarding model content.
Together, these components form a cohesive platform for the development and execution of
semantic content.

Perhaps the most important component of any OWL environment is the reasoner and as such
warrants a more detailed description of its tasks. As the name implies, the main function of this
component is to essentially reason about a given OWL model and its associated content. More
specifically, an OWL reasoner processes class definitions, individuals, and embedded rules in an
effort to accomplish two primary objectives. The first of these tasks is to identify any logical
inconsistencies existing within the model definition and its use. As the platform produced by this
research supports user-driven importation of ontologies applicable to the target analysis domain
(e.g., intelligence, logistics, command and control, etc.), this feature can be used to verify
decidability and logical consistency of such models. The second task performed by the reasoner
is to identify any additional knowledge that can be automatically inferred based on the logic
embedded within the model definition in conjunction with associated content. This additional
knowledge can include subsumption and association relationships and the adjustment of
classification of various scenario content. Although only beginning to emerge within the
timeframe of this research, some reasoners have the ability to not only infer additional content, ‘
but to retract previously inferred content whose truth can no longer be established (i.e., truth
maintenance) [BigOWLIM 2010]. This is a crucial feature for any practical application of
automated reasoning as establishing what is no longer true is as important as the initial inference
that produced it.

Above and beyond the components comprising its typical platform, the OWL representational
paradigm supports several very powerful concepts that are thoroughly exploited by the
information extraction process. These concepts provide the flexibility to represent as of yet
unclassifiable extractions as well as to repeatedly adjust the definitions of those that can be
classified.

Multiple Classification

Multiple classification is the ability for something to be simultaneously defined under two or
more classifications. This is a very powerful capability and has significant implications on the
manner in which representational models are developed. Unlike traditional, more rigid modeling
paradigms where inheritance must be employed as a means for the specialization of concepts,
OWL modelers enjoy a much more flexible environment without concern for relating
classifications in order to support a single entity exhibiting features defined across multiple
classifications. Once qualification rules are embedded within class definitions, the management
of exactly which classifications are appropriate at any given time can be conveniently offloaded
onto the OWL reasoner.
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‘ Dynamic Classification

Dynamic classification is the ability for the classification of something to be adjusted throughout
time. In contrast to the traditional approach of re-instantiating an entity under a new
classification, dynamic classification offers the means to preserve referential integrity by
maintaining the existence of the original entity by only changing its type information. This
capability goes hand-in-hand with multiple classification in creating a dynamic environment
where extracted facts can effectively mutate throughout their lifecycle as additional knowledge is
encountered. Like managemcnt of multiple classification, determining exactly what
classification(s) an OWL object qualifies for at any point in time is typically the responsibility of
the OWL reasoner.

Open World Assumption (OWA)

Traditional database systems operate under a set of assumptions in order to enable the query
engine to return meaningful responses. These suppositions include the closed world assumption,
the unique name assumption and the domain closure assumption.

The closed world assumption states that if a statement cannot be proven true, given the
information in the database, then it must be false. The unique name assumption states that two
distinct constants designate two different objects within thc given universe. The domain closure
assumption states that therc are no other objects in the universe than those designated by
constants within the database.

These assumptions wcre reasonable in a world where a database represcnted all the information
available about a given domain and no external information sources wcre needed to perform the

‘ functions of any database application. Since this time, however, the Internet has become a major
source of information with the effectiveness of many applications being bascd on acccss to
external information from sources that may be unknown at the time of application design. This
has required a different kind of knowledge representation, capable of dealing with the openness
of the Internet. The open world assumption was adopted to allow for the relaxation of the
constraints imposed by the closed world assumption. Along with the open world assumption, the
other two assumptions were consequently also relaxed.

Under an open world assumption, all things are possible unlcss assertcd othcrwise. This is in
stark contrast to traditional decision-support paradigms where the volume and extent of
considerations is limited to what is explicitly asserted to be true about thc world at any given
timc. Although operating undcr an open world assumption has implications on model
development, it is primarily model usage and interpretation that is affccted since logic operating
across such a model must refrain from assuming too much.

Unconstrained Composition of Features

Being able to describe the characteristics of something in a manner unbound by available
definitions can be very helpful when dealing with evolving knowledge, such as in thc
information extraction problem domain. With environments cquipped with such flcxibility,
information extractions can be characterized and continuously re-characterized in a manner
unconstrained by current classification(s) or known concepts. Working in conjunction with
dynamic classification, as the characteristics of something evolve or otherwise changc, so may
its alignment with available definitions. As described earlier, determining exactly what changes
‘ in a classification are appropriate is typically the responsibility of the reasoner.
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The complementary partnership between this set of representational concepts is one of the most ‘
powerful aspects of the OWL paradigm. Collectively, these mechanisms support a progressive

and fluid understanding of extracted information fragments within a dynamic and constantly

evolving context.

Semantic Model Service

Our implementation of the semantic environment is the semantic model service (referred to as
the “model service” in this section). This SOAP Web service contains the ontology-based
semantic processing for the system. From a high level perspective it is the role of the model
service to take in assertions from the NLP extraction and derive new knowledge via inference
over those assertions in combination with a domain specific OWL ontology. To accomplish this
task the model service controls the importation and persistence of NLP extractions and an OWL
ontology into a triple store. The model service is then able to execute reasoning over the triple
store and query its contents.

In order to produce new facts that can be traced to their original source the rules used for
reasoning must be enhanced beyond those typical for OWL inference. The structure of the facts
within the semantic repository also needs to be modified to contain source information. In the
next section we will discuss the added reasoning and source references as implemented in our
data model and in the following sections discuss the implementation of the model service itself.

Source Enhancements for Reasoning

For a real world scenario such as our central use-case seeks to represent, the reasoning and
expressiveness of OWL is stretched. Our dilemma is similar to that expressed by [Vrandecic et
al. 2006]; - a bare fact stored as a triple cannot express information about its source, reliability,
or how it was derived. This information about the context of a fact is as important as the fact
itself in our solution.

To express this context each fact within our semantic repository is annotated with a source
object. This object can be of several types and contain varying properties. A source object for
facts imported from the NLP extraction is of type nNLpassertioninfo and contains information such
as the source document and the place in the document where the extraction occurrcd. This
annotation could be applied through the use of named triples, named graphs, or RDF reification.
In our case we use RDF reification, since it can be used with any type of triple store.

However, our needs go beyond simply annotating facts. New facts that are inferred will need
source data as well. A new fact’s source is the inference itself. That inference as well as the facts
used in the inference need to be made available to the user. Because of this we have taken the
rules for typical OWL inferencing and extended them to create proper sources for inferred facts
with type semanticAssertionInfo.

This technique radically increases the size and complexity of rules. We have yet to discover its
suitability for large datasets. It is possible that systems that deal with reification naively with
named triples will allow for better scalability. Future work on the model service includes
documenting more specific needs for our triple store and rule engine regarding performance
requirements and facilities for advanced reasoning.
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Service Structure and Implementation

The model service has three internal components responsible for ontology management, import
translation, and querying and exporting data. In this section wc will briefly explain each
component’s purpose and key features.

The ontology management component interacts with and maintains the internal triple store. It is
also responsible for triggering the reasoner and persisting the resulting inferred facts. Our triple
store is implemented in Jena. The triple store contains both the OWL domain model and facts
received from the NLP extraction. After the reasoner is run the triplc store also contains inferred
facts. Because the triple store is persistent new facts can be constantly added to thc existing data
to trigger further inference.

Import translation is the process by which assertions from the NLP output become facts within
the semantic model environment. This translation is necessary because the NLP model and the
semantic model use different ontologies to describe entities. Whilc it is theoretically possible that
the NLP and the semantic model could use the same ontology, it is impractical for sevcral
reasons. From a reusability standpoint the NLP should not have to be configured to the current
ontology. For example, two instances of the system might have similar data sources and
extraction needs (thus the same NLP model) but different reasoning and ontology necds (thus
different semantic models). From a practical standpoint it makes sense to have thc NLP output its
assertions in formats close to their sources with minimal processing and translation since it
doesn’t have, nor should it have, the semantic tools available to do more complex translations
that the system might require.

The NLP output is based around the coneept of an asscrtion, a single instance of NLP extraction.
This extraction contains the extracted information as well as the source. Furthermore, the
extraction rcpresents an individual who is a member of a terrorist organization. Thc import
translation takes this assertion and breaks it into its component parts. The parts are the existence
of a pcrson, the existence of a terrorist organization and the membership object that represents
their relationship. Each of these component parts (in fact, every triple that comprises them) is
tied through RDF reification to the source object. Thc import translation also makes surc that
new entities are checked against existing entities of the same type and name. If a match is found,
then new assertions will be connected to thc existing entitics thus unifying data over multiple
sources.

At this time user interaetion with the import mechanism is strietly through proeessing of thc NLP
extraction, however in the future it is likely that users will desirc to add facts to the model
directly. Therefore, the import translation component is likely to implement translations from a
user-friendly schema into the model schema in the future.

On the opposite side of the import process is the export component. This component queries the
model for desired facts and translates them to a format that can be served to clients needing the
information. The complete export can contain hundreds of such assertions including rclationships
(such as memberof) across objects. Currently the export process uses hard coded queries to ereate
an output RDF. The output RDF is modified with regular expressions to create an XML
document that is more palatable to the user interface client. In order to serve data to a more
diverse range of clients the export translation process will need to be expanded to support
general querying and possibly Extensible Stylesheet Language Transformations (XSLT) as wcll.
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6. User Experience ‘

The design of the user experience is focused on providing the user with a set of tools that can be
configured at run-time, depending on user needs, to perform different tasks. The accuracy levels
of existing NLP tools make user involvement essential in providing meaning and guiding both
the extraction and the inferencing processes. The application is developed as a Web application
for availability to multiple users and easy access.

The information source can be a given repository location on the Internet, or can point to an
information aggregation Web service, such as “NewsExplorer”. Information collection Web
services can be used by simply setting the application address in the address box. The
overwhelming volume of information requires that information sources be searched for
documents satisfying certain search criteria. Currently, the search criteria include a date range
and a set of keywords. Search criteria will expand to include additional filters, such as search-by-
organization, search-by-person, and search-by-event. The collected information is downloaded to
a local repository for further processing. At this point, the user has the tools to manage the
repository by checking the downloaded documents for relevance, deleting some documents,
moving documents to other folders, or downloading more documents.

Once the documents in the repository are ready for processing the user can start the extraction
process on a selected folder. The extraction service creates an extraction file for each document
in the folder, then consolidates all extractions into one file, eliminating redundancies and
resolving references. The user can run the extraction process on many folders at the same time,
in which case a separate extraction session will be created for each folder. The user can also stop
any extraction session before it is completed, and decide whether to keep the information
extracted so far or delete it.

The user can run the inference engine on any set of extracted concepts to see what insight can be
gleaned from the current document set. After setting up the service, the user can select an
ontology to load. The selected ontology reflects the current interest and the required analysis.
The user can clear the current ontology and load another one to perform a different analysis.
Once an ontology is loaded the user can load extracted concept files, which are used for the
analysis, then run the reasoner to automatically perform the analysis. The analysis results may
include the creation of additional objects and/or relationships.

The analysis results are presented in tables as well as in a graph, depicting the extracted concepts
and their relationships. The inferred objects/relationships are included in the presentation and
marked as ‘inferred’.

The user can load multiple extraction files and perform the analysis on all of them, or load the
files one-at-a-time, and perform the analysis incrementally. The user can also clear the current
analysis and start over with a new set of extraction files.

In addition to the NLP extraction and the inference engine, the application offers tools to assist
the user in the analysis, by finding out more information about specific concepts or identifying
the types of some concepts that may have been missed by the extraction process.
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‘ One tool determines whether two or more words appear together as a single term. This tool is
< e 4
based on Google search. For example, to find out whether the ‘gateway of India’ is a landmark

or just an expression, the tool performs a search on Google using the keywords: gateway of
India, then examines the first two hundred results to find out how often the words appear in the
given sequence.

Another tool is based on Wikipedia search, to find out whether an extracted concept is a place,
organization, person, or another type that exists in the ontology. This tool takes advantage of the
structure of a Wikipedia page, which provides basic information in a structured format for a large
collection of concepts.

The ability for the user to configure certain aspects of the system is an integral part of the user
experience in a collaborative intelligent system. The user experience in this application includes
the ability to configure some aspects of the system to suit the user needs for a given task. On the
NLP extraction side, the user can control the NLP server and stop it and start it at any time
during execution. The user can also control the batch jobs that are running in background on the
server and stop any job or delete it. In addition, the user can view the extraction rules and edit
them to introduce new rules. The internal lists, which are used by the system to determine the
specific types of organizations, can also be edited. These lists assist the extraction server in
determining terrorist organizations, financial institutions and other types of organizations.

7. Conclusion

The current state of NLP offers some tools to extract information from a collection of documents
and recognize basic entity types in that information. In order to perform intelligent analysis on
‘ the extracted information, a context has to be provided along with some guidelines for the
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analysis. We combine existing NLP tools with an OWL ontology to provide a rich environment ‘
for performing intelligent analyses. The ontology provides the context and the structure of
knowledge in the given domain with the rules, which govern the classification and membership
of objects in concepts in the ontology, and provide basic inferencing mechanisms for creating
new knowledge. The existing NLP tools extract information from a collection of documents and
identify the basic types for entities in the extracted information. Mapping then takes the extracted
basic entities and populates the ontology. The inference mechanism runs on the ontology objects
and may create new objects or relationships, thus expanding the ontology. The overall system
incorporates these tools as collaborative agents that provide and utilize services through a Web
server based on Tomcat and Apache. The user interacts with the system through a Web interface
that provides assistance with the management of sources and documents, and offers support with
the extraction, analysis, and retrieval of information contained in and derived from the
repository.
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Abstract ‘

With the support of C3RP and others, an interdisciplinary team of researchers at Cal Poly
has developed a program in microalgal biotechnology research focused on biofuel
feedstock production. Faculty with expertise in phycology, bacteriology, organic
chemistry, and chemical and environmental engineering have come together to work on
the technical difficulties of microalgal feedstock production.

Algal biofuel is important because it could contribute to the energy mix of the US
military and decrease the overall greenhouse gas footprint of U.S. Department of Defense
(DOD) activities. Although algae produce oil at a much higher rate than conventional
crops, the cost of algae production is high due to the need for large ponds and the cost of
algae harvesting. The economics of algal biofuel production could be increased best by
(1) improving algae production per unit area, (2) increasing the oil content of the algae,
and (3) perfecting algae harvesting methods.

Previous C3RP support was used to develop four pilot-scale algal “high rate ponds™ that

were operated at the San Luis Obispo wastewater treatment plant, with wastewater

providing the needed water and nutrients for algae growth. High rate ponds are shallow

with channelized mixing. An additional four ponds were added in the summer of 2009

with external funds. All eight ponds were used in C3RP research to measure algal lipid

production rates and investigate settling of algae using a natural bioflocculation technique

for harvesting algae. Overall, this research is expected to increase our understanding of

the biological processes affecting lipid production by algae which in turn will lead to

improved economical operation of high-rate algal ponds for biofuel production. ‘

The specific results of the studies conducted under ONR7 funding are divided between
continuous-flow pilot algae production pond experiments and lipid extraction and
characterization method development, with a batch culturing experiment on lipid
productivity.

In the continuous-flow experiments conducted during July-December 2009, the
explanatory variables studied were hydraulic residence time, biomass re-inoculation, and
the presence or absence of carbon dioxide supplementation. Algae productivities were
typical for high rate ponds ranging from 15-19 g/mz-d during summer and early fall and
5-10 g/mz-d during winter. In terms of treatment, total ammonia nitrogen removal was
typically >90% and dissolved organic matter removal ranged from 80-90% (as soluble
carbonaceous biochemical oxygen demand). These are both good results and would be
acceptable for many wastewater treatment applications. However, total suspended solids
in the effluent was higher than desirable with 50-100 mg/L of suspended solids (mostly
algal cells) remaining after sedimentation . Prior to sedimentation, the ponds contained
230-260 mg/L of algal suspended solids. In winter, post-sedimentation suspended solids
ranged from 30-50 mg/L, with pond water containing 70-100 mg/L. Winter ammonium
removal was ranged 45-75%. Carbon dioxide and/or inoculum addition did not have
noticeable influences on results. The lack of carbon dioxide effect was due to light rather
than carbon being the factor limiting growth. Future experiments will recycle settling unit
effluent back to the high rate ponds. This recycling will eliminate the light limitation and
cause carbon to become the limiting substance, at which point carbon dioxide addition
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1 Project significance

Energy alternatives and fuel efficiency are important for DOD missions because these
technologies are needed to reduce the military’s reliance on petroleum fuels.
Development of microalgal biofuels is a top priority of the Defense Advanced Research
Projects Agency (DARPA) Biofuels Program because algal biomass can be produced
without competition with food crops, and the areal productivity (g/m*/d) of microalgae is
among the highest of the photosynthetic organisms (DARPA, 2007; AFOSR, 2008). In
addition, algae cultivation can mitigate greenhouse gas emissions by providing carbon-
neutral renewable fuels.

Beyond the biofuel/greenhouse (GhG) benefit, the development of a low-cost nutrient
removal technology would benefit DOD. Wastewater treatment is one of the vital
services supplied by the US military at its bases and in its civil affairs activities. In fiscal
year 2003, the US military operated 700 overseas bases and another 6,000 within the US
and its territories (DOD, 2003). The Army alone operates over 100 small wastewater
treatment plants on bases (Scholze and Zaghloul, 2001). 1f similar to civilian
communities, a substantial proportion of the public works budget of a military base is
expended on the wastewater management enterprise.

US civilian needs are also great. The American Society of Civil Engineers estimates that
over the next 20 years communities in the US will need to invest $390 billion to renovate
existing wastewater treatment facilities and to build an additional 2,000 treatment
facilities (ASCE, 2005). This level of investment has been called an Aunprecedented
financial problem@ for utilities (WIN, 2000).

2 Background and Prior Work

Biofuels that can be derived from algae include methane and liquid fuels (diesel, jet fuel,
ethanol). Methane can be produced by fairly simple methods from algal biomass, but the
more valuable liquid fuels require extensive processing and energy input. Liquid fuel is
the focus for DOD and this C3RP project. We continue to focus on the production of
algal vegetable oil, which is a precursor to biodiesel and JP-8 jet fuel. Our continued
goal is to develop scalable culturing methods that will increase algal biomass productivity
and to improve both the quality and quantity of oil in thc algal biomass.

Two significant barriers to economical microalgal liquid fuel production are: (1) the cost
of algae production, which is high due to the construction costs of algae ponds and
associated infrastructure, and (2) the cost of algae harvesting, which is high when
chemical flocculants are used to promote settling of the small (1-30 pm) algal cells
(Downing et al., 2002). The goal of both our current and proposed research is to address
both of these issues as described below.

Two types of systems have been considered for algae production: High-rate algal ponds
(HRAP) which are paddle wheel-mixed and channelized into a raceway loop, and closed
photobioreactors with pure cultures of algae contained in clear tubing. Ponds of the
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“high-rate” type are considered the optimal reactors for algae production in the biofuels .
context because of their lower cost (Weissman et al., 1988), although some researchers

are promoting closed photobioreactors (Chisti, 2001). Our approach to economical

biofuel production is to grow algae in conjunction with wastewater treatment (Figure 1).

Since pure-culture photobioreactors would be impractical for wastewater treatment, they

are not considered in our work for scale-up of biofuels production, although they may be

useful for experimentation and inoculum production. Given that new reactor designs are

unlikely to decrease construction costs significantly, the ways to decrease algae

production costs are to increase productivity and/or develop revenue streams from co-

products or co-services such as wastewater treatment.
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Figure 1. Integration of algal biomass production with wastewater treatment. Process steps 1, 2, and 4
were studied in C3RP-funded research, and step 3, anaerobic digestion of algae, was studied under a
California Energy Commission grant during 2009-2010 (not reported herein).

Algae harvesting costs may be lowered directly by improving the settling properties of

the algal biomass. Efficient settling of algae is also important for effective wastewater

treatment since the algae must be settled out in a secondary clarifier to produce effluent

water quality that meets treatment standards. For biofuel production, sedimentation is

less expensive than other solids separation methods such as filtration, centrifuging, or

dissolved air flotation. A strategy our team has pursued with previous C3RP support is

improving settling through the production of natural flocculants intrinsic to the biomass.

This previous research has succeeded in increasing natural flocculation, resulting in

excellent settling rates, but at times settling was poor. Successful operation of HRAP

systems will require more consistent settling than we achieved previously. In the present .
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‘ research, we sought to identify the causes of the obscrved incidences of poor settling.
We have considered the factors of (1) environmental conditions such as pH, temperature,
nutrient concentrations and insolation, and (2) spccies composition of algac and other
microorganisms in the ponds.

Improved algal oil productivity is a project goal. The most useful algal oils for fuel are
the triacylglycerides (TAGs), as opposed to the membrane phospholipids. At a finer
level, the carbon chain length of TAGs affects the value of the oil for fuel production.
JP-8 fuel, especially, has quality control criteria related to temperature and viscosity that
are best met by only some oils. The quantification and characterization of algal lipids is
in itself a challenging endeavor that has been taken up by Dr. Lehr and Dr. Nelson with
previous C3RP funding.

With advanced quantification/characterization capabilities in hand, we are able to study
cultivation techniques to reliably incrcase algal lipid content from its typical 10-15% to
thc 20-30% levels measured in some of our earlier work (Woertz et al., 2009). The uppcr
limit on lipid content seems to be 40-75%, as represented by one species of algae in
particular, Botryococcus braunii. Despite its high lipid content, its lipid productivity has
been quite low (NREL, 1998). Growth techniques with the potential to increase lipid
productivity by chlorophytes or diatoms in general are semi-batch growth. Maximum
lipid productivity would be expccted to occur during the late exponential phase of growth
(Woertz et al., 2009) or during the stationary phase of growth if nitrogen deprivation
occurs (an interpretation of results from NREL, 1998).

Algae production costs can be lowered through co-scrviccs and co-products, wastewater

. reclamation and fertilizer production are the valuable near-term sources of revenue. GhG
abatement credits could provide further revenue. The overall algal biofuel process
envisioned would produce algae using wastewater nutrients, which are cssentially frce,
while treating the wastewater, which is a valuable service. During thc fuel production
steps, organic carbon is removed from the algal biomass. The residual mass would be
decreased while its nutrient content increased. The result would be the creation of a
concentrated fertilizcr solution. Such recycling of nutrients would offset use of fossil
fuel-derived fertilizer. GhG abatement credits could accrue from offsetting fossil fucl use
in threc areas: (1) energy saving during wastcwater treatment compared to conventional
wastewatcr treatment, (2) biofuel production, and (3) fertilizer production.

Wastewater treatment, especially for nutricnt removal, is a costly endeavor when done
with conventional mechanical treatment technologies such as the activated sludge
process. The total cost for typical modern activated sludge processes is $40-$60 million
for a 5 million gallon per day (MGD) treatment plant, excluding primary treatment and
sludge handling (Carollo Engineers, 2006). Our highest total cost estimate for algae-
based wastewater nutrient removal is half as much (Lundquist et al., 2009).

While the nationwide potential for integrated algae-wastewater treatment facilities may
be perhaps <2% of total sewage flows (TNO, 2006), the proposed process appears to bc
one of the few economical and GhG-lowering biofuel approaches. It is thc low-hanging
fruit among algal biofuel technologics, and its success would justify continued R&D in
the field possibly leading to more widespread production of algal biofuels. In additional
‘ to municipal wastewaters, animal manure wastewater and agricultural field drainage can

36




N00014-08-1-1209 P.1. Susan C. Opava, Ph.D.

be treated with algal technology (Woertz et al., 2009; Lundquist et al., 2004), which ‘
expands the potential market and positive biofuel/GhG impacts of the technology being
developed.

3 Objectives

The long-term goal of Algae Tech Group’s work is to develop an algae-based process
that both produces oil for biofuel and treats wastewater. At full-scale such a process is
expected to be economical due revenue gained from providing the wastewater treatment
service. Developing key capabilities of the envisioned system is the goal of the present
research. These capabilities are the following;:

(1) High areal lipid productivity (i.e., >4.7 g oil per m” pond per day or 2000 gal/ac-yr).

(2) Low-cost biomass harvesting by bioflocculation and settling (i.e., >90% harvesting
efficiency and <30 mg/L residual suspended solids).

(3) Low residual organic matter and nitrogen (i.e., <30 mg/L. BODs and <10 mg/L total
N) to meet wastewater discharge limits.

(4) Lipid extraction techniques that use less hazardous chemicals than standard
techniques.

Development of each of these capabilities was approached various ways in the C3RP
research. For the first goal of high lipid productivity, work on manipulation of culture
conditions (e.g., low N stress in the culture medium) in laboratory studies to achieve high ‘
lipid content in algal cells was begun, and a variety of conditions were implemented in
the outdoor pilot units with monitoring of lipid productivity. For the second goal of
bioflocculation, all the work was done using the pilot ponds, with monitoring during both
controlled manipulation and natural variations in conditions (e.g., weather, influent
wastewater concentration). The third goal, good treatment performance, was also
pursued exclusively at pilot scale with different hydraulic residence times and CO,
addition being tested. Lastly, several solvent systems for oil extraction from algal
biomass were tested as alternatives to the standard hexane-chloroform system, in which
chloroform is a particular health hazard. A particularly important result was the
discovery that the costly and energy-intensive cell disruption step may not be needed if
certain solvent systems are used.

The descriptions of the experimental methods and results are presented in two main
sections. The first covers the continuous-flow high rate pond studies on algae
production, bioflocculation, and wastewater treatment. The second main section covers
lipid extraction and characterization and an outdoor batch-growth experiment on lipid
production. These two sections are derived from the master’s theses of Cal Poly
Environmental Engineering students Paul Ward and Matt Hutton, respectively.
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4 Continuous-Flow High Rate Pond Study Materials and
Methods

Experiments were run in four identical pilot-scale HRAP reactors. The reactors were
hand-built in the Spring of 2009 and transported to the San Luis Obispo Water
Reclamation Facility (SLOWRF), located on Prado Rd. in San Luis Obispo. The ponds
were fully operational by the end of July, 2009.

The ponds were constructed to analyze the effects of experimental variables on algal
growth, nutrient removal, and settleability. The site was already occupied by four high-
rate ponds that were used to conduct experiments in past years.

—{8)
2
o

Figure 2: Simplified pilot-plant flowchart. Note: P = pump, PW = paddle wheel, M = motor,
° = primary

4.1 Construction and Layout

The gathering of materials and initial construction began in the spring of 2009 on the
second floor balcony of Building 13 at the California Polytechnic State University in San
Luis Obispo (Cal Poly SLO). The fabrication of pond frames and paddle wheels was
completed prior to moving to the SLOWREF in order to have a more convenient
workspace.

4.1.1 Pond Installation

The pond frames were constructed using several pieces of 8-foot long 2” x 8” lumber
(2x8), Simpson® metal straps, and heavy-duty hinges. The frames needed to allow a
resting water height of 0.3 meters, while also accounting for fluctuation due to mixing
intensity. This was achieved by stacking two 2x8s and fastening them together with
metal straps, resulting in an approximate height of 0.37 meters. Each pond was
constructed using eight 2x8 stacks: two (2) 8-foot lengths, four (4) 18-inch lengths, and
two (2) 20-inch lengths. The HRAP frame design is outlined in Figure 3 and Figure 44.
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Before attaching the eight stacked 2x8 components, each section was primed and painted ‘
to ensure the integrity of the frame through adverse weather. Once painted, the sections

were transported to the SLOWRF. At the project site, the components were combined.

Each section connection consisted of two hinges, one on each of the stacked 2x8s.

- 96" >

18" i —

Figure 3: Plan view of symmetrical HRAP frame design. Note: The actual dimensions of the
ponds are slightly larger due to the spacing created by connecting hinges.

- 20" >+ 18" >

Figure 4: HRAP frame design and dimensions.

Prior to reactor placement, the site had to be graded to create a uniform surface that
promoted drainage towards the planned sump area. Using surveying equipment, the
site’s initial gradation was measured and noted. A plant operator then used a front loader
to scrape and flatten the site. The planned locations of the pump house and ponds were
built up manually using shovels. An overhead view of the site can be seen in Figure 5.
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Figure 5: Plan view of the SLOWREF, including the operations relative to the HRAP pilot-
scale project. Google Earth captured the image before any construction had taken place in
the area.

Local regulation required the experimental ponds be placed in secondary containment to
prevent any sewage from spilling onto the ground. A large roll of pond liner was used for
both the secondary containment area and each HRAP. Several 2” x 12 wooden planks
were used to create a wall to contain the pond liner. The planks were held up by
positioning rebar on both sides and driving them into the ground. Prior to placing the
pond liner into the containment area, a hole was dug in the shape of a large, circular trash
can to make space for the sump. A trash can was cut in half and placed in the hole. The
pond liner was then laid over the containment area.

The HRAP wooden frames were then placed on the leveled portion of the containment
area. The pond liner was cut into four identical sections and laid into the frames. The
frames were then stabilized (to prevent hinge movement) with shelf standard track with
C-shaped cross section. These tracks also allowed the baffle to be installed by fastening
hinges onto the precut holes.

4.1.2 Paddle Wheels

The baffle and paddle wheels were both constructed using quarter-inch thick high-density
polyethylene (HDPE). The baffles were roughly eight feet long and 14.5 inches tall and
were attached to the shelf standards. Each paddle consisted of two circular pieces and
five cross-pieces. The five cross-pieces were connected to both circular pieces using
elbow brackets. Holes were drilled into the large circular sections to insert the drive
shaft.
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The paddle wheels were positioned at the end of the straight sections of the ponds. Each .
pond had its own drive shaft, but all were connected using shaft couplers. The paddle

wheels were installed in series to a single Leeson® waterproof motor, which was

powered by a variable speed unit. The motor was bolted onto a custom-made wooden

table that was the proper height to ensure the motor and drive shafts were level.

Operating with a single motor ensured uniform channel velocity in all ponds. Figure 6

details the final placement of the paddle wheels and motor assembly.

Figure 6: Post-construction photograph of ponds and paddle wheel motor assembly.

In order to achieve uniform shading, the ponds were spaced equally apart from one
another and a mock paddle wheel was installed next to the last pond to simulate the
shading every other pond received from the functional paddle wheels. The mock paddle
wheel was constructed with a single HDPE circular piece attached to a wooden support
(see Figure 7 below).
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Figure 7: Mock paddle wheel designed to simulate shading of functional paddle wheel.

4.1.3 Pond Infrastructure

Important considerations for plant design were the pond standpipe configuration and the
systems for supplying wastewater and carbon dioxide. The supply systems needed to be
able to provide uniform flows to each receiving pond.

Standpipes were installed in each pond to maintain a depth of approximately 0.3 meters
(about I foot). The standpipes were connected to a single effluent PVC line which
emptied into the sump for disposal back into the municipal wastewater system.

The wastewater supply system (see Figure 8) included a head tank, a Flotec® 1/6
horsepower submersible utility pump, Cole-Parmer peristaltic pumps, and various supply
lines. The head tank was designed to receive water from the primary clarifier by means
of the submersible utility pump. An overflow pipe maintained a constant water level in
the tank, while also preventing stagnation. An outlet line was installed midway up the
tank to draw wastewater for system delivery without pulling solids which accumulate at
the surface and bottom. The outlet line led to an eight-valve manifold and a single-valve
discharge line which fed directly into the sump (for cleaning and line flushing). The
supply system was used for both this project and the adjacent deep HRAP project.

—~g
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Figure 8: Wastewater supply system flowchart. Note: Crossed circles = valves, P = pump

Each of the four ponds (Pond 1, 2, 3, and 4) received wastewater through an individual
valve. The supply lines were run through two Cole-Parmer peristaltic pumps, each with a
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dual-channel pump head which allowed two ponds to be supplied using one pump motor. .
The feed lines were placed in the shelf standard channels with the outlet to the ponds
placed directly after the standpipe to prevent short-circuiting of wastewater.

The carbon dioxide supply system employed a pH controller with a solenoid valve to
supply gas once the pH reached a custom setpoint. Each controller and valve unit was
kept in a sealed Tupperware® container to eliminate exposure to moisture. The CO;
tanks were stored in an onsite shed and fitted with a flow regulator. A soft supply line
ran from the shed to the containment area, where a splitter led to each controller unit. A
diffuser strip from a local pet store was placed in each of two experimental ponds. To
keep the diffuser units form moving, a small portion of PVC pipe was filled with pennies,
capped, and attached to the strips.

Figure 9: Carbon dioxide supply system flowchart. Note: Crossed circles = valves, C = pH
controller.
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Figure 10: Completed, operational pilot-scale HRAP plant.

4.2 Pilot Plant Operation & Maintenance

Several operational parameters were developed prior to beginning experimentation. The
channel velocity, hydraulic residence time and pH set point for CO, addition were several
key decisions. The project was also split into several experiments, each of which needed
to be planned. A maintenance routine also needed to be developed in order to ensure
optimal conditions at the pilot-plant.

4.2.1 Channel Velocity

A channel velocity of 25 cm/s was chosen from experience. This velocity was to keep
the algal cells in suspension and allow for optimal exposure to sunlight. In order to
achieve this velocity, the paddle wheel motor was adjusted and the channel velocity
measured using the “orange test”. An orange was placed into one of the ponds and a
stopwatch was used to record its travel time over a known distance. A channel velocity
of 25 c¢cm/s corresponded with an approximate 4 rpm paddle wheel speed.

4.2.2 Hydraulic Residence Time

A hydraulic residence time (HRT) of 4 days was chosen for operation. This HRT
corresponded to a wastewater influent flow of 160 mL/min.

4.2.3 pH Set Point for CO, Addition

Algal ponds commonly experience pH levels upwards of 9.5-10. A pH of 8.3 is optimal
for ponds to stimulate aerobic bacterial degradation and avoid ammonia gas toxicity
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(Scraggs, 2007). CO; addition also helps overcome any carbon deficiencies in the .
wastewater feed. During the CO; experiments, a pH set point of 8.3 was programmed

into the solenoid valve controllers. Once the pH of the ponds reached a level several

points above 8.3, the solenoid valve opened and pure CO; gas bubbled into the ponds.

4.2.4 Pilot-plant Start-Up

The pilot-plant became operational on July 15", 2009, when the ponds were filled with
10 gallons of inoculum and fed primary wastewater. The inoculum was obtained from
neighboring experimental HRAPs being run by Michael Podevin. The ponds were
initially partially filled, but over several days were up to capacity and overflowing into
the effluent standpipes. During this period, the paddle wheels were operating at 4 rpm.
Once the ponds were full and green, the pH controllers were calibrated and carbon
dioxide was injected into Ponds | and 3 when pH levels reached 8.3.

4.2.5 Monitoring and Maintenance

Daily monitoring was an essential part of experimentation, as it ensured that the ponds
were running according to the experimental plan. Ideally, plant operations should be
continuously monitored. With limited resources and manpower, efforts were made to
have a student visit the plant once a day to conduct routine monitoring and undertake
maintenance work as needed. All important observations and monitoring data were
recorded in a field log.

The typical monitoring routine consisted of several tasks: (1) checking and adjusting

wastewater influent flows, (2) calibrating pH controllers, (3) monitoring pond pH, .
temperature and dissolved oxygen (DO) levels, (4) monitoring and removing filamentous

growth on the pond sidewalls and standpipe, (5) recording general pond conditions and

presence of zooplankton, (6) checking water level in the headtank, and (7) checking all

pumps and electrical equipment.

Wastewater influent flows were checked with a 250 mL graduated cylinder and
stopwatch. The influent wastewater was collected in the graduated cylinder over a period
of 30 seconds, and the volumetric flow rate was recorded in mL/min. If the flows had
strayed substantially from the desired 160 mL/min, the peristaltic pumps were adjusted.
In the event that flows became consistently erratic, the supply lines were removed and
replaced because of fouling (the buildup of slime in the tubing). The ponds were
operated with two peristaltic pumps with dual-channel pump heads, so two ponds
received wastewater with the same pump (Ponds 1 & 2 in one grouping, Ponds 3 & 4 in
the other; see Figure 8). In this configuration, fouling in one line could be easily
identified by observing large differences in flow between ponds being supplied by the
same pump. The pump heads also required special MasterFlex® tubing, which needed to
be replaced along with the supply line to ensure proper consistency.

The pH controllers were calibrated using a two-point calibration. The two solutions must
span the expected operational range. The typical pH range in algal ponds is 7-10, so the
controllers were calibrated using pH solutions of 7.0 and 10.0. The probes were cleaned
by rinsing with tap water and scrubbing lightly with a soft, clean rag. This procedure was
repeated every few days, or when there was visible algal buildup on the probe.
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The temperature and pH of each pond was measured using a hand probe, which was
calibrated daily using a three-point calibration consisting of pH solutions of 4.0, 7.0, and
10.0. Temperature and pH were recorded every day that a full plant monitoring routine
took place. Dissolved oxygen readings were taken roughly every week when the probe
was functioning properly.

Especially in warmer months, filamentous growth (algal and bacterial) on the pond
sidewalls and standpipe became an issue. The experiment was concerned with the
nutrient removal performance of frce-floating algae, so filamcntous strains needed to be
controlled. The filamentous growth also presented a clogging hazard to the standpipes.
When filamentous growth was observed, it was noted and removed using a hard-bristlc
hand brush. Compared with the neighboring deep HRAPs, filamentous growth was not
as much of a nuisance.

During routine site monitoring, the color of thc ponds and presence of zooplankton was
noted. Color changes indicated either an increase in flocculation or a decrease in algal
productivity. The presence and color of flocs was also noted. Using beakcrs, the
presence of zooplankton could also be determined. A sample from each pond would be
drawn and all samples would be set side-by-side to compare color and zooplankton
presence.

A final critical step in daily monitoring was the check on pumps, the head tank and all
other electrical devices. In event that the head tank was low, the submersible pump in thc
primary clarifier was checked first for power. Ifthe supply line was vibrating, the pump
was on and spinning, meaning thc pump screen was clogged with debris. To clean the
screen, the pump was liftcd from the clarifier and scrubbed with a long-handlcd brush.

4.3 Experimental Procedures

This section outlines the dates and operational parameters of each cxperiment. During
2009, several experiments were run on the ponds. There wcre two main cxperimental
setups that were used on several occasions, and one setup which failed to sustain a
culture. The first setup involved the supplementation of CO; to thc cxpcrimental ponds
to observe changes in nutrient removal, algal growth, and settling. The second setup
involved inoculating the experimental ponds to observe the same parametcrs. Thc third
setup, which never produced a working system, was the dilution of the experimental
ponds with tap water to produce a more carbon-starved environment with which to test
the effects of CO; supplementation. Two other experiments were conductcd aftcr the
performance period of the current and are not reported herein.

4.3.1 Experiment I

The first experiment conducted on the newly constructed HRAPs began on July 21°,
2009. The ponds had been filled and inoculated one wcek earlier and wcre green. Ponds
1 and 3 werc supplementcd with CO, when the pH rose above 8.3. During the first
several weeks of opcration (until August B 2009), the ponds were tested only for total
suspended and total volatile solids (TSS and VSS, respectively) to observe the relative
growth rates of the experimental ponds and control ponds. The hydraulic residence time
during this experiment was 4 days (feed rate of 1 60 mL/min) and thc channel velocity
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was approximately 25 cm/sec per the “orange test.” As with all experiments, the ponds ’
were fed wastewater from the SLOWRF primary clarifiers.

On August 13" samples began being pulled for more extensive analysis. Nutrient
removal efficiency and settleability was evaluated in the lab using samples from the
ponds and head tank. The first experiment concluded on September 28", 2009.

4.3.2 Experiment II

The second experiment, which began October 3“’, 2009, aimed to reduce the carbon load
in the ponds, thereby increasing the effect of CO; supplementation. The HRT remained
at 4 days and the channel velocity was maintained at 25 cm/sec. The wastewater feed
rate was decreased to 80 mL/min and tap water lines were run to the ponds. The tap
water feed was set to 80 mL/min to achieve the correct HRT. The dilution with tap water
cut the influent carbon load in half.

After two weeks, including a rain event, the ponds turned light tan and had no algal
presence. The dilution experiment was abandoned on October 20",

4.3.3 Experiment I1I

The third experiment began on October 22", 2009, and involved adding inoculum to the

experimental ponds to study its effect on settling and nutrient removal. The ponds were

intermixed and allowed to become green before beginning the inoculum additions. On

November 12", ponds 1 and 2 began receiving one gallon of inoculum per day. The

weekly testing procedure of past experiments was continued. The experiment was

suspended on December 20" due to the Christmas holiday break. ’

4.4 Water Quality Sampling and Analysis

Water quality analysis was conducted weekly, barring any severe weather events, power
outages, or pond shutdowns. In addition to weekly analysis, routine field measurements
were taken to daily to monitor for significant changes in pond conditions. Each
experiment incorporated similar data, but each had minor differences. The sampling
schedules for each experiment are outlined below.
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Table 1: Experiment I Sampling Schedule

| Parameter Sample Location Measurement Frequency
| TSSNSS INF, HRAPs Semiweekly*
2-hour Settled TSS | HRAPs Weekly
%é-gour Settled HRAPs Weekly
Ammonical Nitrogen | INF, HRAPs Semiweekly*
Nitrate & Nitrite INF, HRAPs Weekly**
NPOC INF, HRAPs Weekly** e
DRP INF, HRAPs Weekly***
DOC INF, HRAPs Weekly*
Alkalinity INF, HRAPs Weekly
Settled TBOD HRAPs Weekly
| scBOD INF, HRAPs Weekly
. Cell Counts HRAPs Weekly
’ Influent Flow HRAPs Daily****
Pond pH HRAPs Daily****
| Pond Temperature | HRAPs Daily****

* Semiweekly TSS/VSS, NHx-N, and DOC testing was initiated September 14

2010

' ** Nitrate & Nitrite and NPOC data could not be used for the first experiment due
' to QA/QC failure

*** DRP analysis was conducted weekly over a 4-week period
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Table 2: Experiment III Sampling Schedule

Parameter Sample Location Measurement Frequency
TSS/VSS INF, HRAPs Semiweekly
2-hour Settled TSS | HRAPs Weekly
%g—gour Settled HRAPS Weekly
Ammonical Nitrogen | INF, HRAPs Semiweekly
Nitrate & Nitrite INF, HRAPs Weekly*
NPOC INF, HRAPs Weekly**
TIC INF, HRAPs Weekly**
DOC INF, HRAPs Weekly
Alkalinity INF, HRAPs Weekly
Settled TBOD HRAPs Occasional
Zooplankton Counts | HRAPs Weekly
Influent Flow HRAPs Daily

Pond pH HRAPs Daily

Pond Temperature | HRAPs Daily

* Reliable nitrate & nitrite data began in January 2010

** NPOC and TIC data could not be used for the third experiment due to QA/QC
failure

During each experiment, a day of the week was chosen as the designated main sample
day, while another day was chosen as the semiweekly sample day. The main sample day
included all the analytical tests and required large sample volumes (approximately 3000
mL). The semiweekly sample day included TSS/VSS and ammonia tests, and required
no more than 150 mL sample volumes.

One-gallon milk jugs and two-liter Nalgene® bottles were used to collect samples on the

main sample day. If phosphorus testing was planned, the two-liter bottles were acid-

washed to remove any residual phosphorus from the bottle walls. On semiweekly sample

days, 250 mL sample containers were used. Pond samples were obtained at the center of

the HRAPs, directly upstream of the influent supply line to avoid short-circuiting of raw ‘
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influent into the sample bottles. A primary influent sample was obtaincd by placing a
sample bottle below the influent supply lines of each pond. Prior to filling any of the
sample bottles, they were each rinsed using the water sampled. After sampling, the
bottles were immediately rinsed and set upside down to dry until the next sampling
period. If growth was present on a sample bottle, it was brushed with a light glass-soap
solution until clean.

4.4.1 Total and Volatile Suspended Solids

Total and volatile suspended solids (TSS/VSS) testing was performed according to
APHA Method 2540 D. The experiments utilized Fisher Scientific G4 glass fiber filters,
with a nominal pore diameter of 1.2 microns. Prior to use, the filters were rinsed with
approximately 60 mL of deionized water and ashed in an oven at 550°C to remove any
loose glass fibers or dust from packaging. When necessary, filtrate from the TSS/VSS
procedure was used for subsequent testing. TSS/VSS testing was conductcd on the
HRAP and primary influent samples on both the main and semiweekly sampling days.
Settled pond supernatant was only tested for TSS.

4.4.2 Total Ammonical Nitrogen

The total ammonia content of each sample was determined using the Ammonia-Selective
Electrode Method, APHA Method 4500D. Due to the temperature sensitivity of the
electrode, samples were allowed to warm to room temperature prior to conducting the
test. The pH of the samples was raised using Orion Ammonia pH-adjusting ISA (#1310-
73-2). A calibration curve was prepared prior to each run with a series of dilute standards
made from 2500 mg/L stock solution. The calibration curvc consisted of five ammonium
concentrations: 0.1, 1.0, 10, 25, and 50 mg/L. The ammonia-selective electrode probe
and pH probe read concurrently and were rinsed with deionized water between each
standard and sample. If the calibration curve did not havc an R? value of 0.99 or greater,
one or more standard was rerun prior to testing any of the experimental samples. During
testing, three samples were chosen randomly for spike matrix analysis. Total ammonia
was measured for both HRAP and primary influent samples.

4.4.3 Nitrate & Nitrite

Nitrate and nitrite levels were determined using a Dionex® Ion Chromatograph (IC), as
referenced in Feffer (2007). The calibration curves created for these experiments utilized
stand-alone nitratc and nitrite samples, rather than 7-anion standards, after Expcriment
I1. Nitrate standards of 0.1, 1, 5, 10, and 25 mg/L NO3-N, and nitrite standards of 0.1, 1,
2,5, and 10 mg/L NO;-N were used to create the more recent calibration curves. Much
of the IC data from the first and second experiment could not be used because of poor
quality control proccdure pertaining to the calibration standards. Beginning with
experiment III, more rigorous QA/QC methods were put into place.

4.4.4 Total Kjeldahl Nitrogen (TKN)

The APHA standard method was used except that a less toxic copper catalyst was used
instead of a mercury catalyst.
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4.4.5 Alkalinity ‘

APHA Method 2320B was used to measure alkalinity. This test was conducted
immediately after samples were brought into the lab.

4.4.6 Biochemical Oxygen Demand

Total and soluble carbonaceous biochemical oxygen demand (TBOD and scBOD) was
determined using APHA Method 5210 B. TBOD data was collected on 24-hour settled
supernatant from Imhoff cones and primary influent. scBOD data was collected on the
filtrate pond water and primary influent that had passed through 1.2 micron Fisher G4
glass fiber filters. Nutrient buffer solution was prepared using Hach BOD Nutrient
Buffer Pillows and deionized water. When testing for scBOD, Hach nitrification
inhibitor (Formula 2533TM) was used. Standards and blanks were analyzed during each
weekly test period.

4.4.7 Settling Tests

Settling tests were conducted weekly using 1-liter Imhoff cones, which were filled with
pond sample water. After two hours, supernatant samples were collected from each cone
for TSS analysis. After 24 hours, supernatant samples were again collected for TSS and
TBOD analysis. Imhoff cones are routinely used as a standard device for determining
settleable solids in wastewater laboratories, as referenced in APHA Method 2540 A.

Prior to filling the Imhoff cones, sample bottles were gently shaken to keep all solids

suspended. After 2 and 24 hours, supernatant was collected from each cone using a

pipette. In order to avoid collecting any floating debris, the pipette tip was submerged ‘
approximately one centimeter below the water surface.

4.4.8 Daily Temperature and pH

Daily temperature and pH measurements were obtained using a portable Oakton Acorn®
lon 6 meter. The meter was calibrated daily using 4.0, 7.0, and 10.0 pH solutions. The

measurements were made to monitor daily changes in pH and temperature. Relative pH
changes between experimental and control ponds were also observed.

4.4.9 Weather Data

Daily weather data was obtained from the California Irrigation Management Information
System (CIMIS) through the Department of Water Resources Office of Water Use
Efficiency online database. The data was recorded at San Luis Obispo Station No. 52,
which is located on the Cal Poly Campus, approximately 3 miles from the pilot plant.
The data includes evapotranspiration, precipitation, solar radiation, maximum and
minimum air temperature, relative humidity, and wind speed.
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‘ 5 Continuous-Flow High Rate Pond Study Results and
Discussion

This section includes the data analysis and various observations from Experiments I-V,
The experimental phase of this thesis project ran from July 21%, 2009 to September 18™,
2010. Hydraulic residence time, pond depth, channel velocity, inoculum and CO,
additions were all variables controlled throughout the experiments. Primary influent
water quality, inoculum characteristics, and weather were all uncontrolled variables.

5.1 Waeather Conditions

The main weather conditions that affect algal growth are temperature and solar radiation.
The warmer the temperature, the faster algae grow, and the quicker nutrients are
assimilated into biomass. The following graphs detail weather condition data over the
entire project timeline.
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Figure 11: Daily Solar Radiation throughout the Entire Project
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‘ The solar radiation data shows a clear trend with the seasons. During the summer
months, the levels reach a peak, while during the winter months, the levels bottom out.
The curve closely resembles a sinusoidal pattern. The temperature data does not have
such drastic differences between winter and summer months, but does have the same
trend. During summer months, temperature and solar radiation both peak, while in winter
months they both reach a minimum. The average solar radiation and temperature data for
each of the successful experiments is listed below in Table 3.

Table 3: Average solar radiation and temperature data for each successful experiment.

Parameter Experiment | Experiment Il Experiment IV
Average Radiation, W/m* 249 157 284

Average Temperature, C 17.1 12.5 15.2

Average Max Temperature, C | 25.7 18.7 22.2

Average Min Temperature, C | 11.6 7 107 |

5.2 Experiment I

The following section provides water quality results for the first experiment. During this
experiment, all ponds were operated at a 4-day hydraulic retention time. Ponds | and 3
received supplemental CO, through diffuser strips located at the channel bottom of each
‘ pond. The solenoid valve controlling the flow of carbon dioxide gas was opencd once the
pH probe registered a reading over 8.5. All ponds were fed from the samc stock of
primary wastewater and all ponds had an approximate channel velocity of 25 cm/s.

5.2.1 Treatment Performance

During Experiment I, treatment performance between control ponds and experimental
ponds receiving carbon dioxide was analyzed. The constituents of concern included total
and volatile suspended solids (TSS/VSS), total ammonical nitrogen (NH,-N), alkalinity,
total biochemical oxygen demand (TBOD), soluble carbonaceous biochemical oxygen
demand (scBOD), and dissolved reactive phosphorus (DRP). Settling tests werc also
conducted and data gathered included 2-hour and 24-hour TSS, and 24-hour TBOD of the
supernatant drawn from the top of Imhoff cones. A summary of the average constituent
levels in all four HRAPs can be found in Table 4.

Total and volatile suspended solids were the main indicators of algal growth in the
HRAPs. Volatile suspended solids represented the rough concentration of active
biological material, while total suspended solids included dead cells and other debris.
TSS/VSS levels in the experimental ponds were expected to be markedly higher than the
control ponds, due to the additional source of carbon. During Expcriment I, however,
there was no clear pattern of increased growth in the experimental ponds. During the first
two weeks there appeared to be a separation between the experimental ponds and control
ponds. On August 6", experimental Ponds 1 and 3 were at 335/305 mg/L (TSS/VSS) and
329/305 mg/L respectively, while control Ponds 2 and 4 were at 253/241 mg/L. and

. 276/257 mg/L. Over thc next month and a half, Pond 3 solids levels declined, while
|
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Pond | remained the highest in solids by the end of the experimental run. The solids ‘
levels in control Ponds 2 and 4 ended in between those of the experimental ponds.

As referenced in Table 4, the average TSS/VSS values for the control and experimental
ponds were not markedly different. The average VSS concentration for the control and
experimental ponds was 229 and 239 mg/L, respectively. Algal growth may not have
been affected by the addition of CO; because the feed wastewater supplied enough
carbon that sunlight was the limiting factor rather than carbon.
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Figure 14: TSS & VSS Data for Experiment 1
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During Experiment I, the HRAPs proved to be effective in reducing ammonia levels. The .
main mechanisms for ammonia removal are assimilation into algal biomass, nitrification

by bacteria, and volatilization. Since biological growth was not substantially affected by

the addition of carbon dioxide (concluded by analyzing VSS data), differences in

ammonia concentration could be attributed to the pH levels of the ponds affecting

volatilization. The control and experimental ponds had average total ammonical nitrogen
concentrations of 3.0 and 3.6 mg/L, respectively. During the course of the experiment,

the pH levels in the control ponds reached pH levels between 9.5 and 9.8 in the

afternoon. The experimental ponds were kept at or below a pH level of 8.5 by CO,

injection.

The overall removal efficiencies for total ammonia nitrogen were approximately 90-92%
during Experiment [ (Table 4). Carbon dioxide supplementation was expected to
increase productivity in the experimental ponds, which would also increase nitrogen
uptake and conversion into biomass. This was not the case, however, as the ammonia
removal was almost identical in all ponds. Ammonia volatilization may have been a
substantial method of removal.
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Figure 15: Total ammonical nitrogen levels in all ponds and primary influent during
Experiment I.
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Figure 16: Total ammonical nitrogen in all ponds, excluding primary influent.

. Weekly settling tests were conducted using one-liter Imhoff cones. Total suspended
solids measurements were taken after two and 24-hour periods. Total BOD tests were

also conducted on the 24-hour settled samples. During experiment I, no differences in
settleability were expected between the control and experimental ponds. The average
settled TSS levels for the experimental ponds were lower than those of the control ponds,
but were not consistent with one another. The experimental ponds | and 3 averaged 151
and 98 mg/L 2-hr TSS, and 69 and 47 mg/L 24-hour TSS, respectively. The control
ponds 2 and 4 averaged 165 and 192 mg/L 2-hr TSS, and 95 and 92 mg/L 24-hr TSS,
respectively (see Table 4).

58




N00014-08-1-1209

P.I. Susan C. Opava, Ph.D.

250 -
-)
o 200
E
24
B
= 50— - e _Pond 1
o o « Pond2
ks ‘/_' A Pond 3
& 100 L. —e—Pond 4
Q.
72
=3
(7]
3 50
Q
= 3
A
0 T T
2009-08-06 2009-08-30 2009-09-23

Figure 17: 2-hour TSS data for experiment I.
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Figure 18: 24-hour TSS data for experiment 1.
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The weekly settling results do not reveal a clear pattern between the control and
experimental ponds. The experimental ponds had lower 24-hr TSS levels three out of
five testing days, but did not consistently settle more efficiently than the control ponds.

Biochemical oxygen demand (BOD) measurements were taken on raw primary
wastewater and 24-hour settled pond supernatant samples during Experiment 1. Soluble
carbonaceous BOD (scBOD) was also determined for filtered raw primary and raw pond
samples. Neither the experimental or control ponds exhibited better performance in
organics removal. Only four reliable BOD results were reported during Experiment 1, so
data was limited. The experimental ponds had lower scBOD levels for two consecutive
weeks before Pond | levels rose dramatically.

Total Biochemical Oxygen Demand (mg/L)

Figure 19: Total Biochemical Oxygen Demand during Experiment I
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Figure 20: Soluble Carbonaceous BOD during Experiment I

Dissolved reactive phosphorus (DRP) and alkalinity were also measured during
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Experiment I. DRP removal in the ponds was relatively consistent for all ponds,
averaging between 47 and 56 percent removal. Alkalinity removal was also relatively

consistent, averaging between 26 and 29 percent removal.
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Table 4: Average concentrations of water quality constituents during Experiment |

Pond 1 Pond 2 Pond 3 Pond 4
Constituent Influent (w/ CO;) (control) (w/ CO,) (control)
TSS (mglL) 88 262 229 250 251
Std. Error 5.1 7.2 7.6 12.6 8.6
# of samples 14 20 20 20 20
VSS (mg/L) 83 244 219 234 239
Std. Error 47 6.6 6.6 109 7.0
# of samples 14 20 20 20 20
2-hr TSS (mg/L) n/a 151 165 98 192
Std. Error n/a 13.0 14.9 278 17.6
# of samples n/a 5 5 5 5
24-hr TSS (mg/L) n/a 69 95 47 92
Std. Error n/a 10.2 18.6 12.2 12.7
# of samples n/a 5 5 5 {5
NHx-N (mg/L) 38 3.2 2.9 40 3.1
Std. Error 22 1.0 0.2 0.9 0.5
# of samples 70 7 7 7 7
% removed n/a 92% 92% 90% 92%
Alkalinity (mg/L) 349 257.5 248.0 254.0 251.5
Std. Error 12.3 11.2 37 6.2 6.0
# of samples 4 5 5 5 5
% removed n/a 26% 29% 27% 28%
Supematant TBOD, mg/L  162.8 53.9 50.6 34.7 547
Std. Error 21.9 134 4.0 9.0 6.6
# of samples 4 5 4 4 4
% removed n/a 67% 69% 79% 66%
scBOD, mg/L 741 9.3 12.4 109 9.9
Std. Error 8.6 1.3 4.3 1.8 26
# of samples 4 4 4 4 4
% removed n/a 87% 83% 85% 87%
DRP, mg/L 6.2 3.2 31 3.2 2.7
Std. Error 0.5 0.2 0.1 0.1 0.4
# of samples 4 4 4 4 4
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% removed n/a 48% 49% 47% 56% .

5.3 Experiment Il

Experiment 11 attempted to dilute raw primary influent with tap water in order to decrease
the influent carbon load. With a decreased carbon load in the influent, the addition of
carbon dioxide should have had a more pronounced effect. The ponds did not grow well
during the first two weeks of the experiment and no reliable results were gathered.

5.4 Experiment III

The following section includes water quality results for the third experiment. All ponds
were operated at a 4-day retention time, as in Experiment . Due to winter weather
conditions, including lower solar radiation and air temperature, pH remained <8.5 in all
ponds. The carbon dioxide addition set-point was not exceeded. The ponds were re-
mixed after the poor growth during Experiment II, and Ponds 1 and 2 received daily
additions of inoculum. Each pond received one gallon of inoculum once per day for the
duration of the experiment. All ponds were fed from the same stock of primary
wastewater, and all ponds had an approximate channel velocity of 25 cm/s.

This experiment consisted of three extended testing periods, which were separated by the
Cal Poly yearly winter break and an early sprin§ pond crash. The first segment of
experimentation occurred between October 22™ and December 20™, 2009. During the
three-week break between sampling, the influent lines were shut off, but the paddle-
wheels were kept on to maintain suspension of biological material. A sheet of plastic was .
fitted over the top of the first pond in an attempt to maintain a higher temperature.
During the beginning of January, 2010, the plastic sheet was removed (no marked
temperature increase had been noticed), and the ponds were prepped for the continuation
of the inoculum experiment. The configuration of control and experimental ponds
remained the same, and all inoculum addition procedures were maintained. This second
segment of experimentation occurred between January 9" and March 15", 2010.

In early March, Pond 1 experienced an extreme decrease in productivity and eventually
appeared to have completely crashed. The pond was drained and Pond 2 was evenly
distributed between the two experimental ponds. Pond operations began again on March
20™, 2010, but the paddle-wheel motor was accidentally turned up, resulting in a
resuspension of settled sludge. This resulted in a four-week period with extremely high
solids readings. After allowing the ponds to settle and returning the channel velocity to
25 cm/s, water quality data was collected for a two-week period until the experiment
concluded on May 17", 2010.

The data in the following section is presented in individual analyses to account for the
interruptions incurred.

5.4.1 Treatment Performance

During Experiment 111, water quality characteristics of the control ponds and

experimental ponds receiving inoculum were compared. The goal of the experiment was

to determine a conclusive effect of daily inoculum additions on nutrient removal and/or

effluent settleability in the experimental ponds. As referenced earlier, this experiment .

63



N00014-08-1-1209 P.I. Susan C. Opava, Ph.D.

' encountered two data analysis breaks. The experimental water quality constituents
measured were different during each segment due to the availability of student workers
and the occasional failure in testing procedure with new or faulty equipment.

During the first experimental segment of Experiment 111, the water quality constituents
analyzed included initial TSS/VSS, 2-hr and 24-hr TSS, ammonia and alkalinity data.
Nitrate and nitrite data did not pass QA/QC during this experiment, and these data are
omitted. During the second and third segments of Experiment 111, all of the above water
quality constituents were analyzed, with the addition of nitrate and nitrite. Average
constituent levels for each segment of Experiment 111 are located at the conclusion of
each segment’s subsection.

5.4.1.1 Experiment III, Segment One

The addition of inoculum to the experimental ponds was expected to encourage
flocculation within the ponds, resulting in improved settling ability. The experimental
ponds would also have an artificially higher suspended solids level due to the addition of
the concentrated inoculum. During Dan Frost’s experiments, in which two ponds
received inoculum, and two did not, the inoculum ponds had much higher TSS/VSS
concentrations (Frost, 2008). During the first segment of Experiment 111, both
experimental ponds had higher TSS/VSS concentrations than the control ponds. The
experimental ponds averaged 95 mg/L TSS and 90 mg/L VSS, while the control ponds
averaged 71 mg/L TSS and 69 mg/L VSS.
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Figure 21: TSS & VSS data for the first segment of Experiment I11.
The experimental ponds were expected to have increased suspended solids because of the ‘

dense inoculum culture being added daily. Inoculum concentrations ranged from
approximately 4000-10000 mg/L, with an average of 6500 mg/L.. One gallon (3.78 liters)
of inoculum was added per day. Each pond was approximately 940 liters. The daily
inoculum addition constituted 0.4% of the total pond volume. Since the inoculum was
extremely high in suspended solids, however, the average increase in TSS due to its
addition was approximately 26 mg/L.. The difference in TSS between the experimental
and control ponds was 24 mg/L.. The difference might have been due only to the addition
of biological material in the inoculum, indicating no increase in overall productivity.

The effect of inoculation on settling was much more pronounced during Experiment II1.
The 2-hour and 24-hour TSS concentrations in the experimental ponds were expected to
be lower than the control ponds because of increased flocculation. During the first
segment of Experiment IlI, the experimental ponds did not clearly exhibit this pattern.
The 2-hr TSS numbers for all four ponds did not show a clear advantage in settling with
the experimental ponds. Pond 1 (experimental) and Pond 3 (control) had the lowest TSS.
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Figure 22: 2-hour TSS settling data for segment one of Experiment I1I.

‘ The 24-hour settling data also failed to produce results that indicated the desired effect of
inoculum in the experimental ponds. The control ponds averaged 41 mg/L TSS after a
full day of settling. The first experimental pond (Pond 1) averaged 27 mg/L, indicating

better settling performance. However, the other experimental pond, Pond 2, averaged 49

mg/L, preventing a clear conclusion to be reached on the effectiveness of inoculum on
improving settling ability.
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Figure 23: 24-hour TSS settling data for segment one of Experiment III.

The effects of inoculum on ammonia removal were also analyzed during segment one of ‘
Experiment 11I. The daily addition of inoculum to the experimental ponds was expected

to establish both flocculating and nitrifying communities. The resultant ammonia levels

in the experimental ponds were expected to be lower than in the control ponds.

The experimental ponds both had higher ammonia removal efficiencies than the control
ponds. Pond | and Pond 2 had average removal efficiencies of 74% and 54%,
respectively, while Pond 3 and Pond 4 averaged 45% and 49%, respectively. Pond 1
performed at a much higher level than the control ponds, in terms of ammonia removal,
while Pond 2 performed only slightly better than the control ponds. The increase in
ammonia removal in Pond 1 was not attributable to raised pH levels, as the pH in all
ponds were relatively similar, with Pond 1 at times being lower in pH. The addition of
inoculum may have established a functioning community of nitrifying organisms that
resulted in increased ammonia consumption. Unfortunately, this effect was not observed
in the second experimental pond.
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Figure 24: Total ammonical nitrogen levels during segment one of Experiment I11.

‘ Alkalinity was also monitored throughout the first segment of Experiment I11. The

alkalinity removal in Pond | was over 50% higher than in the control ponds and the other
experimental pond. Alkalinity removal can be an indicator of nitrification, with
approximately 7 grams of alkalinity consumption (as CaCO;) being associated with each
gram of ammonia converted to nitrate (Frost, 2008). The average alkalinity difference
between Pond 1 and the control ponds was 51 mg/L. Assuming the differences in
alkalinity consumption were due to increased nitrification in Pond 1, the ammonia levels
should differ by approximately 7.3 mg/L.. The average ammonia concentration in Pond 1
was roughly 10.5 mg/L lower than levels in the control ponds.
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Table 5: Water quality data for the first segment of Experiment 111, 10/22/2009-12/20/2009 ‘
Pond 1 Pond 2
(w/ (w/ Pond 3 Pond 4

Constituent Influent  inoculum)  inoculum)  (control) (control)
TSS (mg/L) 75 94 96 66 75

Std. Error 7.6 9.8 11.5 4.0 4.3

# of samples 10 10 10 10 10
VSS (mg/L) 68 90 89 64 73

Std. Error 6.1 8.9 10.0 3.9 4.5

# of samples 10 10 10 10 10
2-hr TSS (mg/L) n/a 45 54 47 64

Std. Error n/a 8.9 9.9 3.1 7.8

# of samples n/a 7 7 7 7
24-hr TSS (mg/L) n/a 27 49 41 41

Std. Error n/a 3.9 8.9 438 9.5

# of samples n/a 5 5 5 5
NH,-N (mg/L) 38 9.8 17.6 20.9 19.3

Std. Error 1.8 1.2 17 1.1 1.6

# of samples 60 10 10 10 10

% removed n/a 74% 54% 45% 49%
Alkalinity (mg/L) 359 246 287 298 295

Std. Error 141 12.0 18.1 9.7 125

# of samples 8 7 7 7 7

% removed n/a 31% 20% 17% 18%
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. 5.4.1.2 Experiment III, Segment Two

The second segment of Experiment 111 began after the Cal Poly winter break. Aftera
three-week hiatus, the influent supply was turned back on and the experiment was
continued.

The suspended solids data during the second segment of Experiment 111 was not similar
to the data acquired in the first segment. The average TSS and VSS values for the
experimental ponds and control Pond 3 were very similar, while Pond 4 TSS and VSS
values were significantly lower. Ponds 1, 2, and 3 had TSS/VSS values of 129/112,
138/122, and 137/122 mg/L respectively, while Pond 4 averaged 108/87 mg/L. The
addition of inoculum did not produce a marked difference between the experimental and
control ponds.
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Figure 25: TSS data for segment two of Experiment III.
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Figure 26: VSS data for segment two of Experiment III.

The settling ability of the experimental ponds was consistent during segment two of .
Experiment 111. The average 2-hr TSS for the experimental and control ponds was 26 and

44 mg/L, respectively. The average 24-hr TSS for the experimental and control ponds

was 18 and 37 mg/L, respectively. Over 2-hours, the experimental ponds total suspended

solids dropped 79% compared to the initial concentration. Over the same period, the

control ponds TSS dropped 64%. Over 24-hours, the experimental ponds’ TSS dropped

87%, while the control ponds dropped 70%.
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Figure 27: 2-hr settling TSS data for segment two of Experiment III.
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Figure 28: 24-hr settling TSS data for segment two of Experiment III.
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Ammonia removal was slightly higher in the experimental ponds, averaging 85% .
removal, while control ponds averaged 79% removal.

S

R
AT

k f 4 Pond3
L1 b S SRTEDT—.. - —e—Pond 4

\l —— Influent
15 R

g \\H ./_l..—/-/__‘
: = == g

Total Ammonical Nitrogen (mg/L)

T \: A \!‘—___
0 e ,
2010-01-20 2010-02-18 2010-03-19

Figure 29: Total ammonical nitrogen data for segment two of Experiment I11.
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| 6 Lipid Production, Extraction and Characterization
| Materials and Methods

The first subsections below describe the cultivation of microalgae used in the lipid
quantification and characterization studies. The latter sections provide details of the
methods used for the microalgae analyses.

6.1 Setup and Operation of the Deep (70 cm) Algae Pond

Microalgae were cultivated in an open pond to grow biomass for lipid analysis. The pond
was operated in batch mode to simplify the observation of time-dependent changes in the
microalgae culture. The algae used to inoculate the experiments were grown in an
outdoor, continuous-flow pilot algae treatment system at the San Luis Obispo Water
Reclamation Facility. The pilot system, operated by Cal Poly graduate student Michael
Podevin, used small paddle wheel-mixed high rate ponds fed primary clarifier effluent.
The hydraulic residence time of the ponds was maintained at 5 days.

6.1.1 Pond Configuration

The batch-growth pond used in the present research was a 2195 liter rectangular

‘ fiberglass tub with 0.75 meter tall sidewalls (Figure 30). While operating, the pond was

| filled to a depth of approximately 20 cm. In the center of the pond, a plastic partition was

| erected to recreate the hydraulic configuration of a raceway. A four-bladed paddle

‘ wheel, rotating at eight cycles per minute, was used to provide circulation of the water.

The pond was sparged with pure carbon dioxide in order to prevent limitation of algal
growth by low inorganic carbon concentration. This technique is described in a previous
thesis project at Cal Poly (Feffer, 2007). The flow of carbon dioxide was adjusted each
day in pursuit of a target pH of approximately 7.75, a favorable condition for algal
growth.

Figure 30: Batch-mode pond setup
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The algae pond used for this experiment was operated in batch mode to facilitate
observation of lipid concentration and characteristics at progressive culture ages and
nutrient depletion levels. Batch growth also provided a dense culture, which allowed a
higher sensitivity in the resulting lipid data.

6.1.2 Inoculum and Growth Medium

The pond was filled with 855 L of effluent from the primary clarifier of the 4.5 MGD San
Luis Obispo Water Reclamation Facility. The wastewater used in the pond was collected
between 2:00 p.m. and 5:00 p.m., at the beginning of the evening peak of sewage flow.
The effluent contained 80 mg/L of total suspended solids and 72 mg/L of volatile
suspended solids. Analyses conducted by Cal Poly graduate student Michael Podevin
throughout March and April suggest that the 5-day biological oxygen demand of the
effluent was approximately 175 mg/L.

The pond was inoculated with 95 L of water from an adjacent continuous-mode algae
pond fed the same primary effluent. The continuous pond was constructed similarly to
the batch-mode pond, but it was not sparged with carbon dioxide. The inoculum
contained 212 mg/L of total suspended solids and 175 mg/L of volatile suspended solids.
Based on analyses performed by Michael Podevin, it is estimated that the 5-day
biological oxygen demand of the inoculum was approximately 25 mg/L.

The purpose of inoculating the batch-mode pond with water from a nearby continuous

pond was to simulate conditions which may be achievable in a full-scale algae system. ‘
Since the microalgae harvested from the continuous pond had been grown outdoors on

municipal wastewater, their ability to survive on municipal wastewater in outdoor

conditions had been demonstrated prior to the initiation of the batch experiment.

6.1.3 Pond Operation

The pond was inoculated on March 23, 2009 and operated for 25 days through April 17.
Once inoculated, the management of pond consisted only of daily adjustments to the
carbon dioxide flow to maintain a slightly alkaline pH (~7.75). The air temperature
fluctuated between a high of 26 °C on both March 28 and April 5 and a low of 9 °C on
April 15. A rainfall event took place over a period of two days between April 7 and 8,
with a total precipitation of 0.053 cm. Weather data were gathered from the National
Oceanic and Atmospheric Administration, NOAA, database (NOAA National Climatic
Data Center, 2009). The NOAA data were obtained from a weather station at the San
Luis Obispo County Regional Airport, approximately three kilometers from the algae
pond. High and low daily air temperatures from the weather station are shown in the
Figure 30. The dates over which the two day-long rain event occurred are indicated by a
single cloud.
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Figure 31: Weather throughout pond experiment
6.2 Sample Collection

Samples were collected from the pond daily, typically between noon and 2:00 p.m. The
volume collected depended on which analyses were to be performed each day. After
removal from the pond, samples were rushed within 15 minutes to a Cal Poly laboratory
where their headspace was purged with nitrogen and they were placed in a refrigerator.
Samples were kept in the refrigerator for no longer than three hours before analysis was
initiated or steps were taken for longer-term preservation.

Long-term preservation involved centrifuging the samples to remove most of the water
and freezing under an N, atmosphere. This procedure will be discussed in greater detail
‘ in the section entitled Bligh and Dyer.

6.3 Experimentation

Two sets of experiments have been conducted over the course of this research. One study
involved daily analysis of the lipids in the batch-mode pond. This study was meant to
provide information about the development of lipids over the growth and death of an
algal culture.

The other study involved the comparison of a number of different procedures for the
extraction of the lipids from the algae grown in the pond.

6.3.1 Lipid Production Experiment

A series of analyses were conducted to relate the growth stage of the batch-mode algal
culture to the quantities and types of lipids present in the algal mass. The study involved
regular testing of total and volatile suspended solids of the pond, as well as determination
of the lipid content of the algae in the pond. The sampling scheme is described below.
The primary effluent used to fill the pond and the algae used to inoculate the pond were
tested in the same manner, prior to the initiation batch growth. On day 11 of the
experiment, the total and volatile suspended solids concentrations of the supernatant fluid
were tested after the centrifugation of the sample.
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Figure 32: Lipid production experiment sampling scheme

6.3.1.1 Solids Determination .

Tests for total and volatile suspended solids were conducted to estimate the concentration
of algae in the pond. Solids tests were conducted according to Standard Methods 2540 D
(APHA, 1995).

6.3.1.2 Microscopic Investigation

Over the course of the operation of the batch-mode pond, a microscopic analysis of the
micro biota present was performed every five days. The inoculum and growth medium
were also examined using a microscope. An Olympus CX 41 microscope was used in
conjunction with Olympus software to capture images of the algae growing in the culture.
A hemacytometer was used prior to each microscope session to calibrate the software and
provide an accurate scale-bar in the images. Tentative identifications to the genus level
were made using a freshwater algae key (Prescott, Bamrick, Cawley, & Jaques, 1978).

6.3.1.3 Lipid Investigation

Throughout the operation of the batch-mode pond, analyses were conducted of the
quantity and the identity of lipids growing in the algae. The same extraction procedure
was used in both cases.

6.3.1.3.1 Bligh and Dyer Extraction

The Enssani (1987) adaptation of the Bligh and Dyer procedure was used to extract lipids
from the algae for further study.
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For each test to be performed, a 200 mL aliquot of water collected from the pond was
centrifuged into a pellet at approximately 2800 g. The relative centrifugal field was
determined as follows:

Relative centrifugal fleld = ?,

where o is the angular velocity in radians per second, based on a rotational frequency of
4,000 rotations per minute. Although the centrifuge used was throttled by a powerstat
and did not report rotations per minute, the rotational speed was assumed from similar

models. The value r is the distance between the center of the centrifuge tube and the
center of rotation, 8.8 cm, and g is the acceleration of gravity.

Due to the limitations of test tube capacity, the centrifugation process was undertaken 40
mL at a time. After 40 mL had been centrifuged for four minutes, the supernatant liquid
was poured off from each sample and replaced with 40 mL of sample water. This
process was repeated until the solids from 200 mL of sample water had been collected in
a pellet at the bottom of each test tube.

Centrifugation was performed in tared, solvent resistant, SO mL, Teflon, round bottom
centrifuge tubes. A room temperature table-top centrifuge was used. The centrifugation
of each pellet required approximately 25 minutes and the pellets were centrifuged four at
a time.

After the samples had been pelleted in the centrifuge tubes, they were either used for
extraction immediately or were flushed with nitrogen and placed in a freezer until
needed.

The first step of the extraction was to add 5 mL of chloroform, 10 mL of methanol and 4
mL of deionized water to each tube containing a pelleted sample of algae. The methanol,
which is miscible in the water layer, is included to amend the polarity of the water layer
to limit the concentration of polar lipids such as chlorophyll and phospholipids in the
chloroform layer. Once the tubes had all reached room temperature, a sonicator was used
to disrupt the algae cells in the suspended mixture. A Branson Ultrasonics sonicator was
operated at a constant duty cycle on power level 8. Each tube was sonicated for one
minute. The sonicator tip was rinsed between each sonication to remove any residual
material. The samples were then placed horizontally on a shake table with a single-axis
motion of 6 cm oscillations at 2 cycles per second for between 6 and 8 hours. The
purpose of the shaking step was to promote the complete exposure of intracellular
products to the solvents.

The tubes were removed from the shake table and an additional 5 mL of chloroform and
5 mL of deionized water were added to each sample. Each tube was vortex mixed for 30
seconds to mix the newly added solvents. The tubes were then centrifuged at 4850 g for
four minutes to separate the contents into layers.

A test tube containing the mixture at this stage is shown in Figure 33 33.
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Figure 33: Bligh and Dyer extraction with chloroform layer at bottom

The green layer at the bottom, comprised primarily of chloroform, contains lipophilic
material. The upper layer contains methanol and water. A thin layer of cell debris
separates the two layers.

The lower, lipid-rich chloroform layer was removed using a glass Pasteur pipette for
additional testing. This extract was pipetted into a 60 mL Luer-lock syringe made of
solvent-resistant polypropylene. The syringe was used to force the extract through a 0.2
um, nylon syringe-driven filter. Depending on whether the extract was to be used for
lipid quantity analysis or lipid identification, it was injected into either a tared aluminum
weighing dish (4 cm diameter) or a tared glass test tube (50 mL).

After the extract had been pipetted and filtered, an additional 10 mL of chloroform were
added to each of the Teflon centrifuge tubes. The tubes were again vortex mixed for 30
seconds each and centrifuged at 4850 g for four minutes. The chloroform layer was again
pipetted from the bottom of each tube into the same vessel as had been used during the
prior set of extractions.

6.3.1.3.2 Lipid Mass Determination

For the preparation of samples to be used for the determination of lipid mass, a syringe-
driven filter was used, as described previously, to deposit the algae extract into a tared
aluminum weighing dish. The use of aluminum trays, as opposed to glass test tubes, is
preferable for the weight determination of lipids because the trays are not as massive
compared with the lipids as test tubes would be. This helps to minimize balance error.

After the second extraction had been performed, the weighing dishes were placed in an
approximately 20 °C desiccator cabinet which was supplied with a constant flow of
nitrogen. The flow of nitrogen through the desiccator was meant to limit oxidation of the
lipids that could have taken place while the extracts were drying. The extracts remained
in the desiccator until no chloroform was visually apparent in the dishes (typically 24
hours).
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Figure 34: Samples in the nitrogen-sparged desiccator

The weighing dishes were then placed in a 105 °C oven, which was also flushed
continuously with nitrogen, for one hour. The purpose of this step was to ensure that all
of the solvent had been removed from the weighing dishes, leaving only algal lipids.

After drying in the oven, the dishes were allowed to cool in a nitrogen-sparged desiccator
and weighed to the nearest 0.01 mg. The weight measurements were used to determine
the concentration of lipids in the algae and were used with total volatile solids data to
calculate the concentration of lipids in the algae water. The mass of each sample was
measured in triplicate.

Although the Bligh and Dyer procedure is a common laboratory method, it is suspected
of overestimating the lipid mass of microalgae (Woertz, Feffer, Lundquist, & Nelson,
2009), (DeLuca, Charity. pers. comm., 2009). The solvent system extracts nonpolar non-
lipid material in addition to triglycerides, which can cause an overestimate of total lipid
mass. The Bligh and Dyer method is not selective enough to exclude lipophilic
compounds such as chlorophyll from extraction (Woertz, Feffer, Lundquist, & Nelson,
2009). This error is not a severe problem when oilseeds are the subject of research, as
they do not contain chlorophyll (Lehr, Corinne. pers. comm., 2009).

6.3.1.3.3 Triglyceride Identification

In addition to mass analysis, samples from the pond were extracted each day to identify
the types of triglycerides that they contained. The Bligh and Dyer procedure was used,
exactly as in the samples used for weight determination. However, instead of extraction
into weighing dishes, the samples used for lipid analysis were extracted into glass test
tubes. Glass test tubes are preferable to weighing dishes for this analysis because they
are sealable. A spill-proof seal facilitates the mixing of toluene with the lipids, which is
necessary for chromatographic analysis.

The extracts in the test tubes were dried to constant weight in a Caliper Life Sciences
nitrogen-sparged desiccator apparatus at 30 °C, which typically required 4 hours. It was
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not possible to use the same apparatus with the lipid mass determination samples because .
aluminum weighing dishes do not fit in the Caliper Life Sciences desiccator. Had the

weighing dishes and desiccator been compatible, the lipid mass determination samples

would have been dried in the Caliper Life Sciences system, as well.

6.3.1.3.3.1 Transmethylation

After extraction into glass tubes, the extracts were either used immediately for lipid
analysis, or the headspaces were flushed with nitrogen and the tubes were placed in a
freezer.

Because triglycerides are relatively large molecules and have high boiling points, they are
not easily analyzed by gas chromatography. In preparation for chromatographic analysis,
the lipid samples were transmethylated in order to cleave each triglyceride into its
constituent fatty acids. This step makes possible the chromatrographic processing needed
to identify triglycerides. The transmethylation reaction resulted in the production of fatty
acid, methyl esters, which, incidentally, are the principle molecules of biodiesel fuel.

The first step of the transesterification was to resuspend up to 10 mg of the oil extracts in
I mL of dry toluene. Since different tubes contained different masses of lipid material,
the volume of toluene added varied between samples. In each case, enough toluene was
added so that no more than 10 mg of lipids were present in the tube for each milliliter of
toluene. A 1 mL aliquot of the dissolved solution was then pipetted into a new tube for
further processing.

Anhydrous sodium methoxide in methanol (2 mL of 0.5 M solution) was added to each
sample. This basic reagent was selected because the continual regeneration of methoxide
reactants during the transesterification promoted a complete reaction. In the base-
catalyzed reaction, as fatty acids are cleaved from triglycerides, they form a highly basic
glyceroxide which can acquire a proton from methanol, regenerating the methoxide
reagent. The reaction mechanism is illustrated Figure 3535.
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Figure 35: Base-catalyzed reaction mechanism
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After the addition of the sodium methoxide solution, the reaction was allowed to proceed
for ten minutes in a 50 °C water bath. After the mixture had reacted for ten minutes, the
methoxide was neutralized by the addition of 0.1 mL of glacial acetic acid to each
sample. A 5 mL aliquot of hexane and a 5 mL aliquot of deionized water were added to
each sample. Each tube was then shaken by hand for approximately 30 seconds.

After the mixed samples had been allowed to settle for approximately five minutes, the
FAME-rich hexane layers were each transferred by glass pipette to a clean glass test tube.
An additional 5 mL of hexane were added to each tube and the mixtures were again
shaken. After separating into layers, the hexane layer from each sample was pipetted into
the glass test tube which already contained the first extract from it.

Anhydrous sodium sulfate was added to each tube of extract. The extracts were shaken
for approximately 15 seconds to promote removal of residual water by the sodium
sulfate. Each tube of extract was then gravity filtered through Fisher P5 cellulose paper
into a glass test tube to remove the sodium sulfate. 1f the samples were not to be used
immediately, the headspaces were flushed in nitrogen and the tubes were frozen.

6.3.13.3.2 Gas Chromatography-Mass Spectroscopy

After transmethylation, the samples were analyzed using a gas chromatograph-mass

spectrometer. A small aliquot of each sample was diluted 1:10 in hexane in order to

ensure that no constituent was present in such large concentration that a stronger dilution
‘ would damage the mass spectrometer.

An Agilent 6890 gas chromatograph was used with an Agilent 575S mass spectrometer
for the testing. A fused silica 50 m by 0.25 mm column (Agilent #190915-433) was used
in the chromatograph.

The chromatograph was programmed to run a 10:1 split with a sample size of 5 puL fora
total column flow of 13.7 mL per minute over the duration of the 10.20 minute run. The
inlet was heated to 250 °C and the initial temperature of the column was 120 °C. After
injection, the chromatograph ramped at 50 °C per minute to 280 °C and held for an
additional two minutes until the end of the run.

Gas Chromatograph Program

0.0 2.0 4.0 6.0 8.0 10.2

Time (min)
‘ Figure 36: GC program
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The quadrupole was heated to 250 °C and the mass spectrometer source to 230 °C. An
autosampler was used. The autosampler was programmed to flush twice with hexane
prior to injection. It then rinsed with the sample three times and drew the final sample,
using four fill-discharge cycles to minimize air bubbles in the syringe. Subsequent to
injection, the autosampler rinsed twice with hexane. Each sample vial was analyzed by
GC-MS in triplicate.

The bracket method of Volmer, Meiborg and Muskiet was used to quantify the
concentrations of each of the constituents of the lipid extracts. Pentadecanoic acid,
methyl ester and heptadecanoic acid, methyl| ester were selected as standards. These
standards were chosen for three reasons.

First, since they are very closely related to the target compounds, they are expected to
behave similarly during chromatographic analysis.

Second, despite a close structural relation to algae oils, they are not naturally present in
algae samples. Since de novo synthesis of fatty acids is primarily conducted by the
repeated addition of two-carbon malonyl-coA units to an existing carbon chain, fatty
acids typically have an even number of carbon atoms in their primary carbon chains.

Third, these standards were selected because preliminary study had suggested that the
fatty acid methyl esters derived from wastewater would elute after pentadecanoic acid,
methyl ester and before heptadecanoic acid methy! ester.

After adding the standards to the samples, the concentration of each constituent of the '
samples was computed as follows. A proportionality factor was calculated for each

standard by dividing the concentration of the standard by the area reported by the mass

spectrometer. A unique constant was determined for each constituent of each standard.

The rate of change of the proportionality constant over elution time was computed for the

period of time between the elution of pentadecanoic acid methyl ester and nonadecanoic

acid methyl ester. The rate of change was used to extrapolate a proportionality constant

for each constituent in each sample. This proportionality constant and the peak area of

the constituent of interest were used to determine the concentration of each constituent.

Ttme 2
area = f Abundance
Tune 1

Cone,

Proportionality constant, P = e

Conc. Conc,
- xf'eﬁcm Zream;

SLOP Tmm.q = Ttﬂl@clu

Conc. A = Area A x Pip + [Slope x (Time, — Ttme, ;)]
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‘ A careful inspection was made of each peak with an area 2% or greater than the size of
the largest peak in each chromatograph. Constituents present in very small quantities
were omitted from the analysis, as they are difficult to identify with confidence.

Molecules were identified based on the time at which they eluted from the gas
chromatograph and from the constituent peaks of their mass spectra. Mass spectra werc
compared with standards from the MS Search 2.0 databasc maintained by the United
States National Institute of Standards and Technology (NIST) (National Institute of
Standards and Technology, 2005). In approximately 10% of the samples, the mass
spectra of some of the peaks did not align well enough with NIST standards to make a
conclusive judgment of their identity. In these cases, the constituents were omitted from
the results. These omissions did have a large impact on the results of thc cxperiments
because these peaks were identified conclusively in other samples.

Approximately 5% of the samples contained contaminants which coeluted with important
analytes. This phenomenon is often readily apparent by the occurrence of a shoulder in a
chromatogram. A shoulder is a term given to a pair of peaks that are partially
superimposed on a chromatogram. This makes it difficult to determine the true
abundance of either constituent. Thus, coeluting compounds were omittcd from the
results. These omissions did not have a large impact on the rcsults of the ¢xperiments
because these peaks were identified conclusively in other samples.

\M J\-f“/\ L\/“A/‘w’w'\f\A/vJ\‘w

Figure 37: Shoulder feature in a chromatogram from Day 8

Several head-to-tail comparisons of sample mass spectra against NIST standards are
shown below as examples. Thesc comparisons were selected because they were readily
identifiable. The spectrum on the upper portion of each graph is from samples taken
during the current research. The spectrum on the lower portion of each graph is from the
NIST reference database.
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6.3.2 Extraction Procedure Experiment

An experiment was conducted to compare several methods of solvent extraction in terms
of the quantity and types of lipids they extracted from algae. A large number of sample
pellets were prepared on Day 9 of the operation of the batch mode pond. The samples
were collected and stored as in the lipid production experiment. These samples were
used to compare three experimental extraction procedures to the lab-standard Bligh and
Dyer. Each of the three experimental procedures had identical steps, but used different
counter-solvents: methanol, ethanol and isopropanol.

After the procedure, the extracts were evaluated for the quantity and identity of the lipids
they contained. The analysis for both lipid mass and lipid characterization were
performed by the same methods as in the lipid production experiment. The experimental
scheme is illustrated in Figure 39.
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6.3.2.1 Alcohol Extraction

A simpler procedure was used to compare the different solvents against the Bligh and
Dyer extraction. The purpose of the simple procedure was to simulate an extraction
which may be possible on an industrial scale. The extractions used an alcohol-water-
hexane solvent system. Methanol, ethanol and isopropanol were each tcsted as
countersolvents. The electric dipole moments of each of these solvents are presented in
Table 7.

Table 7: Dipole moments of organic solvents (Newton, 2009)

First, S mL of the alcohol being tested were added to each sample to pretreat the
pelletized algae. This pretreatment step was meant to test the ability of the alcohols to
free lipids from algae cclls in the samples. The addition and mixing of the alcohols was a

. low-energy process which may accomplish the same task as sonication without
sacrificing scalability. The tubes containing the algac were then allowed to warm to
room temperature, allowing the alcohol time to penetrate thc algae cells in the samples.
After 15 minutes of pretreatment, the samples were transferred from the centrifuge tubes
to glass test tubes.

Deionized water (4 mL) was added to each sample. The water was added first to the
original centrifuge tube that had contained each sample and then transferred into the glass
tube which contained the sample at this point. This step was taken in order to recover
any residual algae from the centrifuge tubes.

Hexane (2 mL) was added to each tube and the tubes were hand mixed for 15 seconds.
The mixtures were then given approximately five minutes to separate into laycrs before
the hexane layer, which contained the extraction lipids, was transferred by pipctte to a
tared glass test tube. An additional 2 mL of hexane were added, mixed and transferred.
The purpose of performing the hexane addition and transfer two times was to achieve
nearly the maximum possiblc removal of lipids from the sample.

Thce extracts were dried, as in the lipid production cxperiment, according to thc vessels in

which they were contained. Again, mass and identity were measured. Six algae pellets

were extracted with each of the four solvent systems (methanol-hexane, ethanol-hexane,

isopropanol-hexane and Bligh and Dyer). All 24 of the pellets used in this experiment

were derived from the sample algae sample, collected on Day 9. For each solvent

system, three pellets analyzed gravimetrically to obtain lipid mass and three pellets were
. analyzed chromatographically for triglyceride identification.
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Some sample vials during alcohol extraction are shown in Figure 40 directly after the first ‘
addition of hexane. A methanol-hexane sample is on the left, an ethanol-hexane sample
is in the middle and an isopropanol-hexane sample is on the right.

Figure 40: Alcohol-hexane extractions (methanol, ethanol, isopropanol, left to right)
6.4 Quality Control

Several quality control tests were undertaken to verify the accuracy and repeatability of
the extraction procedures investigated in the present research. Quality control measures
included the performance of blank extractions, control extractions using known quantities
of oil, and matrix spikes.

The blank extractions were conducted by performing all of the steps of a normal ‘
extraction on a clean test tube without a sample in it. This procedure is used to reveal

any error caused by the extraction procedure. The absence of a sample in the tube means

that no mass should be produced by the extraction.

Blank extractions were conducted using each of the extraction procedures described
above, including the Bligh and Dyer procedure. The Bligh and Dyer method was the
only procedure that had a detectable error. The blank Bligh and Dyer extraction
produced 0.2 mg of material. In an actual Bligh and Dyer extraction of a sample, the
mass of this material would have been erroneously included in the lipid fraction. The
erroneous 0.2 mg would have been equivalent to 8.3% of the mass of the single lowest-
yielding sample from the entire experiment, which is a minor error. This suggests that
the lipids measured by the Bligh and Dyer procedure in the experiments were can be
considered to have been derived from the algae.

Control extractions are performed by adding a known mass of oil to a test tube and
performing an extraction on it. Ideally, the mass of oil added is equal to the mass
produced by the extraction. Vegetable oil was used as the control material. This
procedure was performed on methanol-hexane, ethanol-hexane, isopropanol-hexane, and
Bligh and Dyer extraction procedures. The extractions had negative errors of 1.32%,
1.37%, 1.02%, and 2.37%, respectively. The errors could have been due to inefficient
partitioning of the oil into the nonpolar layers during the extractions.

A matrix spike is a quality control measure in which a known mass of oil is added to a
sample and an extraction performed on the mixture. This test confirms that the sample ‘
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‘ matrix does not interfere with experimental accuracy. Once again, vegctable oil was used
to spike the sample. The matrix spike test was conductcd only on the Bligh and Dyer
method. Matrix spikes were omitted for the alcohol-based extraction methods because,
unlike the Bligh and Dyer methods, it was not assumed that they extracted the maximum
possible mass of lipids from each sample. The mass of lipids derived from the algae
using the alcohol-based procedures was inestimable and a matrix spike would not have
provided any reliable data about the effectives of the experimental process.

In order to perform a matrix spike on the Bligh and Dyer procedure, three samples wcre
prepared in centrifuge tubes, as in the normal extraction experiments. Two of the tubes
were used for normal Bligh and Dyer extractions. This made possible an estimation of
the native concentration of lipids in the sample to be spiked. A mass of vegetable oil
approximately three times the expected native mass was added to the spike sample. This
effectively quadrupled the mass of oil in the test tube. The spike resulted in a negative
error of 6.14%.

7 Lipid Production, Extraction, and Characterization
Conclusions

7.1 Experimental Findings

These expcriments provide some insights into the potential of wastewater algac to
support fuel production. They also provide information about the practicality of using
‘ different solvents in a future industrial process to produce algae biofuel.

7.1.1 Lipid Production Experiment

This set of experiments led to conclusions about the production rates of algal fatty acids
and the types of fatty acids produced in batch cultures by algae growing with a municipal
wastewater medium. It also led to some conclusions about the analytical mcthods
currently used to study algal lipid production.

7.1.1.1 Lipid Production

The highest average rate of lipid production occurred during the period of rapid growth
between Day 11 and Day 13. This peak production rate of lipids, 4.40 g/mz/day.
determined by the chromatographic method, corresponds with approximately 1,900
gallons of biodiesel per acre per year. This figure is based on an assumed algae fuel
density of 0.89 g/mL and on an assumed 365 days per year of pond operation. It
compares favorably to the results of a similar experiment conducted using dairy
wastewater in which a biodiesel productivity of 1,200 gallons per acre per 365-day ycar
was projccted (Woertz, Feffer, Lundquist, & Nelson, 2009). The average growth ratc of
0.97 g/mz/day observed over the entire growth phase of the culture, from Day 4 to Day
17, corresponds to approximately 420 gallons of biodiesel per acre per year.

These production values indicate that wastewater algae are capable of supplying cnough

oil to support industrial fuel production. The areal productivity observced in this study is

much greater than values typically quoted for conventional biodiesel feedstocks such as
‘ palm and soy (Chisti, Biodiesel from microalgae, 2007). The non-ideal conditions of the
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present study (described below) suggest that the potential of algae as a biofuel feedstock ‘
may be even greater than reported at present (Chisti, 2007), (Woertz, Feffer, Lundquist,
& Nelson, 2009).
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Figure 41. Ponds of 5-m’ area operated in batch mode with domestic wastewater. Lipid productivity ‘

usually peaks in the log phase of growth (not in nutrient starvation phase). Algae fatty acid methyl esters
are mostly C16 & C18, which is well-suited to biodiesel production.

1t is likely that even higher triglyceride productivities are possible with wastewater algae
grown under improved conditions. For example, this experiment was conducted between
March and April. The average daily high temperature of approximately 18 °C may be
lower than ideal. Other studies have shown that biomass growth rates increase up to 37
°C (Sterner & Grover, 1998), (Tedesco & Duerr, 1989). With a depth of approximately
20 cm, the algae culture was shaded by the 0.75 meter high walls of the pond. Studies on
the effects of light on algae growth and lipid production indicate that triglyceride
productivities in some species increase up to and beyond light intensities which may be
expected in an outdoor algae pond (Tedesco & Duerr, 1989). A culture set up in similar
conditions would probably be more productive if shading was limited and the
temperature was elevated.

7.1.1.2 Lipid Composition

The most common fatty acids observed in the batch-mode pond were 16 and 18-carbon,
saturated and monounsaturated fatty acids. These fatty acids are very similar in structure
to those produced by more conventional oil crops such as soy and palm, which are well
suited for liquid fuel production (Cruz, 1997).
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The monounsaturated 18-carbon fatty acid observed in the algal culture is commonly
referred to as oleic acid. The saturated 16-carbon fatty acid observed in the culture is
commonly known as palmitic acid. Together, oleic acid and palmitic acid also constitute
the bulk of palm oil. Soybean oil is primarily made up of a variety of unsaturated,
unbranched eighteen-carbon fatty acids (Cruz, 1997). The similarity of the oils produced
in the batch-mode algae pond to those of conventional oil crops suggests that a fuel
product derived from wastewater algae might be characteristically similar to
commercially available biodiesel fuel.

The tendency of the batch-mode culture to produce shorter fatty acid chains toward the
end of the growth cycle has implications from a fuel production standpoint. This
tendency in a fast-growing crop such as algae may make it possible for producers to have
some control over the types of fatty acids grown in their systems. By manipulating the
mean cell residence time of an algae pond, it may be possible to favor eithcr longer or
shorter carbon chains in the fatty acids produced. Batch-mode systems may bc harvested
at a certain time to target specific fatty acids. Semi-batch and continuous systems might
be operated at different residence times to accomplish the same goal.

7.1.1.3 Discussion of Analytical Methods

Lipid concentrations were determined by two different methods throughout the lipid
production experiment. Much higher fatty acid contents were measured using the
chromatographic method compared to the gravimetric method. However, the observed
trends in lipid production were similar for both methods.

Due to the highly sensitive nature of gas chromatography and the low-tempcrature
conditions in which the chromatographic samples were prepared, it is likely that the
results of the chromatographic testing are more accurate than those of the gravimetric
testing. Unlike the extractions for the chromatographic method, the gravimetric method
included a heating step, which is a potential cause of thc lower lipid concentrations
compared with the chromatographic method. The heating of the gravimetric samplcs to a
relatively high temperature (105 °C for 1 hour) may have caused some of the fatty acids
to vaporize, although this temperature is not uncommon in Bligh and Dyer-based
procedures.

The observation of a discrepancy bctween the gravimetric and chromatographic methods
of oil determination is an important outcome of the current research. The lower
temperature processing of the chromatographic samples and the analytical accuracy of
mass spectrometry suggest that the chromatographic method provides a more realistic
measure of the oil content of a sample. However, more research is needed to refinc thesc
methods and reconcile the discrepancy.

7.1.2 Extraction Procedure Experiment

This thesis research produced results regarding the ability of several alcohol-based
solvent systems to remove lipophilic mass from algae cells. It also provided ncw insight
into the masses of triglycerides that may be extracted using each of the four solvent
systems tested.
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7.1.2.1 Extractable Mass '

Of the four solvent systems examined, the methanol-water-chloroform (Bligh and Dyer)
extracted the most mass from the algae samples, followed by methanol-hexane, ethanol-
hexane and isopropanol-hexane. The mass extracted increased with increasing solvent
polarity in the alcohol-hexane solvent systems.

Chloroform is very nonpolar compared to the methanol-water mixture against which it is
partitioned in the Bligh and Dyer extraction. Similarly, hexane is very nonpolar
compared to methanol and so it attracts algal triglycerides strongly. Because isopropanol
and hexane do not have as large a difference in polarities, the isopropanol system did not
extract as much material from the algae as the methanol system.

7.1.2.2 Fatty Acid Affinity

The mass of fatty acids extracted by each solvent system, determined by chromatography,
differed from the total mass of lipids by the gravimetric method. The Bligh and Dyer
extraction removed the most fatty acids. However, among the alcohol-based extractions,
the isopropanol system removed the most fatty acids (83% of Bligh and Dyer) and the
methanol system removed the least (23% of Bligh and Dyer).

The alcohol-hexane extractions included no sonication step, while the Bligh and Dyer

extraction did. The extractions, therefore, tested not only the solvents’ ability to partition

triglycerides efficiently, but also their ability to remove triglycerides from undisrupted

algae cells. Methanol is known to be a more effective destructor of cell walls better than

ethanol or isopropanol (Henriques, Silva, & Rocha, 2007). '

Although the isopropanol solvent system has a lower partition coefficient for
triglycerides than the methanol solvent system, the isopropanol was able to remove more
triglycerides from the algae because of its relatively high affinity for triglycerides.

8 References

Abeliovich, A. (1986) Algae in wastewater oxidation ponds. In: Richmond, A. (Ed.),
Handbook of Microalgal Mass Culture. CRC Press, Boca Raton, FL.

ASCE (2005). 2005 Report Card for America’s Infrastructure: Wastewater. American
Society of Civil Engineers. <http://apps.asce.org/reportcard/2005/page.cfm?id=35>

Becker, E.W. (2006). “Micro-algae as a source for protein.” Biotechnology Advances 25
(2) : 207-210.

Craggs, R. J., Heubeck, S., and Shilton, A. (2007). “Influence of CO; Scrubbing from
Biogas on the Treatment Performance of a High Rate Algal Pond.” National Institute of
Water and Atmospheric Research. Hamilton, New Zealand.

EPRI (1994). Energy Audit Manual for Water/Wastewater Facilities, Palo Alto,
California, Electric Power Research Institute.

93



N00014-08-1-1209 P 1. Susan C. Opava, Ph.D.

’ Table 6: Water quality data for the second segment of Experiment III, 1/9/2010-3/15/2010
Pond 1 Pond 2
(w/ (w/ Pond 3 Pond 4

Constituent Influent inoculum) inoculum) (control) (control)
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Std. Error 7.2 20.0 26.9 23.0 17.8
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# of samples 6 6 6 6 6

% removed n/a 30% 26% 23% 23%
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Abstract

Microalgae will be one of the most desired feedstocks for biofuels production in the future.
Theoretically, biodiesel and ethanol produced from algae appears to be the only feasible solution
today for replacing petrodiesel completely by a renewable source. No other feedstock (soybean,
corn, rapeseed, or palm oil) has the oil yield high enough to be in a position to produce such
large volumes of oil. High productivity levels can be reached by growing algae in transparent
closed tubular systems - so called photobioreactors (PBRs). Since the technology is still new,
further improvements need to be developed and evaluated before PBRs can be used for large-
scale commercial applications. This research is part of a long-term applied-research program at
California Polytechnic State University (Cal Poly). Task-1 of the research project focuses on the
nutrition side of the algae cultivation by trying to find alternative, natural, and inexpensive
sources of algae nutrients (e.g. seawater or wastewater). Task-2, on the other hand, focuses on
the microalgae production efficiency in a new vertical PBR. Algae in PBRs are typically grown
with artificially produced nutrients (nitrogen, phosphorous, trace nutrients, etc.), which are very
expensive and affect the feasibility of such systems significantly. Research efforts in fulfillment
of Task-1 and Task-2 were conducted on either a lab-scale basis (up to 20-L) or using Cal Poly’s
pilot-scale horizontal and vertical PBRs, respectively. Initial results indicate that seawater and
wastewater can serve as significant sources of available micro- and macronutrients. In addition,
closed-loop PBR systems can be utilized to produce large quantities of biomass in a reliable and
cost-effective manner. The research findings are being communicated to the scientific

community and the applied algae-growing industry. ‘

Introduction

As increased use of fossil fuels continues to impact on climate and oil reserves continue to
decline, there is an increasing need to find alternative and sustainable sources of energy. With
the recent rises and fluctuations in oil prices, there is renewed interest in production and use of
fuels from plants (Gomez et al., 2008), which is truly renewable and environmentally friendly
(low carbon emission, carbon neutral or carbon negative). Biofuels are produced from several
sources ranging from primitive plants (microalgae) to fast-growing trees. At present, annual
crops make the largest contribution to biofuels (Karp and Shield, 2008). However, crops’ use as
biofuels has been recently criticized since these crops take millions of hectares of land out of
food production thus push up the food prices (Anonymous, 2007). In contrast, microalgae based
biofuel is put forward as the most efficient biofuel in terms of land use and energy conversion
(Chisti, 2007), but its potential is yet to be realized.

As per the cover story in the April edition of R&D Magazine (2008), the major categories for
energy research and development are listed below. In this survey of over 1300 readers, the order
is ranked from what is perceived as most significant to least significant. Percentages represent
the respondents in agreement that the technology listed is where the U.S. should focus on getting

its energy.
1. Solar, photovoltaic 74%
2. Solar, wind 70%
3.  Solar, thermal 61%
4.  Fuel cell 54%
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‘ 5. Nuclear, fission 50%
6. Geothermal 50%
7.  Nuclear, fusion 47%
8. Tidal 47%
9. Improved coal efficiency 42%
10. Hydrogen fuel sources 41%
11.  Biofuel process improvements 38%
12.  Biofuel feedstock improvement 38%
13. Hydroelectric 33%
14. Improved petroleum efficiency 30%
15.  Biofuel genetic development 28%
16. Improved natural gas efficiency 28%
17.  Electrochemical 25%

One reason biofuels might rank low on the list is that too many people perceive biofuels as
competing with food as a crop. As food prices steadily rise, and at an increasing rate, it is
evident that ethanol or biodiesel from food crops is a short-term expediency. As production
processes are developed for utilizing other sources of biomass the pressure on food production
will be lessened. Biomass from algae provides such a solution (Gross, 2008).

Algae need CO,, light, water and mineral nutrients for growth. With the exception of mineral
nutrients, most of these requirements are low-cost or free. In cultivation of algae, mineral
nutrients can be sourced from commercial fertilizers (Valenzuela-Espinoza et al., 1999), but their
. continued use in the long run may increase the cost of biofuels. The use of commercial fertilizers
such as phosphorus in production of biofuels would also put further pressure on phosphorus
reserves that are becoming scarce worldwide. It has been estimated that macronutrient
rcquirements for every ton of dry algae biomass are 3, 11, 12, 18 and 81 kg of magnesium,
phosphorus, calcium, potassium and nitrogen, respectively (AlgaeLink, 2007). The values for
micronutrients are 0.004, 0.07, 0.30, 0.36 and 0.73 kg of molybdenum, copper, manganese, zinc
and iron, respectively. These figures suggcst that vast amounts of fcrtilizers may bc required if
microalgae-based biofuel system were to make a significant contribution to fuel production. In
fact, the cost and/or availability of fertilizers can be the bottleneck to biofuel production in the
future. Therefore, we need to fully explore alternative sources of mineral nutrients such as
wastewater and ocean water for algal growth and biofuel production. The use of wastewatcr,
high in nitrogen and phosphorus, is currently practiced in many countries (United States, Europe,
Japan, Australia, and South Africa). The potential of ocean water alone or mixed with
wastewater has also been investigated (Goldman et al., 1974; Craggs et al., 1994). However,
these studies have mainly investigated removal of phosphorus and nitrogen by algae from
wastewater and ocean watcr, and other nutrients have hardly been reported. it is important to
recognize the other nutrients and their effects on algal growth and their cost to algal production.

Typically, when referring to biofuel from algae it is the lipid fraction of the plant cell that is of

most interest. The lipid or oil derived from algae is triglyceride. However, other fractions of the
algal cell biomass are considered to have commercial value.
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Despite the wide biodiversity in microalgae species (Tomaselli, 2004), so far only a handful of ‘
species has been investigated for their antioxidant properties and nutritional content, such as
proteins and lipids (Natrah et al., 2007), and their beneficial effects have already been
demonstrated. Although algae species are known to be high sources of lipid, very little has been
reported on their growth characteristics. A large scale screening of microalgae species may
reveal species with greater growth rate and lipid content thus would add to their commercial
value. For example, identification of microalgae, such as Dunaliela salina, that can grow in
saline conditions could utilize unlimited water sources (ocean water or seawater). However,
ocean water contains generally low concentrations of mineral nutrients (Latham et al., 1996;
Yeats, 1998) and may need to be fortified by other sources of nutrients such as wastewater or
effluent water. This would increase concentrations of some of the nutrients required for
optimum growth with little cost. This would in turn reduce the amount or use of commercial
fertilizers in mass production of microalgae. This is considered more cost-effective, sustainable
and environmentally friendly than the use of commercial fertilizers only as the source of mineral
nutrients.

Photoautotrophic algae can be propagated by two different systems, in PBRs (Figure 1) or in
raceway ponds. Raceway ponds are less productive, use more arable land, and are more prone to
change over time due to natural phenomena. 1n PBRs, if the nutrient requirements are met and
the temperature is consistently maintained near an optimum level, then light represents the sole
limitation to productivity (Richmond, 2004). In truth, there are many different PBR designs and
the science of producing this algal “crop” in an economical fashion is in its adolescent stages of

growth 1 ‘

This study was an integral part to a number of applied research projects and a key contributor to
reaching our long-term goal: Cost-effective production of algal biomass using PBRs under
controlled environmental conditions. Using wastewater and/or seawater, we not only conserve
further resources on the nutrition side (the need of artificial fertilizers and clean water
disappears) with positive effects on the feasibility of the overall system, but also we work
towards a more sustainable society. Wastewater treatment plants would be unburdened and
wastewater would be integrated into a natural sustainable circle of biomass/energy production.

Improving the efficiency of PBRs and the manner in which nutrients are utilized are integral to
the advancement of micro-algal biomass for biofuels. An efficient and low-cost source of
biofuel has importance to our national security. Ships, trains, trucks, and jet aircraft all have one
thing in common, they largely burn kerosene. Micro-algal derived biodiesel has the ability to
serve as a replacement fuel for kerosene (petroleum) diesel (Antoni, et al., 2007; Daggett et al.,
2007; Danigole, 2007; Future Fuels Aviation, 2008; Gas2.0, 2008; Green Options, 2007; Miller,
2007; NREL, 1998; Oilgae, 2007; PR Newswire, 2008; Rhodes, 2007; Schenk et al., 2008;
Strategic Technology Office, 2006; Vasudevan et al., 2008).

Project Objectives
Task-1: Seawater/Wastewater Production of Microalgae

This series of experiments were conducted under controlled environmental conditions in the
BRAE Lab. The specific objectives of Task-1 are: (1) To assess the potential of seawater and/or .
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dairy wastewater for algal growth; (2) to determine the nutrient requirements for optimum algal
growth hence provide estimates for the cost associated with the use of fertilizers; and, (3) to try
and identify microalgae species (among readily accessible species) suitable for low-cost
production systems.

Task-2: Microalgae Production in a Vertical Photobioreactor

The short-term or immediate goal is to establish an infrastructure to perform algac PBR
development. To facilitate the accomplishment of this goal, a vertical PBR was donated by our
industry partner, Phycotech LLC (Sacramento, CA) and situated in the Cal Poly FSN Pilot Plant
(Building 24 room 106) on campus. To accomplish the long-term goal of determining biomass
productivity, the following objectives must be attained:

(1) Start-up and trouble-shoot the vertical PBR system (dry run, no algae). The PBR system and
its ancillary equipment were checked for leaks (water and gas) and assured that all components
function effectively as part of the whole. In the laboratory, initial cultivation of algae (Chlorella
vulgaris) for scale-up was performed. An algal strain library is being established for archiving
the cultures as we acquire them from other institutions or collaborators. All procedures
developed for culturing algae are documented, recorded, and written as Standard Operating
Procedures (SOPs).

(2) Introduction of an algal strain to the vertical PBR system. Culture scale-up and monitoring
procedures were established for the system. Parameters to be monitored throughout the life-
cycle of an algae growth experiment include medium formulation (added nutrients), algae culture
density (as chlorophyll) determined by optical density at 660 nm, cell count determincd by
microscopy using a hemocytometer counting cell, temperature, and algae culture purity. From
this information harvest periodicity can be established and biomass yields can be determined.

All procedures developed will be documented, recorded, and written as SOPs.

(3) Optimize conditions (inherent to the vertical PBR system) for biomass productivity. Every
single-cell culture undergoing cultivation goes through various sequential stages of growth and
ultimately cell death. Thesc four stages of a cell culture can be expressed as the initial lag phasc,
followed by rapid cell division in the logarithmic growth phase, followed by a slowing of growth
during the stationary phase, and lastly senescence and the cell death phasc. The ideal for
biomass production is to maintain the logarithmic growth phase whereby algae are maintained at
their maximum rate of cell division. How long this “log-phase” can be maintained is the
ultimate question, and the duration may vary tremendously depending upon external
environmental factors and intrinsic factors inherent to the system and the strain of algae
employed. The lag phase can be minimized through cffcctive scale-up of the cell culture and it
having high cell density prior to introduction into the PBR. The cells should never get to the
death phase because periodically algae are harvested from the PBR; consequently they ncver
have a chance to grow old. Also during this part of the project, procedures were developed for
sampling the system and evaluating the samples for strain purity. A major concern here is that a
bacterial contaminant or non-desirable wild or invasive strain of algae is multiplying in the
system. Standard bacterial plate count methodologies were employed for periodically testing the
samples collected.
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(4) Verify the ability to sanitize the PBR system in situ during cultivation and between “crops”
of algae. The vertical PBR system, as depicted in Figure 1, has ultra-violet (UV; 185 nm)
irradiation capability added-on, and it is the ozone generated by these UV lamps that function in
a prophylactic manner to suppress the outgrowth of non-desirable viral and bacterial
contaminating species.

» 314--._'f,¢33t;ull.n.

Figure 1: 200-L pilot-scale vertical photobioreactor with Chlorella vulgaris under cultivation.
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‘ Materials and Methods
The optical density of the algae in suspension was determined using a scanning

spectrophotometer (Ocean Optics Redtide USB650 or HACH DR3800) and absorbancc values at
660 nm (or 665 nm) were recorded over time. Enumeration of algae cells, expressed as cells per
milliliter, were determined using a hemocytomer slide (Bright-Line Counting Chamber) viewed
at 400x magnification (Nikon or Olympus microscope with Infinity digital camera). Bacteria
were enumerated using Aerobic Plate Count Petrifilm (3M Microbiology) incubated at 35°C for
48-hr. Standard microbiological procedures were employed throughout.

The Chlorella vulgaris culture (Carolina Biological Supply) was cultivated in a medium
consisting of deionized water with 0.75-gr nutrients added per liter (Schultz 10-15-10; Spectrum
Brands). Scale —up of this culture was performed at ambient indoor temperature with
illumination provided by 6500K fluorescent lights. A test tube containing approximatcly 20-ml
of culture was transferred to 200-ml medium and propagated for several days. The culture was
next transferred into 2000-ml (2-L) of fresh medium and cultivated for several days, or until thc
cell count reached at minimum 1 x 10 Chlorella per ml. This 20-L culture is subscquently used
for benchtop research trials or used as the inoculum for the 200-L vertical PBR. Throughout the
culturc scale-up proccdure, Carbon Dioxide (CO,) was diffused into the growth mcdium to
maintain a pH value of 6.8 to 7.0. A pH monitor/controller (Milwaukee Instruments model
SMS122) was used to control the dosing of CO».

Ozone gas was produced using a DEL Ozone Model ZO-156 ozone generator on a clock timer.
Ozone gas was introduced into the culture vessel via an air-stone in | 5-min increments 24-hrs

‘ per day. The output of this generator is 60 mg per hour, or 150 ppm at 12 cubic feet per hour
(temperature dependent). Various doses were evaluated and experiments are still underway to
determine the optimal dose regime. Optimal dose regime is defined as the amount of 0zone
(mg/L/hr or ppm/hr) required to suppress bacterial growth a minimum of two log-fold over a
negative control culture with no concurrent diminishment in the ability of the algac to replicate
and increase in number.

Dry biomass determinations were determined gravimetrically using 1-L algae culture samples.
These were dried in a pilot-scale convection dchydration cabinet sct to 150°F with air velocity
sct on the high setting. About a six-hour duration, or overnight, was required to completely dry a
sample.

Results and Discussion

The potential of seawater and/or dairy wastewater for algal growth:

There are many acceptable laboratory techniques used for measuring microalgae biomass undcr
ideal conditions. These ideal conditions usually require relatively pure water and very little
microorganism contamination in the samples, which would overestimate the dcsired biomass.
This presents a dilemma when current research is exploring thc potential of growing microalgae
under abnormal conditions, such as utilizing wastewater as a growth media. Wastcwatcr — whilc
beneficial to microalgae growth — has tremendous potential to introduce contamination with
bacteria, microalgae, and other microorganisms. Additionally, wastewater introduces
organic/inorganic solids and adds turbidity to the sample.
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Determine the nutrient requirements for optimum algal growth: .
Some of the traditional microalgae quantification methods include optical density, cell counting,
measuring chlorophyll-a, and dry weight. The primary limitation of the optical density and dry
weight methods are the introduction of non-algae wastewater solids that artificially inflate the
measured values. These solids are difficult to distinguish from microalgae cells thereby yielding
false measurements. The cell counting method enables researchers to visually distinguish
between wastewater solids and microalgae cells, as well as quantify contaminants in the sample.
However, the greatest challenge with this method is the time requirement to manually count cells
and human error. The chlorophyll-a method utilizes methods to isolate and measure the
chlorophyll-a content of a sample, and thereby estimate the algal biomass. The challenge with
this method is obtaining experimental precision and the fact that the method relies upon an
assumption of the chlorophyll-a content of an average algae cell. Collectively these limitations
present a challenge to reliably quantifying microalgae biomass when growing under wastewater
conditions.

Identification of microalgae species (among readily accessible species) suitable for low-cost
production systems:

This study observed microalgae growth of two freshwater (Chlorella vulgaris, Scenedesmus sp.)
and two saltwater microalgae strains (7Tetraselmus sp., and Nannochloropsis sp.) under
wastewater conditions. All four abovementioned methods of biomass quantification were used;
optical density, cell counting, chlorophyll-a, and dry weight. Optical density was measured at
665 nm wavelength, and dry weight was measured using traditional total suspended solids and
total volatile solids techniques. The experimental design incorporated four concentrations of
wastewater: 33%, 25%, 10%, and 0% (as a control). Including both wastewater and non-
wastewater samples enabled a distinction to be drawn about the interferences associated with .
wastewater use as compared to pure water.

The results of these investigations using either freshwater or seawater microalgae supplemented
with wastewater will be completed and presented in a Master of Science thesis. The writing of
this thesis is currently in-progress and will be completed prior to the end of fall quarter, 2010.
Mr. Josh Lowrey, graduate research assistant, has completed his practical research and is
culminating all findings in the written thesis.

Receipt, assembly, and initial start-up of the 200-L vertical PBR:

The 200-L vertical PBR was delivered in January 2010 and immediately assembled and tested.

It was decided to not add-on the automated control system at this time, or until it is determined
exactly what parameters are required for optimal performance. Once we have growth parameters
and kinetics established over time, then parameters such as the addition of nutrients (Nitrogen,
Phosphorous, Potassium, micronutrients, and CO;), flow rate, harvest cycle, etc. can be
programmed into the PLC unit (Siemens).

The PBR system (Figure 1) can best be described as a serpentine loop of connected individual

PBR tubes each containing approximately 4-L of culture. Every other tube has a high-gas-flow

diffuser head in the bottom “U”, and the remaining every other tube has a low-gas-flow diffuser

head in the bottom “U” connector. Gas (compressed air) is introduced through the bottom

manifold to a pressure of 3- to 5-psi (pounds per square inch) and is distributed evenly

throughout the bottom manifold to all tube diffuser heads. CO; is controlled by pH (lack of CO;

causes a rise in pH value) and is concurrently introduced into the bottom manifold as required .
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‘ via an in-line solenoid valve. The top manifold serves as a gas outlet and provides support to the
tubes keeping them perpendicular and vertical to the upper and lower manifolds. The entire
structure is supported, or suspended, by two metal stands, one on either end. All components
coming in contact with the culture are composed of injection-molded, recyclable, plastic
components. Low cost and light weight components helps bring the cost of the PBR system very
reasonably low compared to other PBR systems.

After a series of mechanical issues such as leaking of culture medium through fittings or through
offset diffuser heads, irregularly positioned tubes, and other operational issues, the 200-L vertical
PBR eventually performed well and the project focus shifted to data collection versus PBR
maintenance and correction.

Culture scale-up and monitoring procedures for introducing algae into the vertical PBR:

Figure 2: Culture scale-up (to 20-L) and benchtop laboratory experimnts.
An example of Chlorella under cultivation in the laboratory is seen in Figure 2 above. In this

instance, the culture on the left is receiving periodic additions of ozone gas whilst the culture on
the right is serving as a negative control.
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Optimization of conditions (inherent to the vertical PBR system) for biomass productivity: ‘
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Figure 3: Typical growth curve for Chlorella vulgaris (20-L culture presented). .

This is an example (Figure 3) of a typical growth curve for Chlorella over a 16-day period. The
graph does not begin with a cell count of zero because the scale-up procedure involves a 10%
inoculum as the culture is transferred from 2-L to 20-L to 200-L. Hence, culture is transferred
when the cell count reaches approximately 1 x 10”. Both the actual cell count (determined
microscopically using a hemocytomer slide) and the optical density readings (A660 nm) are
presented. As seen at circa day-10, the optical density values rise above the cell count values
because as the cells mature, they “grow fatter” and accumulate more chlorophyll per unit cell
number. Not seen in this graph are the observations that after day-16, the cell count plateaus at
about 1.0 x 10%, and we have attained stationary growth phase. For optimal scale-up results it is
best to transfer the culture before the stationary growth phase. Given additional illumination,
additional micronutrients, and/or better temperature maintenance (other than ambient
conditions), it is anticipated that the cell count may rise higher, possibly into the 1 x 10° range.

After several replicate growth trials, the basic growth characteristics were established for
Chlorella vulgaris (under the conditions of our laboratory environment). Subsequent
experiments for determining biomass and experiments involving the alteration of the gas mixture
introduced to the growing culture (ozone) did proceed (see Figure 4 below).
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Figure 4: Growth curve (partial; days 2 through 14) for Chlorella grown with thc addition of
ozone gas (Treated -A-) and without ozone gas (Untreated -O-).

Several experiments were performed investigating the addition of ozone gas into the culture
medium during cultivation of Chlorella. Figure 4 is an example of one of these growth cycles at
the 20-L benchtop scale. The significant finding here is that under conditions of the test,
Chlorella is affected minimally, if at all, by the addition of ozone gas. The preliminary result of
these experiments indicate that 1.5-mg ozone per liter per hour is minimally sufficient for
bacterial control (see Figure 5 below), however as mentioned above, the optimal dose regime is
still undetermined and under investigation. These investigations are being replicated at the 200-
L level in the vertical PBR using a newly assembled ozone gas generator that will soon be
incorporated directly into the lower gas manifold of the PBR.

One added benefit to the addition of ozone gas, even if at sub-optimal levels for contaminant
control, is the enhanced flocculation effect seen in the treated cultures. Typically, Chlorella cells
are so small and buoyant they tend to remain suspended in solution over time. The addition of
ozone gas to the medium during active growth causes the algal cells to more readily clump
together. This flocculation effect results in fewer cells having the ability to remain in suspension
over time under ambient conditions. In short, an enhancement of harvest capabilities may be a
side-benefit to using ozone gas for prophylactic microbial contamination control. This is very
significant and experiments are underway to further understand and control this flocculation
phenomenon.
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cfu/mL

Days

Figure 5: Bacterial plate counts (colony-forming units per milliliter; cfu/ml) in Chlorella culture
treated with ozone gas over time (Treated -M- and Untreated -A-). Bold solid and bold dashed
lines are first-order regression curves for the growth cycles. ‘

Due to the configuration of the equipment at the benchtop level, ozone gas was introduced
intermittently in 15-min increments. This works fine at the 20-L level, however, for pilot- and
commercial-scale cultivation ozone will be introduced in a continuous manner through the lower
manifold along with the compressed air and CO,.

The goal is to have bacterial contamination eliminated, or at best controlled to a reasonable level.
A reasonable level of control is considered a two log-fold reduction over a negative-control
culture with no concurrent effect on the algae. The reason this is possible is because algae, both
as plants and as higher life forms, are less susceptible to the germicidal effects of ozone gas in
solution. Anecdotal evidence reveals that to control algae it requires approximately 100-times
the dose of ozone over that required for control of bacteria and viruses. This information was
obtained through discussions held with industry experts knowledgeable in the treatment of
swimming pools and spas using ozone for microbial control. With that baseline information in-
hand, the assumption was made that there is at least two orders of magnitude leeway in dosing
ozone to control bacterial outgrowth before causing harm to the algae undergoing cultivation.
The confirmation of this hypothesis has yet to be fully evaluated or proven, but positive results
are being obtained through replicate experimental trials.

Enhancing the ability to grow pure algal cultures in a PBR is highly desirable, but the ultimate
end-goal remains biomass productivity. From a commercial productivity perspective, the more
microbiologically pure the biomass can be, the better. One observation made during these
experiments was that the number of aerobic bacteria growing concurrent with the algae is quite
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significant; there are approximately as many bacteria growing and utilizing resources as there are
algal cclls being cultivated. One might consider these the “weeds” in the PBR. The value of 0.3
grams dry weight Chlorella per liter was determined when the algal culture was at a cell density
of 1.0 x 10”. Cell densities of 5.0 x 10’ have routinely been obtained, and once thc opcrational
parameters of the PBR are optimized, it is anticipated that cells counts of 1.0 x 10° or higher will
become the norm.

g/L Dry Biomass | Algae Cell Count | Harvest Cycle Daily Yield 365-Day Yield
0.3 1.0x 10’ 15% per day 9 grams 3.285Kg
(30-L)
1.5 5.0x 10 30% per day 90 grams 32.85Kg
(60-L)

Table 1: Biomass productivity of Chlorella cultivated in the 200-L vcrtical PBR under controlled
environmental conditions (indoors).

Harvest cycle, or the amount of culture that can be drawn-off on a time-schedule basis, is
ultimately determined by cell replication time and other relevant contributing factors. If a
culture is able to double its cell count (biomass) every three days, then approximately 30% of the
culture volume can be harvested with no immediate impact on the cntire culture. Under optimal
conditions, the time required for doubling of the biomass may be much more shorter than three
days (Donnan et al., 1985). The values presented are conservative and not exaggcrated.

Most studies express biomass yield in units of either pounds per acre (English), or kilograms pcr
hectare (ha; metric). The following tablc is an extrapolation of the resultant values obtained
through experimentation in the laboratory.

PBR Tubes/ha L/ha Harvest Cycle Daily Yield 365-Day Yield
(at 1.5 g/L) (per ha)
201,700 806,950-L 30% per day 363.10 Kg 132,540 Kg
(1-m spacing) (242,100-L)
134,500 538,000-L 30% per day 242.10 Kg 88,350 Kg
(1.3-m spacing) (161,400-L)

Table 2: Extrapolation of productivity values to annual yield of dry biomass per hcctarc per ycar.

In English units, the above results are expressed as a yield of 118,050 pounds per acre per year
with 1-m spacing between rows of vertical PBR tubcs. Or, with tube spacing of 1.3 meters thc
biomass yield can be expressed as 78,691 pounds dry biomass per acre per year.

For comparison, based on average national yield, the value for corn is 900 pounds per acrc per
ycar, and if the stover is added in as fermentable material, the yield incrcases by 400 pounds to
1300 pounds biomass per acre per year (Ceres, 2010). Corn can then be considered 1.65% as
efficient for producing biomass compared to algae [(1300 /78691) x 100 = 1.65%.

Verification of the ability to sanitize the PBR system in situ during cultivation and between

“crops” of algae: These experimcents are in-progress and until the pilot-scale ozonc gencrating
system is fully developed, results cannot be presented. An ozone generator was rccently
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fabricated and a housing is under construction followed by plumbing the ozone gas stream into ‘
the lower gas distribution manifold of the 200-L vertical PBR.

Since a CSU-ARI matching grant was awarded for a 3-year duration (2009-2012), it is possible
to continue these investigations over the next year.

Conclusions

Seawater and wastewater were evaluated and characterized for nutrient content in support of
algal growth. Species of algae assessed in these studies include two freshwater (Chlorella
vulgaris and Scenedesmus sp.) and two saltwater microalgae strains (Tetraselmus sp. and
Nannochloropsis sp.). The ability to reliably quantify microalgae biomass when growing under
wastewater conditions was evaluated and a combination of several procedures can give
consistent results.

The 200-L vertical PBR is operational and now being used for the optimization of microalgae
biomass using Chlorella vulgaris as the initial test species. A dry biomass yield of 1.5 mg/L was
determined at a cell density of 5.0 x 10 algae per milliliter. This value is very much in
concurrence with those obtained through others’ research.

The use of ozone gas is under evaluation for prophylactic control of bacteria and other non-
desirable microorganisms during algal cultivation. This will eventually result in the ability to
produce a purer biomass, and hopefully higher yields with equivalent nutrient input.

This project was of great assistance in providing infrastructure and laboratory support during ‘
these first years of algae photobioreactor research and development at Cal Poly.
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front of the 200-L vertical photobioreactor prototype with Chlorella vulgaris under cultivation in the Food Science
Pilot Plant.
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Poster 31

PO-31 A Comparative Study of Different Analytical Methods for Quantification of
Microalgae Biomass in Wastewater Growth Media

A. Josh Lowrey, Diana Durany, Gilbert Diaz, Ilhami Yildiz
BioResource and Agricultural Engineering Department,California Polytechnic State University,San Luis Obispo, CA 93407
E-mail: iyildiz@calpoly.edu

‘ The recent interest in research and devclopment of biofuels has generated a huge interest in many innovative fcedstocks, which

are the raw resources that are harvested mostly for their oil or sugar potential. Microalgae have recently been considered idcal for
their tremendous oil content and their very high reproductive capacity. Along with thc dcvelopment of these unique feedstocks
there have been uncertainties over how to accurately quantify biomass. The unique challcnge associated with quantifying
microalgae biomass is the fact that growth is conducted in suspension in water. Additionally there are unccrtainties in
distinguishing between various microalgac strains, as wcll as other microorganisms. Under some experimental conditions
interferences arise when contaminated water or even wastewatcr is used as a growing media for the microalgac. These
interferences challenge existing measurement methods for measuring biomass due to their inherent limitations.
There arc many acceptable laboratory techniques used for measuring microalgac biomass undcr idcal conditions. Thesc ideal
conditions usually require relatively pure water and very littlc microorganism contamination in the samplcs, which would
ovcrestimate the desired biomass. This prescnts a dilemma when current research is exploring the potential of growing
microalgac undcr abnormal conditions, such as utilizing wastewatcr as a growth media. Wastewater — whilc bencficial to
microalgae growth — has tremendous potential to introduce contamination with bactcria, microalgae, and other microorganisms.
Additionally, wastewater introduces organic/inorganic solids and adds turbidity to the sample.

Somc of the traditional microalgae quantification methods include optical density, ccll counting, mcasuring chlorophyll-a, and
dry weight. The primary limitation of the optical density and dry weight mcthods are the introduction of non-algac wastewater
solids that artificially inflate the measured values. These solids are difficult to distinguish from microalgae cells thereby yiclding
false measurements. The cell counting method enables researchers to visually distinguish between wastewatcr solids and
microalgae cells, as well as quantify contaminants in thc samplc. Howevcr, the greatest challenge with this method is the time
requirement to manually count cells and human error. The chlorophyll-a mcthod utilizes mcthods to isolatc and mcasure the
chiorophyli-a content of a sample, and thereby estimatc thc algal biomass. The challcnge with this micthod is obtaining
experimental precision and the fact that the method relies upon an assumption of the chlorophyll-a content of an average algae
ccll. Colicctively these limitations present a challenge to reliably quantifying microalgae biomass when growing under

‘ wastewater conditions.
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This study observed microalgae growth of two freshwater (Chlorella vulgaris, Scenedesmus sp.) and two saltwater microalgae ‘
strains (Tetraselmus sp., and Nannochloropsis sp.) under wastewater conditions. All four abovementioned methods of biomass
quantification were used; optical density, cell counting, chlorophyll-a, and dry weight. Optical density was mcasured at 665 nm
wavelength, and dry weight was measured using traditional total suspendcd solids and total volatile solids teehniques. The
cxperimental design incorporated four concentrations of wastewater: 33%, 25%, 10%, and 0% (as a control). Including both
wastewater and non-wastcwater samples enabled a distinction to be drawn about the interferences associated with wastewater use
as compared to pure water.

Utilizing statistical tools the methods were compared for their respective consistencies under various conditions. When high
correlations are observed, then it is concluded that some methods can serve as indicators for the other, more time consuming
method. Developing regression models might enable rescarchers to cstimate the value of one analytical method bascd upon the
result of another, without actually measuring both. Ultimately thc comparison of methods under these outlined experimental
conditions can help to determine which analytical methods are appropriate in future studies involving microalgae growth in
wastewater conditions.

Keywords: Microalgac, cell count, chlorophyll-a, optical density, Chlorella vulgaris, Scenedesmus sp., Tetraselmis sp.,
Nannochloropsis sp.

Addendum D
Master of Science Thesis (M.S. candidate Mr. Josh Lowery) to be submitted at a later date.
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Cal Poly Wind Power Research Center @

Patrick Lemieux, Ph.D., P.E., Mechanical Engineering Department

Summary

This California Central Coast Research Partnership (C3RP) funded project initially consisted of
the design and development of an in-house process for the manufacturing of wind turbine
blades, based on utility-scale turbine manufacturer’s standard practices. We increased its scope
significantly after reaching important milestones ahead of schedule, so that it includes the full
development of the first complete turbine for the ‘Cal Poly Wind Power Research Center’
(CPWPRC(), a nascent facility that we started, in the Mechanical Engineering Department, for
interdisciplinary use and collaboration across the university. Its primary purpose is to provide a
physical platform for faculty and students to study technical problems that may be faced in the
utility-scale wind turbine industry, and to prepare engineering students for careers in that
industry. The new scope entails the siting study, as well as the design and manufacturing of
every component of a fully functional research wind turbine, including: tower foundation,
tower, nacelle, and rotor. The project officially started during winter of 2009; fabrication of
major components ended in March of 2011, final completion of the entire assembly and
commissioning of the turbine is expected to take place in the summer of 2011.

Background and Project Significance ‘
With the increasing interest in sustainability, the wind power industry continues to become a
larger and larger employer of engineers in North America. The bulk of growth may be expected
to take place in the large (750kW and larger), utility-scale, 3-blade horizontal axis wind turbine
(HAWT) market, where the development process is relatively mature. While research and
development of smaller machines is necessarily easier, faster and cheaper, the leaps achieved in
the utility-scale sector over the past decades have not trickled down to small HAWTs (less than
100kW): most small wind turbine manufacturers use techniques focused on manufacturing and
retail cost, sometimes at the expense of efficiency and overall cost of energy produced, which
are the primary focus of large HAWT manufacturers. Since the appropriate turbine size for a
university research facility falls in the ‘small turbine’ category, off-the-shelf turbines that satisfy
our needs do not exist.

The first goal of the Cal Poly Wind Power Research Center is to allow students to participate in

the development of a small research wind turbine designed along guidelines comparable to

those of the utility-scale industry, with the added constraint that the design must be able to

allow for significant changes and experimentation, befitting a ‘laboratory machine’. Once built,

the turbine becomes a workbench for hands-on study of problems and best practices of the

utility-scale turbine industry. To develop a wind turbine, the full system is first broken down into

smaller, specific components; each element is then tackled individually, to accommodate

budgetary constraints while addressing the overall system goal. The first element that we chose

to tackle was the rotor blades, supported by our first year C3RP grant. This work was completed ‘
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’ in the fall of 2009, ahead of schedule and under-budget, motivating an increase in scope to
include the entire wind turbine.
The following benchmarks were defined to help guide the development and design of this
turbine:

1. Site study: To be successful, our facility requires maximum flexibility and safety, at a site
where the wind resource is demonstrably consistent.

2. Rotor: the blade planform designed is suitable for both stall and pitch regulation. A hub
capable of handling both control methods is a required component for the long term
use of this rotor.

3. Nacelle: it must be designed to house a large variety of modular control system
electronics and hydraulic actuator systems, and be capable of accommodating future
changes in generators (e.g., for studies asynchronous generators, geared systems, etc.)

4. Tower: the research turbine has specific requirements, including safety, ease of
operation, and access, that make its tower a unique structure.

Results
The following sections highlight the progress achieved at the end of the C3RP award on each of
the four steps listed above.

’ 1. Site selection for a wind power research center at Cal Poly
A limitation affecting the selection of a proper location for wind turbines is the availability of

land resource. Siting for this particular purpose is critical, not only to ensure appropriate wind
resource (the quality of the wind resource is affected by proximity to obstructions and changes
in the terrain} but also for safety and public acceptance issues (e.g., noise abatement and visual
impact), so that the center does not interfere with other campus activities. Cal Poly is uniquely
positioned to provide several nearly ideal options for siting such a wind power research center,
for several reasons:

1. Land availability. With nearly 10,000 acres (most of which administered by the College
of Agriculture), Cal Poly is the second largest land-owning university in the state of
California. Furthermore, much of this land is open and free of obstructions, includes
many ridges with high wind potential, and is located near the coast in a naturally windy
micro-climate area.

2. Demonstrated high wind potential. During the grant period, we carried out a
continuous analysis of the wind speed data at the proposed turbine site. The data was
gathered to validate the location of the site where the main turbine would be erected.

3. Safety. Safety requires a compromise between remoteness and proximity. Remoteness,
because a failure of any part of the machine must occur sufficiently far to minimize
impact to people and property; proximity, so that access to the facility is not
prohibitively difficult.
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4. Visual impact and noise abatement. The visual and noise impact of wind turbines is a .
topic of continuous debate and public concern, which can only be avoided if the turbine
is discretely located on campus property. Building permits and licensing for such
constructions, especially on the California Central Coast, also motivates sites with
limited visual and noise impact.

Escuela Ranch Facilities
! = ____Entire Ranch

® 5000 g Back Tes

® 1000 gel White Tark
Coarrard Trosagh.
Biue Mastc Trough

A Sl Jwen

— e Roed

@ Proposed Cal Poly Wind Power Center Turbine Sites o 300 4 400 T

oM togical Data T fsiion Sie fnitatiad) Prepared by SCRIBNER
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FIGURE 1: CAL POLY WIND POWER RESEARCH CENTER SITE AT THE ESCUELA RANCH. THE SITE ON GRID
ELO4 WAS CHOSEN FOR LONG TERM MET TOWER STUDIES AND FOR INSTALLING OUR FIRST WIND
TURBINE.

Thanks to the support of the College of Agriculture, a testing area was secured early on in this

project, northwest of the main campus on Cal Poly’s Escuela Ranch, a 2,000 acres ranch

separated from the main campus (see Figure 1). The College of Agriculture has agreed to allow

us to set up our site at that location, test wind resources, erect towers and test equipment. Prior

to the start of the present grant period, we purchased an 80ft meteorological tower and

developed remote wind sensing instruments to quantify the wind resource every 20ft of

elevation. For nearly two years (spanning the grant period), we archived and analyzed wind

speed data continuously. Since commercial, calibrated meteorological station equipment and

software can cost tens of thousands of dollars (beyond the budget of this project), Mechanical .
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' Engineering Professor John Ridgely developed and built a system entirely in-house to save cost.
The mode of operation of this system is as follows:

e Our system works by counting the number of turns of a cup anemometer over a 10
seconds interval. This number is then scaled to an average miles per hour value for the
interval, a standard method in industry. Note that each Cal Poly-designed anemometer
was calibrated against a NIST-traceable instrument in a wind tunnel.

e The data are arranged as: 'time’, 'average speed’, 'maximum speed’, 'minimum speed'
and 'direction’.

o The'average'is the average reading, over 6 minutes, of all 10 second intervals.
o The 'maximum’and 'minimum’ are the highest and lowest 10 second interval
readings taken during the 6 minute periods.

e Each wind data file name archived refers to the location of the data. E.g., tower18.csv
means tower 1 at 80 ft; tower12.csv means tower 1 at 20ft etc. {Note that there is only
one tower at the present time.)

e The direction comes from one sensor only: tower16.csv

Our site requirements were that the annual daytime wind average exceeds 10mph at 70ft (for
consistent operating potential), with 10 sec gusts greater than 60 mph recorded sometime
during the year (for high wind load studies).

Figure 2 shows the one-year wind average and turbulence intensity, on a per-hour basis, at the
wind turbine site. Over the past year, the maximum 10 sec gust recorded was over 92mph, and

‘ the maximum 6 minute average was over 65mph.
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FIGURE 2: ONE-YEAR AVERAGE WIND SPEED DATA AT SITE ELO4 OF ESCUELA RANCH, HOUR BY HOUR,
FOR THE PERIOD BETWEEN FEBRUARY 20, 2009 AND FEBRUARY 19, 2010. THE DAYTIME AVERAGE AT
70 FT, BETWEEN 9AM AND 5PM, IS ABOVE 10MPH, AND STEADY.

The data gathered confirmed that site ELO4 in Figure 1 is well suited for our purpose.
Furthermore, the high day-time wind average observed at our site {(which was chosen without
‘ any initial wind speed data), motivated a new, separate study of the wind resource at Cal Poly,
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using computerized fluid mechanics (CFD) tools. This study of the air flow pattern between ‘
Escuela Ranch and Poly Canyon seeks to identify zones of highest wind potential, for the

purpose of evaluating Cal Poly’s suitability for a commercial scale wind farm, and is the subject

of an on-going Master’s thesis project.

2. Rotor
The wind turbine rotor of a HAWT is an assembly comprised of two main components: a series
of blades, and a hub structure.

Blades

At the start of the project, a main part of the scope involved the aerodynamic and structural
design of the blades, and a manufacturing process capable of mass producing them. We
designed a new turbine blade based on the RIS@-A1 airfoil, a state-of-the-art wind turbine airfoil
recently developed in Denmark. The objective of the new design was to optimize the planform
{twist and chord distribution, and blade span length) in order to achieve specific aerodynamic
goals on power coefficient, tip speed ratio and passive power regulation at variable speed, all
while minimizing stress at the blade root, where it is most important, and without compromising
the planned future development to pitch regulate the turbine®. The target rotor has a rated
power capacity of 3 kW.

A series of eight blades were manufactured using the process developed in this project, to show
repeatability and for future rotor and instrumentation test studies. The blades are expected to ‘
sustain working loads of less than 100lby at their rated wind speed of 22mph. A blade root

assembly exemplar was manufactured, thermo-cycled and tested to 500lb; at 6ft {root moment
of 30,000ft-1b¢), with no sign of failure. The actual blades were tested 4 times with a tip load of
120lb¢ in a similar manner, again with no sign of damage. Figures 3 and 4 illustrate various parts
of the blade manufacturing process, including final painting. This project resulted in the
completion of a Master’s thesis in September 2009. A copy of this thesis, which clearly describes
every step in the manufacturing and testing processes outlined here, is included in the
appendix’.

! sstall’ regulation refers to fixed-pitch blades whose aerodynamic properties alone control power
transfer; ‘pitch’ regulation refers to a class of turbine where the blades can rotate along their longitudinal
axis to control power transfer.

?Edwards B “Composite Manufacturing of Small Wind Turbine Blades: Utility Scale Methods Applied to

Small Wind”, 2009 ‘
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FIGURE 3: FOUR OF THE STEPS DEVELOPED IN THE BLADE MANUFACTURING PROCESS. CLOCKWISE,
FROM TOP LEFT: MOLD LAY-UP OF FIBERGLASS CLOTH; VACUUM BAG SETUP FOR ONE HALF OF THE
BLADE; GLUE PREPARATION OF THE CURED HALF; ASSEMBLY OF TWO CURED HALF BLADES IN A
CUSTOM CLAMPING JIG. THE LAY-UP SCHEDULE ITSELF IS A CRITICAL STEP THAT REQUIRED EXTENSIVE
ANALYSIS AND TEST. NOTE THAT CLIPPER WINDPOWER PARTICIPATED IN THE CRITICAL DESIGN
REVIEW OF THIS PROCESS; THE FINAL METHOD DEVELOPED IS SIMILAR TO THAT USED IN THE UTILITY-
SCALE BLADE MANUFACTURING INDUSTRY.

FIGURE 4: THE BLADES ARE PROTECTED WITH A POLYURETHANE-BASED PAINT.

120




N00014-08-1-1209 P.1. Susan C. Opava, Ph.D.

FIGURE 5: ROTOR HUB, AS DESIGNED BY J. GERHARDT

Hub
The design and manufacture of a hub to support three blades and allow the rotor to evolve over
time from passively-regulated to actively-regulated, proved to be one of the more challenging
tasks of this project. Several key assumptions regarding the blade pitch mechanism (which does
not yet exist), were required to finalize its design; the manufacturing itself required a 3-axis
computerized numerically controlled (CNC) milling machine, equipped with indexing head. This
level of sophisticated machining is beyond the skills of most students and faculty, and ‘
outsourcing it was too expensive for the allocated budget. For these reasons, the final design
and fabrication was entirely carried out by Mr. James Gerhardt, in the Mechanical Engineering
Department.
Figures 5 and 6 show the machined hub, prior to anodizing and powder-coating, ready for
mounting on the nacelle powertrain.

FIGURE 6: HUB, DURING FINAL MACHINING STEP (LEFT, WITH ATTACHED SPINNER), AND WITH
ASSEMBLED BLADES (RIGHT)
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‘ 3. Nacelle

The turbine nacelle is an important component of a wind turbine: it houses the powertrain,
control system and brake actuation system. Its design and fabrication of the was targeted as a

group project at the advanced undergraduate level, and fit within the scope of the Senior
Project requirement of the Mechanical Engineering curriculum. The nacelle was completed on
time and on budget; the final student report® is included in the appendix. Figure 7 shows the
nacelle as designed by students, and the completed physical nacelle. Figure 8 shows the full
nacelle/rotor assembly, with hub and blades.

. FIGURE 7: THE CAL POLY WIND TURBINE NACELLE, AS DESIGNED AND BUILT BY MECHANICAL
ENGINEERING UNDERGRADUATE STUDENTS.

‘ * Martinez A, Martinez F, Nevarez D, Taylor Z “Wind Turbine Nacelle Senior Project”, 2009

122




N00014-08-1-1209 P.1. Susan C. Opava, Ph.D.

FIGURE 8: NACELLE AND ROTOR ASSEMBLY

4. Tower
The most ambitious and costly aspect of this project is the design, fabrication and installation of
the wind turbine tower. There are two main components to a wind turbine tower: the concrete
foundation which supports the structure, and the above-ground structure itself (‘main tower’).
The CPWPRC turbine involves many unique requirements that made the design and
manufacturing of both components challenging.
These requirements consist of:

a. Tilt-up design: The turbine will require regular servicing, and for safety and cost reason,
it is not reasonable to rely on a crane to access or remove the nacelle from the tower. A
tilt-up design allows the lowering of the nacelle so that all work takes place at ground
level.

b. Monopole: towers may be purchased as either monopole or lattice-work units.
Monopole units have longer lives and prevent bird-nesting problems.

c. Non-guy-wired structure: Many guy-wired towers are available commercially, but these
structures are inherently more dangerous than the non-guy-wired ones. The failure of a
single guy-wire can sometimes result in the collapse of the entire structure, and
therefore require inspection and periodic maintenance. These are considered
unacceptable risks for a laboratory where students are expected to gather regularly. ‘
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. d. Height: wind speed increases with height above ground. Given that we gathered data
up to 80ft, 70ft was chosen as a minimum height for the tower.

No commercially available unit satisfied all these requirements at the time when the project
started, and a new tower was designed in-house.

Foundation

The tower foundation is a project that was completely carried out by a group of Civil Engineering
students, advised by Professor Robb Moss. The project started with a soil report, commissioned
from an outside contractor. Figure 9 to Figure 11 illustrate a few of the major steps of the
construction of the tower foundation. The students’ final report and the soil report are included
in the appendix’.

” -t ! . .
FIGURE 9: FROM TOP LEFT, CLOCKWISE: CAL POLY FACILITIES SERVICES EXCAVATING GROUND FOR THE
TURBINE FOUNDATION; CONSTRUCTING FORMS; WORKING ON THE MAIN PAD (NOTE THE COPPER WIRE
SURROUNDING THE PAD AND CAISSONS, PROVIDING LIGHTNING PROTECTION TO THE TURBINE); CAISSON
CAGE

. * Knox F, Valverde A “Wind Turbine Foundation Design”, 2010
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FIGURE 11: FINISHED FOUNDATION PADS AND SUPPORT CAISSONS. THE FOUNDATION CURED FOR
APPROXIMATELY ONE MONTH BEFORE THE TOWER ASSEMBLY WAS CONTINUED.

Main tower
Professors Lemieux and Mello, and Mr. James Gerhardt of the Mechanical Engineering
Department designed the main tower, which was fabricated by Bassett Mechanical of Kaukauna,
Wisconsin, after we solicited multiple bids across the United States. Analyses of loads and
deflections, and factor of safety margins, were verified using finite element analysis (FEA) as
part of a Mechanical Engineering Master's thesis (completed but not yet submitted). The tilt-up
operation is designed to be carried out using an industrial winch attached to a large pick-up
truck purchased for this purpose, using Student Fee Committee funds, and start-up funds from
Professor Lemieux. The tilt-up operation, as-designed, has been successfully tested.
Figure 12 through Figure 15 illustrate the assembly of the main tower.
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FIGURE 12: TOWER ASSEMBLY. THE ASSEMBLY OF THE TOWER TOOK TWO DAYS AND REQUIRED THE USE
OF A CRANE, SHOWN IN THE TOP PHOTO SUPPORTING THE GINPOLE IN PLACE. THE TWO LOWER PICTURES
SHOW STEPS IN THE MAIN BEARING ASSEMBLY, A KEY COMPONENT OF THE NEW TOWER DESIGN. WE
DEVELOPED A DETAILED PROCEDURE FOR THE ENTIRE ASSEMBLY, PRIOR TO THE START OF FIELD WORK.
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FIGURE 13: TEST OF TOWER TILT-UP OPERATION, PRIOR TO FINISHING TO THE ASSEMBLY OF THE UPPER
TOWER SECTION.

FIGURE 14: FINAL TOWER ASSEMBLY AND TILT-UP TEST. NOTE THE TRUCK AT THE RIGHT OF THE
LOWER PICTURES, WHICH PROVIDES THE SOLE MOTOR FORCE FOR TILTING UP THE TOWER.
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FIGURE 15: THE FULLY ASSEMBLED TOWER, IN TILT-UP POSITION.
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Outside Publications & Patents ‘
Clearly, an important goal in the development of a new research facility is to produce new ideas

which result in publications, showcasing the researchers’ work, Cal Poly, and the Center itself.

The CPWPRC is not yet completed, but its design and construction generated several

presentations, conference papers, panel discussions and invited lectures®.

The unique nature of the tower and nacelle frame are also currently being considered for patent

protection by the university.

Future work
Ultimately, the Cal Poly Wind Power Research Center will provide a unique, specialized,

consolidated research point on the California Central Coast, for the study and development of
blade design, rotor performance, blade life and health monitoring, tower design and
performance analysis, that will benefit the Cal Poly community and the local area.

We cannot predict the full breadth of projects that will come of it. What follows is a list of a few
of the projects that are being considered for the near future:

Characterization of turbine the performance and quantification of pitch indexing.
Design, construction and test of a pitch actuation mechanism.

Design, construction and test of a controlled yaw system.

Blade load analysis.

Tower resonance mode studies.

Laboratory development for undergraduate classes.

With the new capability of this research center, Cal Poly’s involvement and visibility in the
renewable energy industry is certain to increase. The C3RP grant has had a tremendous impact
on the start-up of this Center, and has played a key role in guaranteeing its future success.

Conclusion
Thanks to the support of C3RP, a new facility, the Cal Poly Wind Power Research Center, which

consists of a fully functional research wind turbine, has become a reality. The turbine
components fabrication is complete, and near final assembly. This facility, almost entirely
designed and built by Cal Poly students, staff and faculty, will provide a unique platform for
future students and faculty to work on problems relevant to the utility-scale wind turbine
industry, for many years to come.

CAL POLY

* Three posters and a published paper are included in the appendix.
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APPENDICES

The following Appendices can be found in the Appendix to this report.

1. Edwards B “Composite Manufacturing of Small Wind Turbine Blades: Utility Scale
Methods Applied to Small Wind”, 2009
Martinez A, Martinez F, Nevarez D, Taylor Z "Wind Turbine Nacelle Senior Project”, 2009
Knox F, Valverde A “Wind Turbine Foundation Design”, 2010
Soil report, Down R, Earth Systems Pacific
Sample conference posters and papers, AWEA Windpower 2008:

a. Lemieux P, Ridgely J “Cal Poly Wind Power Research Center”

b. Katsanis G, Lemieux P “Structural Analysis of Small Wind Turbine Towers”

¢. NostiC, Lemieux P, Gascoigne H “Performance Analysis and Life Prediction for

Small Wind Turbines: A Wood Laminate Case Study”

SN P10 B
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Solar Concentrators: Quickly Deployable Combined Heat and Power .

Principal Investigator:

Peter V. Schwartz, Ph. D.
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California Polytechnic State University
San Luis Obispo, CA
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Abstract

Our work has centered on the construction of a solar concentrator and thermal storage facility in
order to make use of solar energy, quickly, inexpensively and reliably (at all times). 1n 2009, we
constructed a parabolic trough solar concentrator as a prototype and a thermal storage device based
on using sand as the thermal storage medium and pumice as the insulating material. In summer
2010, we built a parabolic dish solar concentrator that has tested superior to the parabolic trough of
last summer. We also tested the thermal storage device, and verified that it is capable of storing
significant energy for many hours. Lastly, we continue to revise for publication a study we started in
2007 modeling a novel solar concentrator. This concentrator utilizes a stationary primary mirror and
stationary heat collection element, redirecting the light by means of a secondary mirror. The recent
revision has received a positive response, and we anticipate publication with the next submission.

Project Significance

Our Concentrated Solar Power (CSP) research has both general significance as wcll as the particular
significance. It is important to note that the wider topic of CSP, Solar Thermal, and photovoltaics is
of interest to a community of more than 15 instructors university-wide and many students, and is a
priority for both the military and domestically on every level. The motivation for solar energy
comes from the virtues of it having a low CO, impact, becoming increasingly less expensive than
other encrgy conversion technologies, and available anywhere there is sunlight, which is of
particular importance in remote field environments. As the community of rcsearchcrs on campus
(and beyond) share knowledge and resources, this particular project will benefit the wider solar
energy effort.

Concentrating and storing solar energy increases value by delivering higher temperatures and greater
power fluxes. The higher temperatures are useful for a wider range of industrial and domestic
applications and also convert more efficiently to electricity (in the case of STE, Solar Thermal
Electrical conversion), and the smaller area of sunlight allows for use of smaller, more expensivc,
more efficient photoelectric panels. Solar thermal storage makes solar thermal encrgy (including
that for STE) a reliable source of energy. The challenges to both technologies are cost and
complexity, as well as transporting these technologies to remote sites. Tracking a moving sun is a
necessity for all solar concentrators, representing one particular technical and financial challenge.
Our work is dedicated to reducing the cost and complexity of solar concentrators and constructing
thermal storage devices out of locally available materials. This promises to make solar
concentration accessible for a wide variety of applications. These applications include clectricity
production, industrial and domestic heat and cooking, and air conditioning via absorption cooling.
Potential beneficiaries are also vast including military field stations, industrial, commercial, and
domestic users — wealthy and impoverished.

SOLAR CONCENTRATORS AND THERMAL STORAGE

More recently, we have constructed a parabolic mirror concentrator (Fig. 1) and thcrmal storagc
facility (Fig. 2). We chose a simple parabolic mirror assembly over computer simulated
concentrator we are trying to publish as a first step in order to first gather experience in a proven
technology, as many of parabolic troughs have been successfully built. The thermal storage unit is
made from widely available materials such as sand and pumice.

132




N00014-08-1-1209 P.I. Susan C. Opava, Ph.D.

|
|
4

\\\\ X\ \\\‘.\ s

Fig. 1 Parabolic Solar Concentrator. Width: 8’, Length: 12°. The Parabolic concentrator is made
from thin plywood bent over wooden ribs. Steel piping runs through the wooden ribs lengthwise.
The red dotted line represents the location of the heat collection pipe.

Fig. 2a) The solar thermal storage facility from above (leff) before being filled with sand and
pumice. The outer cylinder is full of pumice as an insulator. The center cylinder is filled with sand,
which stores the heat. The heat is distributed throughout the center by means of pipes containing
motor oil. Right, After being filled with sand, the top surface of the storage unit was covered with
more pumice for insulation.
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OUTCOME AND UPDATES

The intention for this system was to have the heat taken from the concentrator’s central heat
collector pipe (red dotted line in Fig. 1) carried to the pipes in the thermal storage device by means
of hot mineral oil. This design had the following drawbacks:

1) The trough collector was very heavy and not rigid enough. The result is that the collector
sagged, would have been excessively difficult to construct, and would likely not have lasted
long.

2) Pumping hot oil through a pipe requires a very expensive pump, and power source. It also
presents a large surface area to insulate and fire danger if the fluid is flammable.

We have since revised our project to make use of a dish concentrator that focuses light onto a
stationary target, which will be our present thermal storage device. We are starting with a well-
proven concentrator, which is flexible and lightweight. Additionally, this method does not require
any medium to transport the heat to the thermal storage device, because the sunlight is reflected
directly into the thermal storage device. This facility initiates our solar concentrator research
laboratory, where we will continue to design, test, and improve associated technologies. The present
challenges are to reduce the complexity and cost of both the concentrators and thermal storage
device. We have been joined by a lecturer in Industrial Manufacturing and Engineering (Kevin
Williams) with expertise in many construction technologies, and we have experience in modeling
solar concentrators.

Scheffler Solar Concentrator: Numerous successful designs for solar concentrators exist and are

presently deployed in all sizes and for many applications [1]. One particular compelling design is
the Scheffler Concentrator [2], comprising a portion of a parabolic dish, which rotates about an axis
tracking the sun (Fig. 3).

sonssnal changs of Scheffi roflcim

st

Fig. 3 Different sections of a parabola focus the sunlight at different seasons. This parabola rotates
about the same axis for all seasons if the reflecting surface is located due north or due south of the
target (located at the focus of the parabola). The focus F and the center of the Scheftler reflector (red
dot) remain stationary! From Ref #2
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Thousands of Scheffler concentrators have been constructed world wide, but are exceedingly .
demanding to build with a large number of moving parts (See Figs 4 - 6). We have built the first
Scheftler in North America, and will subsequently explore simpler designs.

We have begun modifying our Scheffler Concentrator of 2 m? surface area for the purpose of testing
the design as a means of heating the thermal storage device. Future work includes testing the
Scheffler for solar tracking and concentration, heating the thermal storage unit with concentrated
sunlight from the Scheffler, and developing the construction process to make the concentrator larger,
less expensive, and easier to construct.

This summer has seen the completion of the construction of the Scheffler concentrator,
experimentation with the methodology of producing a reflector, and continued investigation into the
best process to produce a reflective surface with relative ease with the rigidity and elasticity
necessary for a fully functional Scheffler Reflector. We have designed and are constructing a
tracking mechanism.

Fig. 4 Construction of a Scheffler concentrator. Left, the supporting matrix requires considerable
time and materials. Right, the finished concentrator ignites wood placed at the focus.
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Fig 6: (left) Original method of reflective material attachment, (middle) framework for the second
iteration of attachment of the reflective material, and (/ef?), the completed second concentrator
iteration.

Thermal Storage Device construction and Testing: Like solar concentrators, many designs for

thermal storage exist [3], but require a large amount of material to store and insulate the heat that is
often cost prohibitive. However, if the thermal storage device can be made from readily available
local material, the cost is drastically reduced. We have constructed and tested a thermal storage
device with positive results. Subsequent work will optimize performance and connect the thermal
storage device to the appropriate solar concentrator.

We created a thermal storage unit to provide accessible energy after the sun goes down (Fig. 2a).
The goal is a high quality, energy storage device made inexpensively with local materials. We
researched readily accessible natural materials, settling on granular pumice as an insulator and sand
as the thermal storage material (Fig. 2b). These materials are held in place with a wire mesh in a
concentric cylinder configuration. Sand is less ideal than concrete as the thermal storage material,
but it is much easier to disassemble so it serves as a good test material.
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A 1.5 kW heating element was put at the bottom of the device and 15 thermal couple temperature ‘
sensors were spread in a radial and vertical pattern throughout both the sand and the pumice,

providing a clear picture of what was happening within. Heating with the electric heater we attained

a core temperature of 120 °C with a 300 °C “hot spot” near the heater, with both temperatures still

increasing after 8 hours. After the heater was turned off, the core cooled at a rate of 4 °C/hr.

A simple computer model simulates the thermal storage device yielding results that agree well with
our experimental data. The model predicts a core cooling rate of 4.9°C/hour at 120 °C, which
roughly agrees with the measurements of the physical thermal storage device. Additionally, rough
estimates predict a maximum equilibrium temperature of more than 300 °C at power inputs of 1.5
kW possible with a 2 m? Scheffler. Higher temperatures should be attainable with larger
concentrators.

Improvements in Thermal Storage and Connecting to Solar Concentrator
We have already shown that we can store heat at reasonably high temperatures for several hours.

Next we plan on finding a better way to spread the energy throughout the sand, because the sand
proved to be a poor heat conductor. This is a problem if heat needs to be extracted at high rates. We
are presently adding a heat conductor in our computer model, as well as inserting an aluminum
conductor into the sand (Fig. 7) in order to monitor the new performance.

Fig 7: Pounding the aluminum bar into the thermal storage device.

Lastly, we will combine the thermal storage with solar concentrators. The concentrator will shine
light through a conduit, into the middle of the storage unit onto the thermal conductor within the
sand. An insulating plug will fit into the conduit to increase insulation after the sun has gone down.

Ray Tracing of Scheffler Variations - Although the Scheffler model is a device that currently works
as is, we wish to optimize this apparatus for different locations and applications with possible
secondary mirrors. In particular, we hope to increase the area (power harvesting) and reduce
complexity and cost. Light Tools, as established earlier, is the ideal software to achieve these goals.
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We will run recurring cycles of design (modeling), construction, data analysis as we develop
expertise and improve the technologies.

Broader and Long Term Solar Energy Goals. This project fits well within the sustainability goals of
the university and campus-wide efforts to expand renewable energy in general and solar energy in
particular. Others on campus are involving students in building solar water heaters, building Solar
Thermal Electric systems from traditional concentrators, building battery storage systems for homes
and cars, and designing new photovoltaic substances. Additionally, consistent with “learn by
doing”, this project simultaneously educates students about solar energy, builds fundamental science
understanding, and develops practical technologies. As resources and expertise are shared on
campus, this project contributes to the larger solar energy research on campus.

Solar energy is receiving increasing attention from both government and corporate funding. With
two other professors, we have been vigorously pursuing grants from the California Energy
Commission, and are presently in negotiations with a concentrated solar start up company regarding
a related concentrated solar concentrating technology. Once we have a working prototype, we will
seek external funding for wider development.

MODELING OF NOVEL SOLAR CONCENTRATOR
INTRODUCTION

This description of our manuscript (“Concentrating sunlight with an immobile primary mirror and
immobile receiver: ray-tracing results”, Rogers, S. C.; Barickman, C.; Chavoor, G.; Kinni, M.;
Schwartz P. V.; J. Solar Energy, submitted, June 2010) is very brief because it is explained more
completely in last year’s summary, and because it occupied a very small portion of our work.

Large solar concentration devices have traditionally consisted of a parabolic primary mirror, which
focuses light onto a target, such as a heat collecting element (HCE) or photovoltaic cell (PV). In
order to keep the target at the focus of the primary mirror, the entire mirror must rotate about either
one axis (for trough systems), or two axes (for dish systems). We modeled a solar concentrator that
consisted of a stationary primary trough mirror of circular cross section, and stationary target

(Fig. 8). Focusing is achieved through the movement of the smaller, secondary mirror. While the
movement of the secondary mirror presents significant challenges, this system has the potential to be
produced on site quickly and inexpensively by embedding the primary mirror and target directly in
the earth. In our paper, we explore the performance of a trough concentrator system. However, the
idea can equally be applied to dish geometry.
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Fig. 8 Incident sunlight is reflected from a stationary primary mirror and focused onto a .
stationary target by means of a smaller, mobile secondary mirror. If the surface is optimized for
equinox, summer and winter light is still focused well onto the same target.

METHODOLOGY AND RESULTS

Modeling of the shape and placement of reflecting surfaces was made possible with commercial ray-
tracing software (LightTools 6.1.0 by Optical Research Associates). We evaluated collector
performance oriented both normal to the surface and tilted at latitude. We ran simulations for three
dates that give the operating extremes of collector performance: Vernal Equinox, Summer Solstice
and Winter Solstice. Modeling was purely geometric: mirrors were assigned a reflectivity of 100%
and the HCE, a reflectivity of 0%. We simulated two different HCE types with the same size
aperture: a flat plate and a cylindrical absorber using a tertiary reflector (an involute CPC [4]).

Peak concentrations were about 35 suns with an efficiency of collecting about 30% of the incident
light. This compares poorly with the performance of conventional trough-based solar concentrators
with up to 70 suns and near 100% efficiency of incident light. However, our systems would utilize
land with about twice the efficiency of conventional parabolic troughs, and may be cheaper and
easier to construct.

Our correspondence with the publication Journal of Solar Energy, has required us to define and
improve details in our model. The last response indicates that the manuscript will be accepted with
minor changes, which we are working on presently.
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ABSTRACT: Use of virgin and post-consumer corrugated board as a replacement
for bentonite in slurry mixes was investigated. The effectiveness of the slurry mixes
was assessed using typical tests including Marsh funnel viscosity, density, and filtrate
loss. Filter cake permeability was also determined. Corrugated board was fiberized
for the test program. Test results indicated that corrugated board could be used to
replace 9 to 27% (0.5 to 1.5% corrugate content) of bentonite in slurry mixes with a
total solids content of 5.5%. Slurry applications provide a new and viable beneficial
reuse alternative for paper/paperboard products, which constitute the largest weight
and volume fraction of municipal solid waste generated and disposed of in the U.S.

INTRODUCTION

Bentonite slurries are used in construction of vertical cutoff walls for geotechnical
and geoenvironmental applications. The construction of cutoff walls typically is a
step-by-step process, where a trench is excavated, filled first with slurry, and then
backfill. The slurry covers the inside walls of the trench forming a low permeability
filter cake layer. The slurry also provides hydrostatic pressure to keep the trench
open prior to placement of the backfill. Typical slurries consist of 4 to 7% bentonite
and 93 to 96% water by weight (Boyes 1975). Paper and paperboard constitute the
highest fraction by both weight and volume of municipal solid waste generated
(32.7% by weight) and disposed of (22.3% by weight) in the U.S. The amount of
paper and paperboard generated and disposed of was 83 million and 37.8 million tons
in 2007, respectively (USEPA 2009). The use of recovered paper in manufacturing
containerboard has remained stable at approximately 16 million tons since 1997

(Paper Industry Association Council 2008). An economical limit for incorporating
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waste papers into containerboard has becn reached. Some corrugated board is not
suitable for conventional recyeling due to presence of contamination. Pizza boxes are
a common example, which comprise nearly 1% of the total annual production of 313
million m* of corrugated board (Flaherty 2009). Residuc on pizza boxes is
problematic for recycling as grease prevents absorption of moisture, proper pulping of
paper fiber, and quality of binding of fibers in recycled paper (RecyeleBank 2009).
Innovative recycling options (beyond the packaging industry) need to be investigated
to promote bencficial reuse of paper products. This study has been conducted to
cvaluate reuse of paper and paperboard in civil engineering applications. Results
from the portion of the study with use of corrugated board in slurry applications are
presented herein.

EXPERIMENTAL TEST PROGRAM

Tests were conducted to asscss the feasibility of using corrugated board in slurry
mixturcs. Bentonite was replaced by corrugated board at varying ratios. Properties
of bentonite-board-water mixes were compared to baseline bentonite-water mixes to
cvaluate the influence and practical limits of corrugated board addition.

Materials
A commcreially available standard powder bentonite was used in the test program.
. Baroid AQUAGEL is a finely ground, premium-grade Wyoming sodium bentonite
that meets the American Petrolcum Institute (API) Specification 13A, scction 4
requircment. The bentonite had a liquid limit = 539, plastic limit = 82, and specific
gravity = 2.65. Corrugated board was sclected as the paper/paperboard product due
to the significant quantitics available for rcuse. Tests were conducted on non-waxed
products. Two types of corrugated board were used in the test program: conventional
box material (c-flute corrugated board) and pizza boxes. Identical products for virgin
(V) and post-consumer (PC) corrugated board were tested to determine potential
effects of usc on the properties of corrugated board in slurry applications. The c-flute
corrugated board was subjected to standardized laboratory conditioning as prescribed
by ISTA (2009) to provide post-consumer status. The post consumer pizza boxcs
were collected from a garbage bin and contained representative amounts of food
product (i.c., grease and food remains) residue. The corrugated board samples were
fiberized by mixing with water in a Waring cb 15 stainless stecl 4-L capacity blender
that contained a specially fabricated blade adhering to the specifications outlined by
White and Kendrick (2009).

Corrugated Board Tests

Tests (summarized in Table 1) were conducted on virgin and post-consumer
corrugated board to dctermine material properties. The corrugated board properties
arc presented in Table 2. The edge crush and water absorption tests on corrugated
board provided indication of the fiberization potential and shredding of the corrugated
board for the proposed slurry application.
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Table 1. Corrugated Board Tests

Test Name Standard Description of Test

Designation
Grammage of paper and | TAPPI Weight per 92.90 m” of all three containerboard
paperboard (weight per | T410 om-02 | components of a single wall corrugated fiberboard is
unit area) determined after conditioning for 24 hours at 21+1°C

temperature and 52+0.5% RH.

Bursting strength of TAPPI Square corrugated fiberboard samples with dimension
corrugated and solid T810 om-06 31.50+0.03 mm are tested by distending an expansible
fiberboard diaphragm under a pressure of 690 kPa to 4825 kPa.
Edgewise compressive TAPPI A test specimen with length 50.8+0.8 mm and height
strength of corrugated T839 om-02 25.4+0.4 mm is compressed vertically (load parallel to
fiberboard flutes) to failure at the rate of 111+22 N/s.
Water absorptiveness of | TAPP1 A sample with a diameter of 11.28+0.02 cm is exposed
corrugated fiberboard T441 om-04 to 100 mL of water (23+£1°C) and a head of 1+0.1 cm
(Cobb test) for 120 seconds.

Table 2. Corrugated Board Properties

Material Weight/Unit Area | Burst Strength | Edge Crush Cobb Test
(g/m’) (kPa) ™) (g/m’)
V c-flute box 579 1350 162 78.3
PC c-flute box 588 1140 146 89.0
V pizza box 447 900 155 94.3
PC pizza box 493 1025 165 99.0

Slurry Tests

Slurry mixes were prepared using bentonite and water and also using bentonite,
fiberized corrugated board, and water. Visual comparison was made for the solids
suspension / sedimentation behavior of the bentonite and fiberized corrugated board
by allowing mixtures to settle in hydrometer jars and by centrifugation. Example
photographs of the slurries are presented in Fig. 1. The centrifuge was run at 1500
rpm for 1 minute to assess segregation and sedimentation in the mixtures. At high
fiber ratios, the homogeneity of the slurries was decreased as flocculation and
segregation of the fibers occurred (presence of clear water within the grab samples
and at the top of the centrifuge samples). Bentonite dispersed in water and remained
in suspension for extended periods of time, whereas the paper fibers alone flocculated
in the presence of water and became segregated from the bentonite with time. In
addition, high corrugate content mixtures exhibited gas production within 5-6 days of
mixing, which remained entrapped within the fiber matrix. Overall, fiber-only and
low-bentonite content mixes (<2.5% bentonite) were deemed inappropriate to provide
effective slurry behavior. Solids remained in suspension for slurry mixtures that
contained both fibers and sufficient amounts of bentonite. The specific mixtures
tested for slurry behavior were based on these observations.

All mix ratios are provided on weight basis (Table 3). Tap water was used for all
slurry mixes. The water was conditioned to a pH of 8.5 + 0.12 using small amounts
of soda ash before solids were added to the slurry mixtures. Pure bentonite slurries
were mixed in a blender on low speed for 2 minutes prior to testing. For slurries
containing corrugated board, water and gggrugated board were mixed on low speed
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for a 2-minute period to allow corrugate to be pulped into fibers, then mixed again
after the addition of bentonite for an additional 2 minutes. The post-consumer
corrugated board was more difficult to pulp than the virgin corrugated board. The
original pulping period of 2 minutes was increased to 5 minutes for post-consumer
corrugated board samples in subsequent tests to investigate the effect of increased
pulping duration on the engineering properties of the slurry mixtures.

Figure 1. Comparison of Slurry Mixtures (grab and centrifuge samples)

Table 3. Slurry Mix Ratios

ik Boaiber Corrugate Bentonite | Corrugated Board | Water
Type (%) (%) (%)
B5.0 None 5.0 0 95
BS.5 None 5.5 0 94.5
B6.0 None 6.0 0 94
V0.5 Virgin 5.0 0.5 94.5
V1.0 Virgin 4.5 1.0 94.5
V1.5 Virgin 4.0 1.5 94.5
V2.0 Virgin 35 2.0 94.5
V255 Virgin 3.0 25 94.5
V3.0 Virgin 2.5 3.0 94.5
PCO0.5 Post-consumer 5.0 0.5 94.5
PC1.0 Post-consumer 4.5 1.0 94.5
PCI1.5 Post-consumer 4.0 1..5 94.5
PC2.0 Post-consumer 323 2.0 94.5
PC2.5 Post-consumer 3.0 2.5 94.5
PC3.0 Post-consumer 25 3.0 94.5

Typical slurry tests (D’Appolonia 1980, USEPA 1984) were

used

in the

experimental program: Marsh funnel viscpgity (ASTM D 6910); mud balance (ASTM
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D 4380); filter press (API Recommended Practice 13B); and filter cake permeability
(conducted in conjunction with / immediately following API Recommended Practice
13B). Standardized test methods were generally followed. In order to prevent
segregation of paper fibers from the slurries, the mixtures containing fibers were not
poured through the attached funnel screen in Marsh funnel testing. The thickness of
the filter cake was measured by averaging values determined at three locations on the
cake using a pair of digital calipers. Thickness of the filter cake was measured after
permeability tests had been conducted to minimize damage and disturbance to the
filter cake. Separate tests were conducted to verify that filter cake thickness did not
change during the permeability stage of the experiments. The permeability tests were
conducted using a pressure differential of 140 kPa. The hydraulic gradient varied
depending on the thickness of the filter cake and was on the order of 5,000.

RESULTS AND DISCUSSION

The results of the slurry tests are provided in Table 4. The Marsh funnel viscosity
of the bentonite-water slurry mix was equal to 40.5 s for the 5.5% solids content and
this mixture was established as the baseline mixture for the tests. The total solids
content of the mixes containing both bentonite and corrugated board was set to 5.5%.
The viscosity of the mixture with 5% bentonite was in general similar to the baseline
mix, whereas the 6% bentonite mix had higher viscosity and density and lower filter
cake thickness than the baseline mix. For mixes containing bentonite, corrugated
board, and water, viscosity, filter loss, filter cake thickness, and filter permeability
generally increased with increasing corrugate content. Mud balance density generally
decreased with increasing corrugate content.

Acceptable slurry mix properties were established as: Marsh funnel viscosity of
approximately 40 s (up to 50 s was deemed acceptable for this test program); density
of 1010-1040 kg/m’; and filtrate loss of less than 30 ml based on specifications
provided in USEPA (1984) and Ryan and Day (2003). The variations of Marsh
funnel viscosity, density, filtrate loss, and permeability as a function of corrugate
content are presented in Fig. 2. Shaded regions in the plots in Fig. 2 represent areas
that are outside acceptable limits for Marsh funnel viscosity, mud balance density,
and filtrate loss. In general, mixtures up to approximately 1.5% corrugate content
(baseline, V mixes up to 1.5%, PC mixes up to 1.0%, and PC(+) mixes up to 2%
corrugate content, Table 4) maintain acceptable engineering properties. The
corrugated board can be used to replace 9 to 27% (0.5 to 1.5% corrugate content in a
5.5% mixture) of the bentonite used in the slurry mixes. In addition, the PC2.0-P(+)
slurry (2% corrugate) and other 2% corrugate slurry mixtures were close to the
acceptable range and may be used based on specific site and construction conditions.
Significant amount of this natural resource (i.e., bentonite) can be saved using the
corrugated board, in consideration to large-scale construction projects.

The differences between virgin and post-consumer board were not significant with
regard to performance in slurry mixes. The changes in engineering properties of the
slurmies with added corrugate content were attributed to the fibrous structure of the
corrugate. Specifically, a fibrous matrix developed with sufficient addition of
corrugate, which promoted more viscous, less cohesive behavior. This resulted in an
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inerease in Marsh funnel viscosity (up to 2.5 corrugate content beyond which Marsh
funnel readings could not be obtained due to excessive bridging of the fibers in the

testing device); a decrease in mud balance density (due to replacement of bentonite
with the lighter fibers); and increase in filtrate loss and permeability (attributed to

presence of sufficient fiber content to provide preferential pathways for flow).

Table 4. Slurry Test Results

Corrugate Mix MFV MB3 FL CT k/lt k
Type (s) | (kg/m) | (mL) | (mm) ) (cm/s)
BS.0 38.3 1030 19 2.4 4.68x10° [1.12x10°
None BS5.5 40.5 1030 16 9 4.89x 107 [1.33x10°
B6.0 49.2 1035 14 1.8 3.24x10° [ 593x 10"
V0.5-C 424 1025 19 3.8 420x10° [1.58x 10°
V1.0-C 41.8 1010 17 3.1 4.74x10° | 1.46x 10°
V1.5-C 47.1 1010 22.8 3.2 430x 10" [ 1.36x 10"
V2.0-C 57.0 1010 26.3 4.8 5.14x 10" [248x 10"
V2.5-C NM 1015 32.8 8.3 471x10° [ 391x10"
V3.0-C NM 1010 39.8 108 | 6.92x10° | 748x10°
PC0.5-C 47.3 1025 20.6 3.2 3.80x10° [1.22x10°
PC1.0-C 49.7 1020 20.1 3.5 438x10° [1.53x10°"
T PC1.5-C 52.7 1010 21.6 3.6 3.72x 10': 1.36 x 10':
| PC2.0-C 58.0 1010 26.2 4.2 5.02x 107 [ 2.09x 10
. PC2.5-C NM 1015 | 32.1 91 | 6.53x10° | 592x10"
PC3.0-C NM 1015 36 11.0 [ 8.00x10" [883x10"
PC0.5-C(+) | 46.5 1025 19 4.0 3.75x10° [ 1.49x 10"
PC1.0-C(+) | 49.0 1015 20.7 30 [ 408x10" [1.23x10°
PC1.5-C(+) | 49.4 1010 19.6 3.7 341x10" [ 1.26x 10"
PC2.0-C(+) | 56.8 1010 25 5.5 425x 107 [2.33x 107
PC2.5-C(+) | 79.1 1010 27.8 i1 3.42x 10" [ 1.74x 107
PC3.0-C(+) | NM 1005 32.9 114 | 490x10" | 5.58x 10"
V0.5-P 44.44 1025 18.8 3.2 427x10" | 1.35x 107
V1.0-P 47.7 1020 20.1 4.0 4.07x10° ] 1.62x10"
V1.5-P 49.0 1015 22.6 4.1 438x 10" | 1.80x 10"
V2.0-P 56.4 1010 24.6 5.7 4.80x 10" |273x10°
V2.5-P NM 1010 31 8.0 6.19x10° [489x10"
V3.0-P NM 1010 33.6 10.5 | 7.48x10° | 7.83x 10"
PC0.5-P 46.4 1025 20.1 3.1 4.13x 10" [1.27x10°
PC1.0-P 47.1 1020 P0el 3.4 4.02x10° [ 1.35x 107
TR PC1.5-P 52.0 1010 P h ] 4.4 4.61 x 10:‘ 2.03 x 10:
PC2.0-P 58.2 1010 24.6 6.2 3.22x 107 [1.98x 10
PC2.5-P 70.2 1015 28.7 8.2 437x10" [3.58x10°
PC3.0-P NM 1015 34.3 6.2 483x10° [3.00x10"
PCO.5-P(+) | 39.4 1025 16.8 2 3.44x 10" [ 7.60x 10"
PC1.0-P(+) | 38.5 1020 7o 1.5 3.55x10° [523x10°
PC1.5-P(+) | 40.6 1010 18.8 D 3.65x10° [ 9.91x10°
PC2.0-P(+) | 48.1 1000 24 40 [482x10" [1.93x10°
PC2.5-P(+) | 65.1 1015 30.2 8.0 6.96x10" | 5.54x 10"
PC3.0-P(+) | NM 1015 31 10.7 | 7.66x 10™ | 8.17x 10°
MFV — Marsh funnel viscosity, MB — Mud balance density, FL — Filtrate loss, CT — Thickness of filter
. cake (t), k/t — Quotient of permeability of filter cake and thickness of filter cake, k — permeability of
filter cake, “-C” — C-flute corrugated box, “-P” — Pizza box, “(+)"— sample subjected to additional
blending time, NM — Not measurable due to ﬂoccﬁﬁt’ion and bridging in the Marsh funnel device.
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Fig. 2. Engineering Properties of Slurries

The additional blending time for the post-consumer samples had a more pronounced
effect on engineering properties of the slurries containing pizza box fibers than the c-
flute box fibers. The greater differences were attributed to the breakdown of greasy
film on the pizza box allowing access to water and softening during the extended
blending. In comparison, the c-flute fibers had already sufficiently broken down after
2 min. of blending and additional blending did not change the behavior significantly.

CONCLUSIONS

Tests were conducted to assess the feasibility of using corrugated board in slurry
applications. Bentonite used in typical slurry mixtures was replaced by fiberized
corrugated board at varying ratios. Properties of bentonite-corrugated board-water
mixes were compared to baseline bentonite-water slurry mixes to evaluate the
influence and practical limits of corrugated board addition to the mixes. The results
indicated that the corrugated board could be used to replace 9 to 27% (corresponding
to 0.5 to 1.5% corrugate content in a 5.5% mixture) of the bentonite used in the slurry
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mixes based on Marsh funnel viscosity, density, and filtrate loss tests. Corrugated
board may be used to replace up to 36% of bentonite (2.0% corrugate in a 5.5%
mixture) for specific sitc and construction conditions requiring high MFV. In
addition, permeability of the mixes with corrugated board was similar to baseline
bentonite-water mix permeability. The differences in engineering properties of the
slurries containing corrugate content were attributed to the presence of a fibrous
matrix that influenced viscosity and flow characteristics. Overall, slurry applications
provide a new and viable beneficial reuse alternative for paper / paperboard products,
which constitute the largest weight and volume fraction of municipal solid waste
generated and disposed of in the U.S. as well as other countries.
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