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Abstract—The end-to-end nature of Internet congestion control is an im- The second malady—unfair bandwidth allocation—arises in

portant factor in its scalability and robustness. However, end-to-end con- the Internet for a Variety of reasons, one of which is the presence

gestion control algorithms alone are incapable of preventing the congestion - .
collapse and unfair bandwidth allocations created by applications which are of unresponsive flows. Adaptive flows (e.g., TCP flows) that re-

unresponsive to network congestion. In this paper, we propose and investigate SPond to congestion by rapidly reducing their transmission rates
a new congestion avoidance mechanism callédetwork Border Patro{NBP). are likely to receive unfairly small bandwidth allocations when

NBP rehes_on the exchange of feedbe_lck between routers at the borders of Competing with unresponsive or malicious flows. The Internet
a network in order to detect and restrict unresponsive traffic flows before

they enter the network. The NBP mechanism is compliant with the Internet  Protocols themselves also introduce unfairness. The TCP algo-
philosophy of pushing complexity toward the edges of the network whenever rithm, for instance, inherently causes each TCP flow to receive a

possible. Simulation results show that NBP effectively eliminates congestion pandwidth that is inversely proportional to its round trip time [2].
collapse, and that, when combined with fair queueing, NBP achieves approx-

imately max-min fair bandwidth allocations for competing network flows. Hence, TCP connections with short round trip times ma;eive
Keywords—Internet, congestion control, congestion collapse, max-minfair- Unfairly large allocations of network bandwidth when compared
ness, end-to-end argument to connections with longer round trip times.
These maladies—congestion collapse from undelivered packets
|. INTRODUCTION and unfair bandwidth allocations—have not gone unrecognized.

ome have argued that they may be mitigated through the use of

proved packet scheduling [3] or queue management [4] mech-

nisms in network routers. For instance, per-flow packet schedul-
- i ing mechanisms like Weighted Fair Queueing (WFQ) [5], [6] at-
key corollary to the scalability argument is the end-to-end arglfémpt to offer fair allocations of bandwidth to flows contending for

ment: to maintain scalability, algorithmic complexity should b?he same link. So does Core-Stateless Fair Queueing (CSFQ) [7],
pushed to the edges of the network yvhenever possible. Perh Sapproximation of WFQ that requires only edge routers to main-
the best example of the Internet philosophy is TCP congesn%n per-flow state. Active queue management mechanisms like
control, which is achieved primarily through algorithms imple-

. Fair Random Early Detection (FRED) [8] achieve an effect simi-
mented at end systems. Unfortunately, TCP congestion cont@ to fair queueing by discarding packets from flows that are us-

alsotlllustrates some of the shortcomings of the end-to-end a'9Hg more than their fair share of a link's bandwidth. All of these
ment. mechanisms are more complex and expensive to implement than

As a result of its strict adherence to end-to-end Congesn%ﬂnple FIFO queueing, but they reduce the causes of unfairness

control, the current Internet suffers from two maladies: coNge3ng congestion collapse in the Internet. Nevertheless, they do not

tion co!lapse from undellvergd packgts, and unfa|r.allocat|ons @fadicate them. For illustration of this fact, consider the example
bandwidth between competing traffic flows. The first malady—

. . ) shown in Figure 1. In this example, two unresponsive flows com-
cqnge;tlon cpllapse from undelivered packets—arises when ba te for bandwidth in a network containing two bottleneck links
}N'dth IS ?mmﬁ o'u;l!y conzumgd t.)y packets that are Qrofgzl)p\],e\:ld bitrated by a fair queueing mechanism. At the first bottleneck
ore reaching t er ”.‘ate estlnatlons [1]. Upresponswe OWS, jink (R1-Ry), fair queueing ensures that each flow receives half of
which are'begommg !ncreas[ngly preyalent in the Internet as NHe link's available bandwidth (750 kbps). On the second bottle-
work appl.lcatlons using audm and video be(;ome more popul eck link (R.-S1), much of the traffic from flow B is discarded due
are the primary cause of this type of qongestlon cpllapse, and Fthe link’s limited capacity (128 kbps). Hence, flow A achieves
Internet currently has no way of effectively regulating them. a throughput of 750 kbps and flow B achieves a throughput of 128

This research is supported by the National Science Foundation through grmps' Clearly,' congesthn COIlap?’e has occurregtabse flow
NCR-9628109. It has also been supported by grants from the University & packets, which are ultimately discarded on the second bottle-
California MICRO program, Hitachi America, Hitachi, Standard Microsystemeck link, unnecessarily limit the throughput of flow A across the

Corp., Canon Information Systems Inc., Nippon Telegraph and Telephone Cogp. - . .
(NTT), Nippon Steel Information and Communica-tion Systems Inc. (ENICOM)‘EP"St bottleneck link. Furthermore, while both floneceive equal

Tokyo Electric Power Co., Fitsu, Novell, Matsushita Electrimidustrial Co. and bandwidth allocations on the first bottleneck link, their allocations
Funda@o CAPES/Brazil. o _ are notglobally max-min fai A globally max-min fair alloca-

1 An unresponsive flow is any flow generated by an application that fails to re-
duce its transmission rate in response to increased packet discarding caused by
congestion. 2 An allocation of bandwidth is said to be globally max-min fair if, at every link,

HE essential philosophy behind the Internet is expressed
the scalability argument: no protocol, algorithm or servic
should be introduced into the Internet if it does not scale well.
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Flow A

1.5 Mbps

Fig. 1. Example of a network which experiences congestion collapse

tion of bandwidth would have been 1.372 Mbps for flow A and
128 kbps for flow B.

This example, which is a variant of an example presented in [1], ‘ @ End systems Edgerouter || Core router ‘
illustrates the inability of local scheduling mechanisms, such as
WEFQ, to eliminate congestion collapse and achieve global max- Fig. 2. The core-stateless Internet architecture assumed by NBP
min fairness without the assistance of additional network mecha-
nisms.

Jainet al. have proposed several rate control algorithms that afslded communication overhead, since in order for an edge router
able to prevent congestion collapse and provide global max-mi@ know the rate at which its packets are leaving the network, it
fairness to competing flows [10]. These algorithms (e.g., ERICANUSt exchange feedback with other edge routers. However, un-
ERICA+) are designed for the ATM Available Bit Rate (ABR) ser-like other existing approaches to the problem of congestion col-
vice and require all network switches to compute fair allocatiorldPse, NBP's added complexity is isolated to edge routers; routers
of bandwidth among competing connections. However, these ayithin the core of the network remain unchanged. Moreover, end
gorithms are not easily tailorable to the current Internet, becaug¥stems operate in total ignorance of the fact that NBP is imple-
they violate the Internet design philosophy of keeping router infnented in the network, so no changes to transport protocols are
plementations simple and pushing complexity to the edges of tRECESSary.
network. Note that the primary goal of NBP is to prevent congestion col-

Floyd and Fall have approached the problem of congestion cdfpse from undelivered packets. On its own, NBP cannot provide
lapse by proposing low-complexity router mechanisms that pr@lobal max-min fairness to competing network flows. Neverthe-
mote the use of adaptive or “TCP-friendly” end-to-end conged€ss, when combined with fair queueing at core routers, NBP can
tion control [1]. Their suggested approach requires selected gaghieve approximate global max-min fairness, as we will show
way routers to monitor high-bandwidth flows in order to deterlater in this paper.
mine whether they are responsive to congestion. Flows that areThe remainder of this paper is organized as follows. In section
determined to be unresponsive are penalized by a higher packewe describe the architectural components of the Network Bor-
discarding rate at the gateway router. A limitation of this approadter Patrol mechanism in further detail and present the feedback
is that the procedures currently available to identify unresponsiagd rate control algorithms used by NBP edge routers to prevent
flows are not always successful [7]. congestion collapse. In section Ill, we present the results of sev-

In this paper, we introduce and investigate a new Internet trafferal simulations, which illustrate the ability of NBP to avoid con-
control mechanism calledletwork Border Patro{NBP). The ba- gestion collapse and, when combined with a fair queueing algo-
sic principle of NBP is to compare, at the borders of the networkithm in core routers, to provide global max-min fairness to com-
the rates at which each flow’s packets are entering and leaving #rting network flows. In section IV, we discuss several imple-
network. If packets are entering the network faster than they afeentation and scalability issues that must be addressed in order
leaving it, then the network is very likely to be buffering or, worsdo make deployment of NBP feasible in the Internet. Finally, in
yet, discarding the flow’s packets. In other words, the network Bection V we provide some concluding remarks.
receiving more packets than it can handle. NBP prevents this sce-
nario by “patrolling” the network’s borders, ensuring that pack- [I. NETWORK BORDERPATROL

ets do not enter the network at a rate greater than they are abl?\l : . .
) . - . etwork Border Patrol is a core-stateless congestion avoid-
to leave it. This has the beneficial effect of preventing conges-

) . : ance mechanism. That is, it is aligned with the core-stateless ap-
tion collapse from undelivered packetgdause an unrpsnsive

flow’s otherwise undeliverable packets never enter the network Pnroach [7]. which allows routers on the borders (or edges) of a
the first place P network to perform flow classification and maintain per-flow state

but does not allow routers at the core of the network to do so.

NBP's prevention of congestion collapse comes at the eXperE%ure 2 illustrates this architecture. In this paper, we draw a fur-

of some additional network complexity, since routers at the bo{ﬁer distinction between two types of edge routers. Depending
ders of the network (i.e., edge routers) are expected to moni

DT ) which flow it is operating on, an edge router may be viewed
and control the rates of individual flows. NBP also introduces ap aningressor aneg?essrouq[er An edgge router operyating on a

all active flows not bottlenecked at another link are allocated a maximum, eqLﬂﬁ’W passing into a_network is called a_m Ingress router, Whgreas an
share of the link’s remaining bandwidth [9]. edge router operating on a flow passing out of a network is called
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an egress router. Note that a flow may pass through more than one

egress (or ingress) router if the end-to-end path crosses multi?(ljebe described later in this section, backward feedback packets
networks. ' .
. N I ner nchronously; that is, an egress router sends
NBP prevents congestion collapse through a combination gfe aso gene ated asynchronously; that 9

o em to an ingress router without first waiting for a forward feed-
per-flow rate monitoring at egress routers and per-flow rate control

. o ack packet.
at ingress routers. Rate monitoring allows an egress router to de-

termine how rapidly each flow's packets are leaving the networ The output ports of NBP Ingress routers are also enhanced.
. . ch contains a flow classifier, per-flow traffic shapers (e.g., leaky
whereas rate control allows an ingress router to police the rate @ .
. , L uckets), a feedback controller, and a rate controller. See Fig-
which each flow's packets enter the network. Linking these tw o o :
. re 4. The flow classifier classifies packets into flows, and the traf-
functions together are the feedback packets exchanged betwege S ) A
) e iC shapers limit the rates at which packets from individual flows
ingress and egress routers; ingress routers send egress fouters .
nter the network. The feedback controller receives backward

wardfeedback packets to inform them about the flows that are bg- : .
ing rate controlled, and egress routers send ingress rdueks eedback packets returning from egress routers and passes their
' (ﬁ)ntents to the rate controller. It also generates forward feedback

ward feedback packets to inform them about the rates at whic L o ; )
each flow’s packets are leaving the network. packets, which it periodically transmits to the network’s egress

. i : : Igi;;uters. The rate controller adjusts traffic shaper parameters ac-
This section describes three important aspects of the N ; . . S :
S : %ordmg to a TCP-like rate control algorithm, which is described
mechanism: (1) the architectural components, namely the m Gser in this section
ified edge routers, which must be present in the network, (2) the ’
feedbgck gontrol algorithm, which determines how and when i The Feedback Control Algorithm
formation is exchanged between edge routers, and (3) the rate
control algorithm, which uses the information carried in feedback The NBP feedback control algorithm determines how and when

packets to regulate flow transmission rates and thereby prevéegdback packets are exchanged between edge routers. Feed-

congestion collapse in the network. back packets take the form of ICMP packets and are necessary
in NBP for three reasons. First, they allow egress routers to dis-
A. Architectural Components cover which ingress routers are acting as sources for each of the

The only components of the network that require modificatiofi0Ws they are monitoring. Second, they allow egress routers to
by NBP are edge routers. The input ports of egress routers mustdnmunicate per-flow bit rates to ingress routers. Third, they al-
modified to perform per-flow monitoring of bit rates, and the outlOW ingress routers to detect network congestion and control their

put ports of ingress routers must be modified to perform per-floff€dPack generation intervals by estimating edge-to-edge round

rate control. In addition, both the ingress and the egress rout&i@ times. o
must be modified to exchange and handle feedback. The contents of NBP feedback packets are shown in Figure 5.

Figure 3 illustrates the architecture of an NBP egress routef<ontained withinthe forward feedback packet is atime stamp and
input port. Packets sent by ingress routers arrive at the input pdrfist of flow specificationsfor flows originating at the ingress
of the egress router and are first classified by flow. In the cas@uter. The time stamp is used to calculate the round trip time
of IPv, this is done by examining the packet header's flow labdl€tween two edge routers, and the list of flow specifications indi-
whereas in the case of IPv4, it is done by examining the packefgtes to an egress router the identities of active flows originating
source and destination addresses and port numbers. Each flody'§1€ ingress router. (An edge router adds a flow to its list of ac-
bit rate is then rate monitored using a rate estimation algorithHy® flows whenever a packet from a new flow arrives; it removes
such as the Time Sliding Window (TSW) [11]. These rates ar@ flow when the flow becomes inactive.) In the event that the net-
collected by a feedback controller, which returns them in back-, o _ o o

. h forw. flow specification is avalue umquel_y |d_ent|fy|ng a flow. In IPv6 it is thg

ward feedback packets to an '”9r¢35 router whenever a forwaf;s fiow label. In IPv4, it is the combination of source address, destination
feedback packet arrives from that ingress router. In some casasjress, source port number, and destination port number.



Forward Feedback (FF) Packet on arrival of BF packep from egress routey
IP/ICMP Flo Flo H —
| PrcMP Spevcvl . |5pevcvn if (p.asynchronous= FALSE) |
e.currentRTT=cur_time- p.timestamp

\ / if (e.currentRTK e.baseRT)T
e.baseRTE e.currentRTT
deltaRTT= e.currentRTT e.baseRTT
/\‘ for eachflow f listed inp
f.mre min (MSS /e.currentRTT f.egress_raté MF);

Router Egress if (f.phase== SLOW_START)
if (deltaRTTxf.ingress_rate MSSx e.hopcount

\/ f.ingress_ratefingress_ratex 2;

Timestampl

B else
pi f phase EONG_AVOID;
/ \ if (f.phase== CONG_AVOID)
if (deltaRTTxf.ingress_rate MMSSx e.hopcount
| IPICMP | imestamp| HOP SFA‘;VCV]\ gg;:slﬁi | ow Egartifj f.ingress_ratefingress_rater f.mrc;

else
f.ingress_ratefegress_rate - f.mrc
Fig. 5. Forward and backward feedback packets exchanged by edge routers ~ €lse /* p.asynchronous= TRUE */
for eachflow f listed inp
if (f.phase== SLOW_START)
work’s maximum transmission unit size is not sufficient to hold an it (f.ingress_rate> f.egress_ratex 8)

T PR . ) f.ingress_ratefegress_rate - f.mrc
gggergitszfdﬂow specifications, multiple forward feedback pack f phase EONG_ AVOID:

i . else /* f.phase== CONG_AVOID */
When an egress router receives a forward feedback packet, it if (fingress_rate> f.egress_rate -8 x f.mrg)

Backward Feedback (BF) Packet

immediately generates a backward feedback packet and returns f.ingress_ratefegress_rate - f.mrc
it to the ingress router. Contained within the backward feedback _ _ _
packet are the forward feedback packet’s original time stamp, a Fig. 6. Pseudocode for ingress router rate control algorithm

router hop count, and a list of observed bit rates, cadigebss

rates collected by the egress router for each flow listed in the i
forward feedback packet. The router hop count, which is us&gress router and are not used by the ingress router to update the

by the ingress router’s rate control algorithm, indicates how marf und trip time measurement. The reason for asynchronous.back-
routers are in the path between the ingress and the egress ro .d fegdback packet generation is to prevent the squelching of

The egress router determines the hop count by examining the iffngestion feedback when forward feedback pgckets are delayed
to live (TTL) field of arriving forward feedback packets. When the’ r'dropped by the network. It also ensures that ingress routers re-

backward feedback packet arrives at the ingress router, its conterfts © frequent rate feedback and are able to respond to congestion
are passed to the ingress router’s rate controller, which uses thEWT" when the distance between edge routers is very large.

to adjust the parameters of each flow's traffic shaper.

In order to determine how often to generate forward feedbacgl:('
packets, an ingress router keeps, for each egress router, a timefhe NBP rate control algorithm regulates the rate at which each
which determines the frequency of forward feedback packet geflew enters the network. Its primary goal is to converge on a set of
eration. To maintain an adequate and consistent feedback er-flow transmission rates (hereinafter caliegress ratelthat
date interval, the timer repeatedly expires after an interval of timevents congestion collapse from undelivered packets. It also
known as thebase round trip time The base round trip time attempts to lead the network to a state of maximum link utilization
for egress routeg, denotede.baseRTTis defined as the shortestand low router buffer occupancies, and it does this in a manner that
observed round trip time between the ingress router and egréssimilar to TCP.
router e, and it generally reflects the round trip time between |n the NBP rate control algorithm, shown in Figure 6, a flow
the two edge routers when the network is not congested. TRy be in one of two phasesipw startor congestion avoidange
valuee.baseRTTs calculated by estimating the current round tripyhich are similar to the phases of TCP congestion control. New
time from each arriving backward feedback packet apdating flows enter the network in the slow start phase and proceed to the
e.baseRTThenever the current round trip time is less. congestion avoidance phase only after the flow has experienced

Egress routers may also generate backward feedback paclasgestion. The rate control algorithm is invoked whenever a
asynchronously. If an egress router does motive a forward backward feedback (BF) packet arrives at an ingress router. Re-
feedback packet from an ingress router within a fixed interval afall that egress routers send two types of BF packets to ingress
time (denotedAsynchintervgl it generates and transmits a back+outers: normal BF packets, which are generated when an egress
ward feedback packet to the ingress router. Asynchronously gaeouter receives a forward feedback (FF) packet, and asgnolis
erated backward feedback packets are specially marked by B packets, which egress routers generate without any prompting

The Rate Control Algorithm



from an ingress router. Both types of BF packets contain a list of Simulation parameter | Value |

flows arriving at the egress router from the ingress router as well Packetsize 1000 bytes
th it d te f h fl H | Router queue size 100 packets|

as the monitored egress rate for each flow. However, only nor- Maximum segment size (ViSS) 1500 bytes

mal BF packets contain meaningful time stamps which are copied TCP implementation Reno [12]

from arriving FF packets. TCP window size 100 kbytes
If the arriving BF packet is a normal BF packet, then the algo- Xsﬁgﬁfggr('\:r) lOlrr?sec

. . Yy Vi

rithm ca'lcu'lates' the current round trip time and update; the base TSW window size T0msec

round trip time, if recessary. It then calculatdeltaRTTwhich is End-system-to-edge propagation delay 100 .sec

the difference between the current round trip tiraerrentRTYT End-system-to-edge link bandwidth | 10 Mbps

and the base round trip times.baseRT)l A deltaRTTvalue _ ‘

greater than zero indicates that packets are requiring a longer time Table 1. Default simulation parameters

to traverse the network than they once did, and this can only be
due to the buffering of packets within the network.

: , . .. _cannot be determined through the use of round trip time measure-
NBP’s rate control algorithm decides that a flow is experiencin

. N ents. Instead, it is determined by comparing a flow’s ingress
congestion whenever it estimates that the network has buffered egress rates. In the slow start phase, a flow is considered to

equivalent of more than one of .the flow’s packets at each routgr experiencing congestion when its current ingress rateeels

hop., TO do this, the algorithm f”?‘ computes .the produc't of thﬁs reported egress rate by a factor of eight. The reason for the
flow's ingress rate andeltaRTT This value provides an estimate oy, ,ice of the value eight is that we found a delay of three round
of trlm(e im‘?“”t of flowhdatahthat IS bufferfed somﬁwhere in the ne[tﬂp times is typically required for a change in the ingress rate to
work. Ifitis greater than the number of router hops between the, ¢, 1y reflected in the egress rate of a backward feedback packet.
INQress and the egress router multlpheq by the size of theilarg. ring this time, the flow may double its ingress rate three times,
pos&blg packet, thgn the flow is copgdered to b.e e).(per',enc'nﬂ:reasing it by at most a factor of eight. Similarly, in the con-
.congestl.on.'The rathnalg for qgtermlnlng congestion n this Waé’estion avoidance phase, a flow is considered to be experiencing
is to maintain both high link utilization and low queueing dEIaycongestion whenever its current ingress rategexs its reported

Ensuring there is always at least one packet buffered for transm;;g-ress rate by three MRC increments. The reasoning in this case

sion on a network link is the simplest way to achieve full Ut'l'zais similar to the reasoning used in the slow start case, except that

tion of the link, and deciding that congestion exists when MOre qow in the congestion avoidance phase may only increase its

than one packet is buffered at the link keeps queueing delays Iqiy ss rate by at most three MRC increments during three round

When the rate control algorithm determines that a flow is nqﬁp times.

exper ie'ncing congestion, it incrgasgs the flow’s i'ngress rate. IftheClearly, the steps taken to determine congestion when an asyn-
ﬂQW IS In 'the slow start phase, its w;lgress ratq "T’ doubled. DO, hronous BF packet arrives are more tolerant of transient conges-
bltl)?gtt)hecljng(rjeﬁs.freﬁe allows E new dOW t$ ragldh%/ %apftlure avalion than the steps taken to determine congestion when a normal

able bandwidth If the network is underutilized. If the flow Is ing packet arrives. This is because asyodwous BF packets are

the congestion avoidance phase, its ingress rate is conservativ \ meant to be used as a stopgap measure to prevent serious

incrgmented bY ainimum ratg change\/I.RC) value in order to congestion from developing during the interval between normal
avoid the creation of congestion. MRC is computed as the maxi packet arrivals

mum segment size divided by the current round trip time between

the edge routers. This results in rate growth behavior that is simi- I1l. SIMULATION EXPERIMENTS

lar to TCP in its congestion avoidance phase. Furthermore, MRC i . ) )

is not allowed to exceed the flow’s current egress rate divided by aln this section, we present the results of several simulation ex-

constant factor (MF). This guarantees that rate increments are R6fiments, each of which is designed to test a different aspect of

excessively large when the round trip time is small. Ngtyvork Border Patrol. The first set of experiments examines the
When the rate control algorithm determines that a flow is exp@Pility of NBP to prevent congestion collapse, and the second set

riencing congestion, it reduces the flow’s ingress rate. If a flow &f €xperiments examines its ability to provide fair bandwidth al-

in the slow start phase, it enters the congestion avoidance phd962tions to competing network flows. All simulations were run

If a flow is already in the congestion avoidance phase, its ingrey 100 seconds using the UC Berkeley/LBNL/VINT ns-2 simu-

rate is reduced to the flow’s egress rate decremented by MRC.I#{or [13]. The ns-2 code implementing NBP and the scripts to

other words, an observation of congestion forces the ingress roufié these simulations are available at the UCI Network Research

to send the flow’s packets into the network at a rate slightly low&Froup web site [14]. Default simulation parameters are shown in

than the rate at which they are leaving the network. Table 1. They are set to values commonly used in the Internet and

The actions described above are taken only when a normal Bf¢ used in all simulation experiments unless otherwise noted.

packet arrives at an ingress router. A different set of actionsE
taken when an asynchronous BF packet arrives. Thiséalse, "
unlike normal BF packets, asynchronous BF packets are not genThe first set of simulation experiments explores NBP’s ability

erated in response to FF packets and thus do not carry meanit@prevent congestion collapse from undelivered packets. In the
ful time stamps. Therefore, the congestion status of the netwdikst experiment, we study the scenario depicted in Figure 7. One

Preventing Congestion Collapse
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and all routers schedule the delivery of packets on a FIFO basis.
As Figure 8(a) shows, the network experiences severe congestion
collapse as the UDP flow’s transmission rate increases, because
the UDP flow fails to respond adaptively to the discarding of its
packets on the second bottleneck link. When the UDP load in-
creases to 1.5 Mbps, the TCP flow’s throughput drops nearly to
zero. In the second case, weighted fair queueing replaces FIFO
0 s prom prom PO queueing in each of the routers, and the result, shown in Fig-
UDP input traffic load (Kbps) ure 8(b), is better throughput for the TCP flow. However, as
(a) Severe congestion collapse using FIFO only indicated by the combined throughput of both flows, congestion
collapse still occurs as the UDP load increases. Although WFQ
allocates 750 kbps to both flows at the first bottleneck link, only
128 kbps of this bandwidth is saessfully exploited by the UDP
flow, which is even more seriously bottlenecked by a second link.
The remaining 622 kbps is wasted on undelivered packets. In the
third case, FIFO queues are reintroduced, and NBP is installed in
L L the edge routers. As Figure 8(c) shows, NBP effectively elimi-
UDP input traffic load (Kbps) nates congestion collapse; the TCP flow achieves a nearly optimal
throughput of 1.37 Mbps, and the combined throughput remains
very close to 1.5 Mbps.
In the second experiment, we examine whether these positive
. results continue to be demonstrated when a TCP flow traverses
i several bottleneck links carrying traffic from unresponsive UDP
i flows. The simulation model for this experiment is shown in Fig-
04 T ure 9. In this configuration, a TCP flow shares several 1.5 Mbps
O'z R oo xR R 1 bottleneck links with unresponsive UDP flowsach of which
0 500 UDPinputtrla?f?gload(Kbps) 1500 2000 is further bottlenecked by another link with a capacity of 128
kbps. All links have propagation delays of 10 msec, and the UDP
sources each transmit packets at a constant rate of 1 Mbps.
Fig. 8._ C_ongestion collapse qbserved as unresponsive traffic load increases. ThFigure 10 shows the throughput of the TCP flow as the number
solid line shows the combined throughput delivered by the network. of congested router hops increases from 1 to 10. When only FIEO
scheduling is used, the TCP flow achieves a throughput of approx-

flow is a TCP flow generated by an application which always ha{mately 0.5 Mbps regardiess of the number of hops, whereas NBP

. . lows the network to avoid congestion collapse, allocating nearly
data to send, and the other flow is an unresponsive constant )

1 Mbps to the TCP flow when the number of hops is small. As
rate UDP flow. Both flows compete for access to a shared 1,

: . the number of hops increases, the throughput of the TCP flow di-
gﬂggso%ntl,i?ﬁecﬁéénkk| I(nlizgz 7 r:/shci):r:yh?seauli[r)nﬁ)t(ildoivatpzz\éﬁglsgfs minishes somewhat due to increased feedback delays between the
2 L

128 kbps. TCP flow’s edge routers.

Figure 8 shows the throughput achieved by the two flows as
the UDP source’s transmission rate is increased from 32 kbps to
2 Mbps. The combined throughput delivered by the network (i.e., The primary goal of NBP is to prevent congestion collapse from
the sum of both flow throughputs) is also shown. Three differemtccurring. However, its secondary goal is to improve the fairness
cases are examined under this scenario. The first is the benchmafrkandwidth allocations to competing network flows. In this sec-
case used for comparison: NBP is not used between edge routers] set of simulation experiments, we examine whether NBP can

Throughput (Mbps)

T
Combined—+—
TCP %
UDP  ---%--

Throughput (Mbps)

(b) Moderate congestion collapse using WFQ only

16
14
12

Combined——
TCP

UDP  ---¥--
0.8
0.6

Throughput (Mbps)
T T T T T T T T
bl

(c) No congestion collapse using NBP with FIFO

Achieving Fairness



T T
16 - NBP + FIFO—— 16 - Combined—+—
7 FIFO e TCPL  --%--
14 e 14 a
g 2 TCP2 %
S w2f T _ £ 12f UDP g
5 1 - A u
£ 5
g osf E g osf B
‘E 06 |- 1 3 06 B
& 04T K £ 04l |
T ooezp 7] 02 5 e # £ gl |
0 Il Il Il Il Il Il Il Il 0 Il = 4 Il Il 1
1 2 3 4 5 6 7 8 9 10 0.02 0.04 0.06 0.08 0.1
Number of congested hops TCP1 round trip time (sec)

Fig. 10. TCP throughputin a network with fitiple congested router hops (a) Severe congestion collapse using FIFO only

16 - ‘ ‘ " Combined—+—
14l TCPL  —%— |
z TCR2 %
16 I . g 12| UbP -
S s
14 P K bt i h
? x Combined—+— 2 o8l i
8 12 * TCP  ——%—- =
s 4L e * ubP  ---¥-- | 3 06 -
= ~ E Pk KK KKK *
2 o8t e i F o4l d
g osf e e Rl a-@--m 8 @ = o]
E 7 Bt ~ 1 1 1 1 1
Foo4r T 7 0.02 0.04 0.06 0.08 01
02F s b TCPL round trip time (sec)
.. - round trip time (Ssec;
0 Il I | % P
0 500 1000 1500 2000 (b) Good fairness with congestion collapse using WFQ only

UDP input traffic load (Kbps)

. ) 16 F T T T ]
(a) Severe unfairness using FIFO only Lal ‘ Cgmbinw 3
2 TCPL  —-%--
16 ‘ ] g 12t TCRL x|
14 P ] S 1t uppP -
3 s Xx\x‘ Combined—+ | gi 0B g% Koo K e eemcenne e Yforeeenm e T
s L « uDP  ---%-- | 3 06 peooss s R For [T Forns 4
. £
g: 08 - A e R Eooar 7]
3 06 . T E 02 B S — ]
g .
Foo4r » 7 002 0.04 006 0.08 01
02 M T TCP1 round trip time (sec)
0 : . . . . ’ . .
0 500 1000 1500 2000 (c) Slight unfairness but no congestion collapse using NBP with FIFO
UDP input traffic load (Kbps)
(b) Moderate unfaimess using NBP with FIFO Fig. 12. Unfairness as the TCP round trip time increases

Fig. 11. Unfairness as the unresponsive traffic load increases
unfairness. This is due to the fact that NBP has no mechanism that
explicitly enforces fairness.

achieve fair bandwidth allocations on its own, and, if not, whether |, the second fairness experiment we consider another cause of
it can do so in conjunction with other common network protocolgnfairness: TCP’s dependence on the round trip time. In order to
and mechanisms. study this type of unfairness, we reuse the scenario from the first

In the first fairness experiment, we consider only one cause ffirness experiment, but we return the second bottleneck link ca-
unfairness: the existence of unresponsive flows. We return to tpacity to 128 kbps and introduce a new TCP flow (TCP2) between
scenario depicted in Figure 7 but replace the second bottlenegkandSs. Thus, two TCP flows and one unresponsive UDP flow
link (R2-E2) with a higher capacity 10 Mbps link. The TCP flow isshare the first bottleneck link {(RR,), and only the UDP flow
generated by an application which always has data to send, and ¢hesses the second bottleneck link{R;). In order to study the
UDP flow is generated by an unresponsive source which transmiitspact of increasing round trip times on fairness, the round trip
packets at a constant bit rate. time of the original TCP flow (TCP1) is varied by changing the

Since there is only one 1.5 Mbps bottleneck link{R;) inthis  propagation delay of linkiFR;. All other link propagation delays
scenario, the max-min fair allocation of bandwidth between themain fixed as shown in Figure 7, and the transmission rate of the
flows is 750 kbps (if the UDP source@eeds a transmission rate UDP source is set to 1.5 Mbps.
of 750 kbps). However, as Figure 11(a) shows, fairness is clearlyFigure 12(a) shows the resulting throughpueath flow when
not achieved when only FIFO scheduling is used in routers. A9FO scheduling is used in all routers. Congestion collapse oc-
the unresponsive UDP traffic load increases, the TCP flow egurs to such an extent that both TCP flows achieve throughputs
periences congestion and reduces its transmission rate, therebyero, regardless of the round trip time of the TCP1 flow. Fig-
granting an unfairly large amount of bandwidth to the unrespone 12(b) depicts the throughputedch flow when FIFO schedul-
sive UDP flow. Thus, although there is no congestion collapseg is replaced with WFQ at all routers. WFQ allows the flows
from undelivered packets, there is clearly unfairness. Figure 11(m) achieve perfectly fair allocations of the bottleneck link band-
shows the throughput @fach flow when NBP is intiduced. No-  width, but it does not prevent congestion collapse, as indicated by
tice that NBP is able to reduce the amount of unfairness observae fact that the combined throughput is less than 1.5 Mbps. Fig-
with FIFO scheduling only, but it does not completely eliminataire 12(c) shows the throughput ech flow when NBP is com-
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bined with FIFO scheduling. Although the combined throughput ’ 05 1 15 2 25 3 35 4 45
is very close to 1.5 Mbps and congestion collapse is prevented, Time ()
NBP does not completely eliminate the unfair bandwidth alloca- (b) Using NBP with CSFQ
tions created by TCP1'’s longer round trip time. Fig. 14. Per-flow throughputin the GFC-2 network
In the third and final fairness experiment, we study whether

NBP can be made more fair by combining it with a fair queuein% . ) . . )
mechanism such as weighted fair queueing or core-stateless faff©O also fails to achieve global max-min fairness in the GFC-2

queueing. We consider the network model shown in Figure 188tWOrk, largely because NBP has no mechanism to expkm-
This model is adapted from the second General Fairness Confié%r-ce fa!rness.. In the third and fourth S|mqlat|on scenarios, NBP
ration (GFC-2), which is specifically designed to test the max-mif$ combined with WFQ and CSFQ, respectively, and in both cases
fairmess of traffic control algorithms [15]. It consists of 22 unreNBP is able to achieve bandwidth allocations that are approxi-
sponsive UDP flowseach generated by a source traiting at ~ mately max-min falrfqr all floyvs. _ _
a constant bit rate of 100 Mbps. Flows belong to flow groups NBP with WFQ achieves slightly bettgr fawnesg than NBP Wlth
which are labeled from A to H, and the network is designed iffSFQ. We suspect two reasons for this fact. First, CSFQ is an
such a way that members of each flow group receive the sa@Proximation of WFQ, and its performance depends on the accu-
max-min bandwidth allocations. Links connecting core routef@Cy of its estimation of a flow’s input rate and fair share. Second,
serve as bottlenecks for at least one of the 22 flows, and all links>FQ's faimess mechanism engages only when congestion is de-
have propagation delays of 5 msec and bandwidths of 150 Mb ted (i.e., when a router’s buffer occupancy becomes sufficiently
unless otherwise shown in the figure. arge). Since NBP keeps buffer occupancies low by continuously
The first column of Table 2 lists the global max-min fair shard"©nitoring and responding to variations in the edge-to-edge round
allocations for all flows shown in Figure 13. These values repr&lP time, CSFQ is not given many opportunities to engage.
sent the ideal bandwidth allocations for any traffic control mech- Figures 14(a) and 14(b) show how rapidly the throughput of

anism that attempts to provide global max-min fairness. The r@gﬂch flow converges to its max-min fair bandwidth allocation for

maining columns list the equilibrium-state throughputs actualg NBP with WFQ and the NBP with CSFQ cases, respectively.

observed after 4.5 seconds of simulation for several scenarib&/€n in @ complex network like the one simulated here, all flows
(Only the results for a single member of each flow group argPnverge to an approximately max-min fair bandwidth allocation
shown.) In the first scenario, NBP is not used and all routers pétithin one second.

form WFQ. As indicated by comparing the values in the first and
second columns, WFQ by itself is not able to achieve global max-
min fairness for all flows. This is due to the fact that WFQ does As we saw in the previous section, Network Border Patrol
not prevent congestion collapse. In the second scenario, NBFAdsa congestion avoidance mechanism that effectively prevents
introduced at edge routers and FIFO scheduling is assumed ataahgestion collapse and provides approximate max-min fairness
routers. Results listed in the third column show that NBP witkvhen used with a fair queueing mechanism. However, a num-

IV. I MPLEMENTATION ISSUES



ber of important implementation issues must be addressed beffiosv's egress routers. To determine whether the multicast flow is
NBP can be feasibly deployed in the Internet. Among these issuegperiencing congestion, the ingress router should execute its rate
are the following: control algorithm using backward feedback packets from the most

1. Scalable flow classificationPerhaps the biggest impedimentcongested ingress-to-egress path (i.e., the one with the lowest flow
to NBP's scalability is its reliance upon flow classification at edgegdress rate). This has the effect of limiting the ingress rate of a
routers. In a network with a large number of flows, the overheadBulticast flow according to the mospegested link in the flow’s

of maintaining per-flow state, communicating per-flow feedbacknulticast tree.

and performing per-flow rate control and rate monitoring may be. Multi-path routing. Multi-path routing makes it possible for
come inordinately expensive. Fortunately, itis possible to addregackets from a single flow to leave the network through differ-
this concern by classifying flows more coarsely at edge routeksnt egress routers. In order to support this possibility, an NBP
Instead of classifying a flow using the packet’s addresses and prgress router may need to examine backward feedback packets
numbers, the network’s edge routers may aggregate many flofssm more than one egress router in order to determine the com-
together by, for instance, classifying flows using only the packetisined egress rate for a single flow. For a flow passing through
address fields. Alternatively, they might choose to classify flowsiore than one egress router, its combined egress rate is equal to
even more coarsely using only the packet’s destination netwottke sum of the flow’s egress rates reported in backward feedback
address. Coarse-grained flow aggregation has the effect of sigmifickets from each egress router.

icantly reducing the number of flows seen by NBP edge routers. |neqrated or differentiated serviceNBP treats all flows iden-
However, its drawback is that adaptive flows aggregated with Uz 1y hut integrated and differentiated services networks allow

responsive flows may be indiscriminately punished by an ingregg, s 1o receive different quities of service. In such networks,
router. Hence, NBP flow aggregation creates a trade-off betwegfp shouid be used to regulate best effort flows only. Flows us-

scalability and per-flow faimess. ing network services other than best effort are likely to be policed
2. Scalable inter-domain deploymeninother approach to im- by separate traffic control mechanisms.

proving the scalability of NBP, inspired by a suggestion in [7], is

to develop trust relationships between domains that deploy NBP. V. CONCLUSION

The mter-domam router connecting ,tWO or more mutually tru;t- In this paper, we have presented a novel congestion avoidance
ing domains may then become a simple NBP core router WImechanism for the Internet called Network Border Patrol. Unlike
no need 'go per'form per-flow tasks' or keep per-flow state. If &isting Internet congestion control approaches, which rely solely
trust relatlonshlp cannot be established, .bor.der routgrs betwer?rpend-to-end control, NBP is able to prevent congestion collapse
the wo .domalns may exchange congestion mformqﬂon, SO ﬂ]%m undelivered packets. It does this by ensuring at the border
congestion collapsg can be prevented not only within a doma|61f, the network that each flow’s packets do not enter the network
but throughout multiple domains. faster than they are able to leave it. NBP requires no modifications
3. Scalable fairnessilthough simulation results show that NBP o core routers nor to end systems. Only edge routers are enhanced
is able to achieve the best approximation to max-min fairnes that they can perform the requisite per-flow monitoring, per-
when it is combined with WFQ, WFQ requires that core routerﬁow rate control and feedback exchange Operations_

perform per-flow operations, making it less scalable than CSFQ.Extensive simulation results provided in this paper show that
In networks where only a moderate number of simultaneous flowgBP successfully prevents congestion collapse from undelivered
is possible (e.g., a campus network), NBP with WFQ may bgackets. They also show that, while NBP is unable to eliminate
preferable for its better fairness. However, NBP with CSFQ ignfairness on its own, it is able to achieve approximate global
preferable in networks with a large number of flows since approxnax-min fairness for competing network flows when combined
imate global max-min fairness is achieved in a more scalable cokgith a fair queueing mechanism such as WFQ. Furthermore, NBP,
stateless fashion. when combined with CSFQ, approximates global max-min fair-
4. Incremental deploymenit.is crucial that NBP be implemented ness in a completely core-stateless fashion.

in all edge routers of an NBP-capable network. If one ingress As in any feedback-based traffic control mechanism, stability is
router fails to police arriving traffic or one egress router fails t@n important performance concern in NBP. Using techniques de-
monitor departing traffic, NBP will not operate correctly and conscribed in [16], we plan as part of our future work to perform an
gestion collapse will be possible. Nevertheless, it is not necessamalytical study of NBP’s stability and convergence toward max-
for all networksin the Internet to deploy NBP in order for it to min fairness. Preliminary results already suggest that NBP bene-
be effective. Any network that deploys NBP will enjoy the benefits greatly from its use of explicit rate feedback, which prevents
fits of eliminated congestion collapse within the network. Henceate over-corrections in response to indications of network con-
it is possible to incrementally deploy NBP into the Internet on gestion.

network-by-network basis.

5. Multicast. Multicast routing makes it possible for copies of a
flow’s packets to leave the network through more than one egressie would like to thank lon Stoica, Scott Shenker and Hui
router. When this occurs, an NBP ingress router must exami@dang for thens2 core-stateless fair queueing code and also
backward feedback packets returning from each of thiticast Paolo Losi for thens2 weighted fair queueing code.
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