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Abstract. Increasingly, our modern, mobile population works and lives with information.
Mog individuds interact with information through a single portd: a personad desktop or
laptop computer. To provide mobile workers with more convenient access, companies are
beginning to produce various portable and embedded information devices. These
devdopments hint a a future where people will interact with information through a
continuoudy vaying aray of devices that combine to form ad hoc portds suiteble to
paticular Stuations. In such a future, people and information will be emancipated. No
longer will information be captive of sngle devices, nor will one person necessaxily own
eech device. This legp of imaginaion requires tha human-computer interaction (HCI)
researchers solve some dgnificant chalenges. This paper identifies and discusses these
chdlenges, and dso points to some current, early research on the trail to the next frontier
of human-computer interaction.

Introduction

Increasingly people work and live on the move. To support this mobile lifestyle,
epecidly as our work becomes more intensdy informationbased, companies are
producing various portable and embedded information devices. Condder for example,
pesond digitad assdants (PDAS), cdlular telephones, pagers, active badges and

intelligent buttons.  Cdlular phones dlow us to receve and place teephone cdls
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anywhere. Persond Digitd Assdants let us take cadendar information, contact
information, and even e-mal messages with us when we leave the desktop. Active
badges and intdligent buttons give us ways to track objects and people. Carrying the
idea of a mobile information device toward a naturd extenson, in 1997 Damler-Benz
announced the demondration of a concept car: Internet Multimedia on Whedls [18]. In
this concept, a car would become a node on the Internet, alowing information services to
be ddivered to the car and back usng wirdess technology. Interesting wirdess
technologies, including Bluetooth [16], IrDA [22] (Infrared Data Association standards
for infrared communications) and HomeRF ™ [21] (wireless home networking), promise
to outfit portable and embedded devices with high-bandwidth, localized wirdess
communication that can aso reach the globaly wired Internet.

An impressonig panting emerges of nomadic workers with collections of smal,
pecidized devices roaming among idands of wirdess connectivity within a globd sea of
wired networks. Each wirdess idand defines a context of available services, embedded
devices, and task-gpecific information. As nomadic workers roam the landscape the
context in which they are working continuoudy changes. As workers move onto wireess
idands of connectivity, ther context is merged with the context of the idand to
automaticdly compose a computationa environment to support their needs. At other
times, when not connected, an array of portable devices provides each nomad with a loca
context for computing. This painting, which relies heavily on Weisar's [47, 48] concept
of ubiquitous computing and on Suchman’'s notion of Stuated computing [44], suggests a
future where information and people connect directly and work together across a range of

contexts.



Weiser envisoned a future where people would interact continualy with
computation embedded in physca objects. The computers would be smal enough to be
invigble indde the physica objects and would enhance, rather than interfere with, the
origind functiondity of the physcd objects In Weser's vison, people would do their
work assisted by computer technology, but without having to focus on the computers.
This vison continues today in Don Norman's prospect for the invisble computer [33].
Suchman goes further, suggesting that not only should the computer sep into the
background but dso that the computer should continuoudy monitor the Stuation in order
to proactively ad an information user [44]. Aiming to improve our interaction with
information, researchers today invedigate four main directions Smat Spaces or Smart
Rooms, Wearable Computing, Tangible User Interfaces, and Information Appliances.
While each of these directions shows promise dong some dimensons of ubiquitous
computing, they fall dong others. We will discuss these research efforts later in the
paper. Firgt, though, from the shortcomings of this current research, we discern two grand
chdlenges that prevent the universa use of ubiquitous computing.

As a firgd grand chdlenge researchers mugst dter the inequdity of interaction
between the two participants the human and the computer. Currently, the human is
regponsble both for manipulating and managing the information; that is locating the
information, synchronizing the information, moving the information between devices,
and possibly converting the information to a forma required by a given device or
goplication. The human is dearly the active player, while the computer assumes a more
passive role. This inequaity must be dtered so tha people need only interact with their

informetion, while the computer tekes on the ancillay management tasks. As grand



chadlenge two, researchers must find a means to endow cyberspace with a better
undersanding of the physcd and logicd world in which people live and work.
Moreover, the computer needs to understand and adapt to the user. In order to accomplish
this, researchers must give the computer knowledge of the user's context - the task, the
environment, the user’'s emotion and physcd date, and the avalable computing
resources. To be tuly invisble, the computer needs to gain an underganding of context
without relying on the user to supply thet information.

In this paper, we outline specific facets of these two grand chalenges. We assert
that the human-computer interaction (HCI) research community must meet these
chalenges before society can regp full benefits from specidized, information appliances.
In the sections that follow, we discuss some specific research problems that must be
solved to meet each grand chdlenge. Where gpplicable, we dso point to some ongoing
research that appears to be tackling, at an early stage, some aspects of these challenges.

Grand Challenge #1: Emancipating Information

Today people collect information in spreadsheets, databases, document repositories, and
web dtes In the main, each st of information is captive of a gpecific agpplication
program. The application dictates the format of the information, and provides the means
of interacting with the informaion. To move data between computers in an
understandable form, industry has agreed to a uniform gpproach, based on Multipurpose
Internet Mail Extenson (MIME) types, which permit an dectronic mal message to
describe the format of any included attachments. Even when a computer understands the
type of specific atachments, appropriste software must exis on the receiving node in
order for the data to be useful. For example, to move data between different types of

gpplications (such as spreadsheet to document) or between different products for the



samne type of application (such as Microsoft Wordd to Lotus Wordprod ), ether the
information must be exported and imported through competible filters, or the information
must be encapsulated insde information of another type, but in a form (such as Microsoft
Object Linking and Embedding) that enables the agppropriate gpplication to be initiated
when a user sdects the encgpsulated information. In addition to gpplication programs
contralling informetion, the applications themsdves are captive within specific computer
operating sysems. For example, while Microsoft Word will certainly execute on
Windows 984 or Windows NTa , the application will probably not execute on Sun
Solarisé . These captivating dependencies will become even more irksome as people
begin to use the myriad of specidized devices, such as cdl phones, persond digita
assdants, pens, pads, and wristwatches, to collect, view, and transport information. The
need for information filters and data synchronization programs will increase rapidly. As a
result, if the current paradigm continues, then people will be spending more unproductive
time managing information, that is, locating data, trandforming it to an appropriae
format, and sending it to an appropriate device.

In the padt, industry has developed standards for describing data for various
goplications, such as the office document architecture (ODA) [23] and office document
interchange format (ODIF) [19] for professond documents. For some reason, these past
attempts a uniform data-description languages have faled in the market place. Industry
continues to explore dternative technologies, such as eXtendble Markup Language
(XML& ), which can provide more precise information about the sructure and format of
data. Successful development of XML as a universa data-description language might one

day enable every application to provide a sngle import and export filter; thus, removing



the current cacophony of filters deployed with each application. Even in the case of
XML, competing approaches are emeqging for encoding informetion intended for
exchange over wirdess communication channds, as didinct from wired Internet
channds. Further, assuming tha XML is universdly deployed to describe data, various
goplications must Hill act on the data in order to provide behavior. No widely accepted
approach exists to describe behavior appropriate to specific data Javad [25] and other
platform-independent languages, such as Python [38] and TCL [34], show one posshble
gpproach to solve the problem of expressng behavior. An dternate possibility envisons
treating software behaviors more as a network service. In such cases, once an gppropriate
description of the data exists, behaviors can be located as services on the network. For
example, Microsoft recently unveled ther vison of a next-generation Windows service
architecture. Success in such endeavors will require widespread, amost universd,
agreement on the techniques for expressng data format. Perhaps XML will achieve this
god. The second requirement for success entails a means to associate behavior with data
One approach requires al nodes and devices to include a run-time environment that can
interpret behaviors described in a standard language. Another approach requires data to
include references to behaviors that can be located on the network. In the past, these
objectives have proven difficult to achieve, though some progress can be discerned.

To undersand the extent of the problem better, consder the study that Jun
Rekimoto made of software engineers, arguably among the most advanced users of
computer software [39]. Among the software engineers surveyed, Rekimoto found that
54% had three or more computers on their desks, 39% had two computers, while the

remainder had only one. Seventy percent of those engineers transferred data between



computers very often and another 25% transferred data often. When considering only
nearby computers, 28% of the engineers moved data very often, 23% often, and 36%
sometimes. Trander mechanians induded cut-and-paste, shared files, file trander, e
mail, and floppies. The decisons about what information to trandfer and where, and the
means of transfer were dl left to the software engineers. While this data comes from a
highly specidized user community, we expect that many users, less skilled than these
software engineers, will soon face such problems on a daly bass concomitant with the
increase in goecidized information devices.

Asde from the overheed of managing our increesingly scattered information, we
are dl becoming more mobile in our working lives. For example, Bdlotti and Bly sudied
the work activities of a product design team in a company with various facilities
digributed around a smal geographic area [4]. In particular, the sudy identified the
places where designers did their work, and measured how much time they spent in each
place. For two typicd product desgn engineers, Bdlotti and Bly discovered that only
10%-13% of the designer's work was conducted at their desktop computers, while 76%-
82% of the work was spread over 11 other locations, and 8%-11% of work time was
spent moving between work locations.

For our purposes, two observations are worth nothing from the Belotti and Bly
sudy. Fird, as workers move among work locations they must carry with them a range of
information and portable tools that will be needed a each work sSte. Second, a each
work dte, there exits a number of locd tools, and perhgps some relevant loca
information, as wel as tools and information brought by others on the design team. The

desgners must combine the locd tools and information with the imported tools and



information in order to complete specific design tasks. While these designers probably
represent an extreme focus on mobility, we argue that an increesng population of
workers spends more time a different locations and traveling among locations.  Even
within a more typica office environment, workers attend meetings in conference rooms,
vigt colleaguesiin their offices, and discuss work over lunch in the cafeteria

We see new work syles emerging where people will increasingly: (1) move
among locations to complete work, (2) use a number of specidized, portable and
embedded devices in ad hoc arangements a each work location, and (3) shuffle
information back and forth among work locations and among devices. For such work
dyles to prove productive, the information technology research community must liberate
information from the confines of gspecific agpplications and specific computers. We
discuss in the following paragraphs some ideas necessary to support these new work
dyles.

Moving Information to People. One option is to cary dl of our information
with us. This gpproach appears feasble, as the miracle of hardware continues to bring us
ever-increasing dengty in disk storage, adong with chegper and faster processors. We
dont believe, however, that this will prove feasble because human activities continue to
produce information a prodigious rates, and not dl such information belongs to
paticular individuds. In fact, much of the informaion we produce is context-dependent.
For example, we typicaly attend meetings to conduct specific tasks. Before, after, and
during these medings we creste informaion. Some of this information we retan
persondly, while other information is shared among the mesting attendees and others

outdde of the group. Only a smdl fraction of this information is our own persond



information. Surely, as we move to the next meeting on the same subject we will wish to
have information from the last meeting available.

We argue that context can often be inferred from a combination of user, location,
and task. If s0, then why should a user be required to ensure that the right information is
avalable a the rigt place and time? Cant the information itsdf take on this
respongibility? Imagine active information objects that can move, that can replicate
themsdves, and that can communicate as a group. Active information objects should
monitor context and remind us of ther exigence. Wouldn't it be useful to have your
information remind your workgroup that you had discussed the same topic severd weeks
ago and present you with a summary of that discusson? Active information should be
able to track the location, state, and trgectory of information users, of object replicas, and
of linked objects. In addition, active information objects should be able to plan the
movement, replication, and trandformation of information to serve the projected needs of
its usars. Active information objects must aso be able to implement consistency, access,
and sharing policies among replicated and linked objects.

A combination of commercid and research activities show some promise that a
day will soon appear in which active information becomes both possible and interesting.
Clearly mobile code sysems, such as Python and Java, hint a the possbility of
digtributed object systems that can replicate and move. The computer science research
laboratory a UC Berkedey [5, 31] is developing scdable reliable multicast protocols,
beaconing protocols, and transcoding algorithms that distributed objects can use to
discover each other, to communicate, and to transform their presentation. Other work a

UC Berkdey promises a processing-capable network infrastructure that can provide a



platform for mobile distributed objects to reside within a network and to move and copy
themselves toward specific Stuated computing locaes as users begin to congregate [2].
The OceanStores [5] work on persstent storage, dso a UC Berkeley, ams to define
secure, reliable dorage for a ubiquitous computing environment. By usng unique
identifiers for the data, encrypting the data, and providing multiple paths to locate data
objects, a nomadic worker would be able to access data from anywhere, assuming
Internet connectivity.

Nove research is ill required to investigate information models that will make it
posshle for information to trandform itsdf for gpecific contexts, including the
applications available, the devices and other resources a hand, and the tasks to be
performed. In addition, information objects will need mechanisms to reved ther active
properties and to discover the active properties of other information objects in order to
permit individud objects or object webs to combine into larger object systems to support
specific contexts and tasks. One particular active property must describe the mechanisms
through which users can interact with specific information objects, independent of
particular devices and applications.

Removing the Tyranny of an Interface per Application per Device. As many
gpecidized devices become avalable, human-information interfaces can be distributed
across devices and interaction modes. In fact, several devices can be networked to
support a richer interaction and computing capability than any of the single devices done.
We use the term multi-modal to refer to interfaces that combine modes of interaction. In
today's user interfaces, multi-moda most often refers to two modes of input, typicaly

pen and speech. To meke interactions in a ubiquitous computing environment truly
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natura, this capability must be extended to include gestures, facia expressons, gaze, and
tactile input, among others. Multi-modd should include a combination of multiple modes
of interaction, where multiple is greater than two!

Depending upon application requirements, user preferences, and knowledge about
human awareness, about specific tasks, and about the type of information being
conveyed, tomorrow's multi-moda interfaces must coordinate interactions across devices
and among interaction events. In addition, a model of interaction events will be needed,
as wdl as rules for mapping between the interaction event mode and mode-specific
interactions. Given a fluid set of devices avalable in any paticular Stuated computing
locde, software mechanisms must support the dynamic compostion of interfaces from
among software components and information objects. In addition to compostion, rules
must also be provided for indantiating optima multi-modal interfaces for specific tasks,
given avalable devices and moddities. Naming and identification will be a key issue
dong with authentication and access control. Since information and interaction everts
will likdy fly through the ar across wirdess links privacy will dso become more
important. Other issues will arise regarding arbitration of shared access to devices within
adtuated computing locale,

All of these changes have ramifications for the future of software architectures.
Frs, future software achitectures for flexible mult-modd interfaces must be
condructed from components that will need to discover in red-time a distributed
component bus within each specific locdity and to configure themselves into the bus.
Second, components must be able to discover related components, as well as ther

capabilities, and to participate in a compodtion of components into larger services. In
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many cases, the capabilities must express assumptions and gods regarding performance,
and composition techniques must consder the overdl performance requirements of the
flexible interface when connecting components together. Third, dient components must
be prepared to operate robustly in the face of missng o sub-optimal service components.
Fourth, components must expect to interact through loosdy coupled communication
mechanisms that can exhibit various eror propeties. Industry is developing severd
competing technologies (eg., Jni [26] and Universal Plug-and-Play [50]) that could
serve as a bads on which to congruct tomorrow's flexible, component-based interfaces.
HCl researchers should investigate how these technologies can be exploited, extended,
and improved to provide the capabilities needed to buld effective multi-modal interfaces.

Some researchers are dready looking into a few of these concerns. Multi-moda
interaction is going beyond speech and pen based interaction. For example, the Rutgers
CAIP (Computer Aids for Industrid Productivity) Center has integrated into a single
desktop inteface a range of multi-moda technologies, including gaze and gedure
tracking, voice recognition and speech synthess, dong with the typicd display, mouse
and keyboard [32]. Visud tracking is dso being invedtigated as an interaction technique
[49]. Gedtures and facid expressons may soon be used as interaction mechanisms.
Wouldnt a confirming nod of the head be even esser a times than saying "yes?' Novd
research is 4ill needed to develop an abdract interaction event modd that exigs
independently from specific HCl hardware. In addition, mappings must be developed
between the abdract mode and specific HClI hardware, both current commercid
hardware and experimental hardware. XML might become a specification language thet

can be trandated to appear on different output devices. XML tags and attributes can be



attached to text and then trandated at the time that text is to be displayed. Transducers
and layout engines are being used to trandate web pages so that users of handheld
devices can obtan web data More research is needed into the specification of
interactions, independent of device and moddity. Such specifications would dlow one
interface to be developed for use with any input modaity and any type of output display.
Information interaction: making it real again. Today we interact with digitd
information through gragphicd user intefaces (GUIs) in the WIMP (Windows, Icons,
Menus, and Pointers) style. In other words, we use abstract symbols to represent
information objects and we manipulate those abdractions. Meanwhile, people have a
long hisory of usng physcd information objects - books, photographs, newspapers,
ungructured notes, and video recordings to name a few. People manipulate these
physica objects separately, and then need to execute intermediary trandators (such as
optical scanners) to bring this “red world” information into the virtud world. Some
interesting research seeks to bridge the gap between the red and virtud worlds.
Fitzmaurice [10] invesigated usng objects in the physca world as anchors for digitd
information.  Using handheld portds, people could move through the environment,
viewing digitad information based on the spaiad characterisics of ther handheld.
Moving the handheld closer to the physicad object might cause a computer to zoom in on
the information. In a hands-free approach, Steven Feiner and colleagues [51] a Columbia
attempt to exploit augmented redity interfaces as a means of rdaing virtud informetion
with the physcd world. At the MIT Media Laboratory, Ishii [27] has been researching
tangible user interfaces (TUIs), where physical objects are used to manipulate dectronic

information with the god of reducing the cognitive overhead associated with using

13



eectronic information. To the extent that tangible user interfaces build on current user
expectations of manipulating physicd information, TUIs show promise.

Other researchers aso investigate the gap between the red and the virtud. For
example, Harrison, e d, [13] a Xerox PARC have investigated user interfaces that
exploit physical manipulations to control devices, such as PDAs. Raher than usng an
atificia input device, such as a mouse or track point, manipulation of the device itsdf is
used as a control. Harrison, e d, have adso investigated dectronic steples, bits of
electronic information embedded into physica objects [14]. They have illusrated this
technique using books and pogters that advertise events. Here, using a reader attached to a
portable computer, the information contained in the daple (a URL in the PARC
examples) can be captured by mobile users. Ara, et d, [3] aso developed technology
that dlows people to insert dectronic links into paper documents. Len, et d, [29] are
developing an eectronic environment that alows an interface desgner to sketch a user
interface, a job that is usualy done on paper. In the Portolano project, [24] researchers at
the Universty of Washington ingrument biology lab equipment to capture fine-grained
experiment details directly from the skills performed as researcher conducts experiments.

Severd products being sold today adso address the merger of red and virtud
worlds. One example is the Cross Pad,”™ which combines regular paper and a digita pen
with automated capture of digital information. As a user writes on the paper, dectronic
ggnds of the strokes made with the pen are stored digitally. After the user returns to a
desktop computer, the digita verson of the notes can be transferred, as bitmaps, to the
desktop. Optica character recognition routines can trandate the bitmaps into editable

documents.

14



Grand Challenge #2: Clueing in those Clueless Computers

Norman [33] advocates the use of information appliances, specid-purpose computers
desgned for a paticular use. The key principle of an information gppliance is amplicity.
As the agppliance is designed to do one task, that task can be carried out extremely eedly.
The user does not have to look through many menu options or to supply a variety of
information via didogue boxes. This gpproach provides a definite improvement over the
complexity of our current desktop computer. However, complexity has not vanished - it
has merely been pushed © another leve. If we want to do more than one task (as most of
us must), we now have to decide which appliance to use for which task. Moreover,
information for various tasks has to be located and, in some indances, trandferred
between devices. For example, my pager, my cdl phone my e-mail, and my persond
organizer don't know of the exisence of each other. If | get an urgent emall and don't
atend to it within a specified time wouldn't it be useful if | got paged, or if my cdl phone
cdled me and read me the message? When | look up a contact on my persona organizer,
shouldn’t the phone number automatically move into my cell phone? One solution might
be to smply combine devices. But where would this sop? Might we wind up with
numerous devices hardwired together - yielding a device now as complex as our desktop
computer?

How can this complexity be addressed? During any given period of time a
nomadic worker knows that tasks must be performed. Given the worker's preference and
the appropriateness of devices for the tasks to be performed, could an appropriate set of
devices be assembled by the worker? Perhaps these devices could be interconnected

usng wirdess technologies. This solution would give the worker a custom “wearable’
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network of devices. As the sdected devices discover each other, they could become
aware of the services and information each can provide, and they could combine to
support the user’ sinformation needs.

At present, such networked-based computing works largely because people carry
in their heads a reasonably good model of cyberspace. We know where computers and
printers can be found; we know how information can be organized for storage on a disk;
we understand the meaning of the three character extensons that tag each file name We
know, but just barely, how to locate, download, configure, and execute various plug-ins
to disolay information in specific formats or to convert information between formats. In
fact, sometimes we think our computers and networks should pay us because we sure do
a lot of work for them. We dso have a good understanding of our environment and how
to act in it. Mogt of the time we remember to shut off our cdl phones before the movie
garts. We turn down the sound on our laptops when we start them up in mesting rooms
(don't we?). We sort out the messages on our pagers, we respond to the urgent, and we
defer the less urgent. This sorting represents management overhead time — why should
we spend so much time dealing with such mundane tasks? Suppose, on the other hand,
that our computers and networks had a much better model of the world in which we, and
they, live. Would it be possible for our computers and networks to help us more than we
help them today?

To achieve such a world, computer software must begin to understand the context
of each dtuated computing locde in which it operates. By context, we mean the
connectivity, bandwidth, and services available in a locale, the location of users, devices,

and information relative to a locae, and the physca and logica surroundings within and
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near a locde, as well as the tasks being performed and the environment in which those
taks are peformed. If computer software can ascertain contextua information, then
programs and active information can adgpt to the Stuation, especidly as the dtuation
changes when network resources and services come and go and when people enter and
leave alocde. What adaptations might be possble?

Multi-moda interfaces could be designed to accommodate a level of uncertanty
about the availability of network connectivity and bandwidth, and about the avalability
of gspecific interaction devices. Active information might be designed to present different
information or to present information in different forms, depending on the number of
users, the avalable devices and network bandwidth, and the user task. Active information
might dso move or replicate itsdf to Stuated computing locales toward which its user or
users are moving. Such movement or replication can ensure that task-gpecific information
becomes available when and where needed with little cognitive investment by the user. In
addition, dnce the information will be proximae to the user's inteface devices,
interaction latency can be reduced. A user interface ould dso be desgned to modify its
behavior, and an active information object could be designed to present itsdf differently,
depending upon sensory information about the user's surroundings and environment.

Adapting Information Deivery Using Knowledge of People, Places, and
Devices. We suggest that researchers consder trying to build models that cross the gap
between physica and logicd space, as we perceive it, and cyberspace, as it exists in our
computers and networks. Physica space would include models of the practica geometric
limits that humans face in physicd spaces. Logica space would include modes capturing

the way in which we think about concepts. Then modds that unify the modes of
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cyberspace, physica space, and logica space are needed to dlow computer programs to
reason across these spaces. Suppose we could couple sensor data with resource and scene
description languages to modd within our computers the physica and logicd space that
people perceive and understand. If we could, then our software might be able to exploit
location, proximity, and vidhbility of both physca and cyber resources to determine
where to deliver specific sarvices for us. In addition, our software might be able to adapt
information presentation to the specific characteristics of available devices and services.
In fact, more generdly, if the software has a mode of space that appears reasonably
consgtent with our own, then we might be able to encode, insgde a computer, heuristics
amilar to those that we now use when reasoning on our own about cyberspace.

Think a bit more about this idea. Sensors of al kinds are becoming cheaper and
more capable. These include digita ill and video cameras, digitad sensors, eye-tracking
devices, radio-frequency tags, and globa pogtioning system chips. These sensors can be
used to determine something about a user's context and to adjust information and its
ddivery accordingly. Some context-aware gpplications dready exist. The globd
postioning sysems for automobiles show the postion of your car on a map. Georgia
Tech's CyberGuide [1] uses the location of the user, and other tour Stes the user has
vidted, to present gppropriste information about the tourigt dte the user is currently
viewing. Other Georgia Tech context-awvare applications have used the identity and
activity of users to modify the behavior of applications [40]. Usng hidden Markov
models, researchers a the MIT Media Lab have been able to extract context from

ambient audio [8].
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Researchers a the MIT Media lab have adso tried exploiting location to determine
a user’s information needs. ComMotion [30] tracks a user via a GPS system and, after
having the usx identify commonly frequented locations, uses agent technology to
monitor incoming messages and queries, ddivering the preferred information given the
location. Sawhney and Schmandt [41, 42] use the audio levedl of a user's environment to
determine a socid context and to deliver eemaill messages in an gppropricte mode given
the socia Stuation. Researchers have dso used context as input. For example, a study of
an goplication built for ecology observations showed that adding contextua information
automatically created better data with much less manpower [35].

In addition to Imple context information, such as location, researchers are
investigating how to account for a user’s satus when sdecting interactions. For example,
Picaed [37] and Kdin [28] ae two researchers investigating concepts of affective
computing.  In affective computing, the emotiond State of a user is consdered when
determining the computer’s formulation of a response. The current work uses various
sensory inputs to assess the dtate of the user. Work on user interface adaptation
techniques remains to be explored. A project a Microsoft Research [15] learns about a
user's preferences and adapts behaviors accordingly. Stll, in the large, much research
remans before there exig guiddines regarding interface adgptation given the various
emotiona states of a user. Progress on these issues may prove crucid for expanded use of
wearable computers.

Wearable computers [43, 45] are just now emerging for use by workers carrying
out physcd tasks such as arcraft maintenance and ingpection and reparing of oil

drilling equipment. Today, wearable computers are designed for a specific task or set of
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tasks. The form factor for the weardble, the interaction devices, and the information
gsored on the wearable are dl pat of the desgn. If the tasks or the users or the
environment in which the task is conducted change dgnificantly, the dtuaion must be
andyzed, and a redesign might be required. A redesgn can prove codly. If, however, the
context of the user could be determined and the interactions modified by the system
itself, wearable computing might become less coglly. In addition, the design of wearable
computers might alow for easy customization by individud users. On firg order, a user
might assemble a computationd device, an assortment of preferred input and output
devices, an appropriate set of context-sensing devices, a connection to a wireless LAN,
and st off to do the job. Just possbly, user cusomization might improve the productivity
of individud workers.

Solving Three Hard Problems. Enabling customization and adgptation among
software elements requires that HCl researchers solve three hard problems. First, what
constitutes context? What aspects of the task, environment, user, and services need to be
conddered, and in what detail for what duration? Further, do collaborative tasks have a
“collaborative’ context, or does everyone have a personad view of the context, or must
individud and group contexts by mixed together? As sensors become chesper, we can
begin to capture biologica data to augment other context informetion. The issue is not
capturing more data, but identifying the relevant data to capture for various Stuations.

Secondly, how can context be modeled, represented, and reasoned about in a
computer interpretable form? Such modds might reguire multiple levels, and might aso
entall associating confidence or uncertainty vaues with interpretations used to construct

gpecific ingantiations of the modds. Issues of interest might include who is present, what
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they are working on, what devices, services, and information resources are nearby, and
how these items relate to one another both logicdly and physcdly. On a more detailed
levd, the characterigtics and interfaces provided by the avalable services and devices
might dso be of use. Researchers will need to devise mechaniams to extract context in
both red-time and nonred-time from dreams of sensor data, including the ability to
derive context when interpreting data across multiple sensor streams.

Once researchers can congtruct machine-readable models of context, the third
tough problem must be faced: how can models of context be exploited to help users get
their tasks completed effectively? Researchers will need to investigate heurigtics for
deciding what information to present to users, what devices to use, and what presentation
form to sdect. Of specific concern will be the ability to support dynamic generation of
multi-moda interfaces for particular collections of users working in given locations on
assigned tasks under varying environmenta conditions.

Conclusons

Smart Homes, Smart Cars, Smart Rooms [36] and research projects, such as {LAND
[46], Oxygen [9], Endeavour [20], Portolano [24], and Aura, [17] promise to lead us
toward univers ubiquitous computing. Researchers in these, and other, efforts are
atempting to devise techniques for computing systems to recognize user activities and to
adapt to user needs. While the promise is large, we have a long way to come. We need
more concentrated work on context-dependent, or Stuated, computing. We need projects
building large sysems, and we adso need smdler projects that focus on recognizing and
using context, and that look for better ways to bridge the physica-virtud gaps we must

currently work around to interact with information. As we build test beds and gart living
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and working in them, we will solve some research issues but we will dso discover others.
The initid st of invedigaions addresses mainly technology issues. While these issues
ae difficult, the socid implications of ubiquitous computing reman largdy unknown.
Wha ae the implications for our privacy? How will the nature of our work and play
change? What ae the implications for interaction within and among organizations? Will
ubiquitous computing widen or reduce the digitd divide?

Today, much of our information-intensive work is carried out a desktop computer
workgtations. In these settings, the computer is the job. The computing infrastructure
supporting our work, including operating systems, applications, and hardware remans
relaively sable, and our work location agppears manly fixed. When we adjust our
physica environment or when we introduce new gpplications software or upgrade the
operating system or add new networking connections, we expect to spend some amount
of our time coping with these changes. Very soon, if not now, we will cary many smdl
information-processing appliances dong from place to place as adjuncts to support our
jobs. Under such conditions, context changes continuoudy. If forced to cope with
continuous change using the same approach now required for our desktop workgations,
we will find that managing our information gppliances will become the job. Should that
occur, we would cast asde our information gppliances. The chdlenge to the HCI research
community is gmply this portable devices and pico-cdlular wirdess networks are
coming in large numbers and quickly, can you provide the foundation needed to exiract
their vaue? In the United States and oversess, research funding is now being directed
toward various aspects of ubiquitous computing. Within the next five years, large-scale

research prototypes will become available for experimentation. For ubiquitous computing



to succeed commercidly, these research prototypes must demongrate an informetion rich

environment with few visble computers.
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