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Simulation of High Power Lasers 
 

Timothy J. Madden 
Air Force Research Laboratory Directed Energy Directorate, 

Kirtland Air Force Base, NM 87117-5776 
and 

Robert K. Decker 
Air Force Academy, Department of Aeronautical and Aerospace Engineering, 

 Colorado Springs, CO 80840 
 

1. Introduction. 
Gas lasers are complex, energy conversion devices 

that utilize two-phase chemistry, fluid dynamics, and 
optics to convert the bond energy within fuels to 
coherent radiation capable of projecting high energy very 
large distances at the speed of light.  Given the 
complexity of the interactions between the various 
physical processes, simulation of chemical lasers 
presents an obvious opportunity to apply high 
performance computing and facilitate understanding and 
optimization of these devices.  The work show here 
illustrates the application of high performance 
computing to achieve an increased understanding of the 
physics underlying lasers and improve their operation.  
Computational fluid dynamic (CFD) simulations for the 
chemically reacting COIL flowfield are executed to 
achieve these goals. 

 
2. Problem and Methodology. 
Gas lasers, such as chemical oxygen iodine lasers 

(COILs) operate on a series of exothermic, gas phase 
chemical reactions that create a population inversion, or 
non-Boltzmann energy distribution, within the energy 
states of the products of reactions.  As these products 
equilibrate towards a Boltzmann distribution of energy 
states, photons are emitted via spontaneous emission.  If 
an energetically excited species A* emits a photon of 
energy hν during the equilibration process, then this 
photon may collide with another excited species A* 
causing it to release another photon with equal energy in 
the same direction of propagation as the first photon.  
This can be described as: 

*

* 2
A A h
h A A h

ν

ν ν

→ +

+ → +
 [1] 

As the number of photons increases, a wave builds 
within the gas that is directed and controlled by mirrors 
that transmit a fraction of the photons with each 
reflection of the optical waves.  As the wave builds 
within the gas, the increase in the number of photons or 
the wave intensity per given unit distance leads to the 
concept of wave amplification or laser gain.  Gain is a 
key performance parameter in chemical lasers and is 
frequently referred to in this work.  A COIL produces the 

excited lasing species A* via a complex series of 
chemical reactions, both liquid and gas phase.  The first 
phase occurs in liquid, and generates the ‘fuel’ via the 
reaction: 

2
* 1

2 2 2 22 ( ) 2Cl HO O H O Cl−+ → ∆ + +  [2] 
The electronically excited singlet-delta state of 

oxygen diffuses out of the liquid and is picked up by a 
carrier gas, usually He.  COILs use O2(1∆) collisions 
with ground state I atoms, I(2P3/2), to efficiently generate 
the lasing species I*(2P1/2) via the energy transfer 
process: 

* 1 2 3 * 2
2 3/ 2 2 1/ 2( ) ( ) ( ) ( )O I P O I P∆ + → Σ +  [3] 

This reaction is more efficient at producing I*(2P1/2) than 
any other known process, hence the reason a more direct 
reaction path to I*(2P1/2) is not used.  An additional 
reactive process occurs in COIL where O2

*(1∆) 
dissociates molecular iodine, I2, to generate the ground 
state I atoms, I(2P3/2).  This multi-step energy 
transfer/reactive process occurs through the following 
reactions: 

* *1 3
2 2 2 2

* *1 3 2
2 2 2 3/ 2

( ) ( )

( ) ( ) 2 ( )

O I O I

O I O I P

∆ + → Σ +

∆ + → Σ +
 [4] 

The exact state(s) of I2 that I2
* represents is still a 

point of contention amongst researchers at this time due 
to the considerable difficultly in constructing 
experiments to clearly identify and track multiple 
vibrational and electronic excited states.  Because of the 
indeterminate nature of the I2

* state(s) and the number of 
potential intermediate energy transfer processes 
involved, mathematical constructs are used to describe 
equation [4] but the construct is fitted to experimental 
measurements of the overall rate of dissociation of I2. 

Given the multiple chemical species and states 
within the COIL flowfield, the gas flow within COILs 
can be generally described as the flow of particles of 
different chemical composition with collisional 
interactions occurring between the particles and between 
the particles and the photons within the radiation field.  
Mathematically, this flow of particles is treated as a 
continuum and is approximated by the Navier-Stokes 
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continuity equations for mass, momentum, and energy.  
In integral form, these equations are given by: 

ˆ( )v
vol A

vol

Q dvol F F ndA
t

S dvol

∂
∂

+ − ⋅

=

∫∫∫ ∫

∫∫∫

 


 [5] 

where Q  is the vector of the cell averaged conserved 
quantities of species density, momentum component, and 
pressure; F


and vF


 are the inviscid and viscous fluxes 

of the conserved quantities at the cell boundary, and S  
is the vector of cell averaged sources of the conserved 
quantities.  Contained within these equations are 
descriptions for the rates of production and loss of 
reacting species, the production and absorption of 
photons, energy transfer within different modes in the 
molecules, molecular mixing, and temporal variation.  
Reynolds numbers vary from order 1000 in the mixing 
system to 40,000 in the supersonic diffuser of the COIL 
flowfield.  The low Reynolds number simulations for the 
mixing nozzles are performed with no turbulence 
closure, and can be considered to be similar in nature to 
Direct Navier-Stokes simulations.  Turbulence closure 
formulations are added to the Navier Stokes equations in 
the context of Reynolds Averaging for the diffuser 
simulations.  The low Reynolds number variant of the 
Wilcox k-ω model,1

Reacting flow, i.e. COIL, and non-reacting flow 
simulations of experiment hardware are performed in 
this work.  The GASP COIL model utilizes separate 
species mass conservation equations for each of the 
chemically reacting components of the COIL flow in 
addition to the base conservation equations for 
momentum and energy.  An effective binary diffusion 
model is used to describe concentration and pressure 
contributions to mass diffusion, an important process in 
the low density COIL flowfield.   

 the Menter Shear Stress Transport 
(SST),2 and the Wilcox Stress-Omega3 formulation of 
the Reynolds Stress model are investigated here for the 
diffuser application.  The computational fluid dynamics 
(CFD) code GASP from AeroSoft Inc. is employed to 
solve these equations for the simulations performed here. 

An experiment consisting of a supersonic (M~2.2) 
converging-diverging nozzle section with secondary 
mass injection in the nozzle expansion downstream of 
the throat, followed by a supersonic diffuser section and 
a subsonic diffuser was simulated here.  In the 
experiments, the pressures, temperatures, and massflows 
are fixed while the back pressure at the subsonic diffuser 
exit is varied.  The primary flow consists of He and O2 at 
4:1 molar flow ratios and the secondary flow of He and 
N2 at a 8.3:1 ratio with the N2 flow simulating the use of 
I2 in chemical oxygen-iodine laser (COIL) flowfields.  

The primary flow enters at 65 torr and 300 K total 
conditions and the secondary flow set to achieve full 
penetration in this flow.  The back pressure at the 
subsonic diffuser exit is varied from 14 through 29.5 
torr.  The diffuser experiment apparatus simulated here is 
shown in Figures 1 and 2. 

The GASP model for the diffuser experiment 
utilizes a computational grid used consisting of 659 
blocks and 33.5 million grid cells.  The computational 
domain that this grid discretizes consists of half the 
experimental flow channel in the lateral (Z) direction.  
As temperatures are sufficiently low, no chemical 
reactions are assumed to be ongoing between the species 
in this flow and it is treated as non-reacting.  Boundary 
conditions accomplish the symmetry approximation 
through the enforcement of planar symmetry at the 
centerline in the lateral direction.  No-slip 300 K 
temperature boundary conditions are used at the wetted 
surfaces of the nozzle and injector orifices.  The nozzle 
and injector subsonic inflow boundary conditions fix the 
total pressure, total temperature, and the species fractions 
at constant values, while the derivative of the static 
pressure is set to 0.  The outflow boundary condition at 
the subsonic diffuser exit sets the static pressure to a 
fixed value, and is set to the measured value for each of 
the experiments simulated here.  3 species mass 
conservation equations corresponding to the components 
of the gases used in the experiment in addition to the 
base conservation equations for momentum and energy 
and 2 turbulent closure equations for the k-ω based 
models.  In the case of the Stress-Omega simulations, 6 
turbulent closure equations are solved. 

The GASP model for the mixing nozzle simulations 
utilizes a computational grid consisting of 18 blocks and 
9.3 million grid cells.  The computational domain which 
this grid discretizes represents the smallest geometrically 
similar element of a repeating pattern of elements within 
the COIL experiment flowfield hardware, denoted a 
‘unit-domain.’  The unit-domain consists of a section of 
a supersonic (M~2.2) converging-diverging slit nozzle 
with one large and two small orifices that inject reactants 
into the primary flow passing through this nozzle.  The 
orifices introduce a sonic mixture of He and I2 into the 
subsonic primary flow composed of He, O2(1∆), O2(3Σ), 
H2O, and Cl2 inducing complex, time dependent, 3-D 
flow structure as the jet interacts with the crossflow.  It is 
the combination of the interfacial area created by the 
complex flow structure and molecular diffusion that 
mixes the two flows.  Boundary conditions generate the 
unit-domain approximation structure through the 
enforcement of planar symmetry at the nozzle centerline 
in the vertical direction and periodicity on the side 
boundaries in the lateral direction that allows fluxes from 
one surface to pass through its’ opposite boundary across 
the domain and vice-versa.  No-slip constant temperature 



3 

boundary conditions are used at the wetted surfaces of 
the nozzle and orifices, with the temperature fixed at 400 
K at the orifice region walls and 300 K at the nozzle 
walls.  The nozzle and injector subsonic inflow boundary 
conditions fix the total pressure, total temperature, and 
the species fractions at constant values, while the 
derivative of the static pressure is set to 0.  The nozzle 
outflow boundary condition sets the second derivative of 
the dependent variables to 0 as is appropriate for 
supersonic flows.  The COIL chemistry is described 
either using a 13 species, 52 reaction finite-rate 
mechanism4 that models the gas phase chemical kinetic 
processes generating the population inversion in atomic 
iodine necessary for laser oscillation.  Power extraction 
from this flow is captured using a ray trace, geometric 
optics model that captures the physical coupling between 
the light resonance in the laser cavity and the energy 
state distribution in the excited states in the flow 
traversing the resonator region of the supersonic 
expansion.  References providing additional details 
regarding the application of GASP to this problem may 
be found in Madden et al5,6 and Eppard et al.7 
 

3. Results. 
The simulations were executed with time steps 

varying between 1·10-8 and 1·10-3 sec, with convergence 
of 3 orders of magnitude obtained in the Menter SST and 
Stress-Omega cases.  The laminar and low Re k-ω 
simulations demonstrated oscillatory behavior and did 
not converge beyond 1.5 orders of magnitude.  The lack 
of convergence in these cases is associated with the 
complexity of the interaction between the key elements 
of the fluid physics in this flowfield, namely the 
compressibility, the boundary layer, turbulence, and the 
back pressure of the subsonic diffuser.  As the back 
pressure is increased above that associated with the area 
ratio relative to the chock point, the force associated with 
this pressure overcomes the low momentum regions in 
the boundary layer and stagnates or reverses the 
boundary layer, further thickening it.  As the boundary 
layer thickens with the upstream propagation of the back 
pressure, the area of the core flow is decreased, the Mach 
number decreased in the supersonic regions, and the 
pressure increased.  A process of dynamic equilibration 
is established, with the core flow pressure adjusting to 
the boundary layer thickening.  Turbulence plays a key 
role here as the much smaller boundary layer thickness 
of the turbulent boundary tends to inhibit upstream 
propagation of the back pressure, a positive effect in the 
case of gas lasers as this serves to isolate the supersonic 
cavity region between the nozzle expansion and the 
supersonic diffuser.  Further adding to the complexity 
are the low Reynolds numbers in these low density 
flows, with Rex reaching order 40,000 based on the wall 
length in the constant angle expansion region of the 

nozzle.  Turbulent transition will be associated with 
shock wave reflections and adverse pressure gradients, 
and may be intermittent with laminarization occurring 
between events.  Figs. 2 and 3 illustrate the general flow 
structure showing the extensive flow disruption that 
occurs to the smooth, regular flow structure associated 
with the injected fluid as the boundary layer enlarges 
responding to the upstream influence of the exit’s 
overpressure, as well as the oblique shock structure 
superimposed upon the secondary injection process. 

Four sets of simulations were performed 
corresponding to the turbulent closure assumption used:  
laminar, and turbulent with low Re k-ω, Menter SST, 
and Stress-Omega.  Each set of simulations used 4 
separate back pressures at the outflow boundary:  14.7, 
22.8, 26.4, and 29.5 torr.  Wall pressures were extracted 
from each simulation at the locations of the pressure taps 
from the experiment; little difference was found to occur 
between the locations laterally or from top to bottom, so 
comparisons here focus on the column in the streamwise 
direction on the upper wall along the lateral centerline of 
the experiment.  Figs. 5 – 8 compare the four sets of 
simulations with the experiment data at the various back 
pressures.  Observing the experiment wall pressure data 
across these figures, the wall pressure is seen to drop 
with the nozzle expansion and then undergo either a 
gradual increase in the case of the 14.7 torr back pressure 
experiment, or a somewhat abrupt pressure increase in 
the 22.8, 26.4, and 29.5 torr experiments, then 
transitioning toward the back pressure through the 
supersonic and subsonic diffusers.  The more gradual 
pressure increase in the 14.7 torr experiment is 
associated with the recovery in the supersonic diffuser 
transitioning to the near back pressure matching 
conditions in the subsonic diffuser.  The abrupt pressure 
rise in the 22.8, 26.4, and 29.5 torr experiments, 
however, is associated with the upstream propagation of 
the back pressure through the boundary layer and the 
corresponding increase in the boundary layer thickness 
causing core flow area decreases, Mach number 
decreases, and pressure increases.  Thus, in the 14.7 torr 
experiment the supersonic diffuser prevents upstream 
encroachment of the back pressure and in the higher 
back pressures it is overwhelmed.  A priori to examining 
the simulation results, sidewall boundary layer thickness 
and turbulence prediction would be expected to correlate 
with wall pressure prediction. 

Examination of the simulation wall pressure 
predictions indicates that the general trend is that the 
laminar and low Re k-ω simulations tend to have very 
poor prediction of the wall pressures and the Menter SST 
and Stress-Omega models have somewhat better capture, 
with the Menter SST best overall.  Taking the 14.7 torr 
case as an example, the wall pressures rise starts at the 
0.15 m station in the laminar simulation and at the 0.20 
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m station in the low Re k-ω simulation, 0.15 to 0.20 m 
upstream of the supersonic diffuser entrance where a 
more gradual pressure rise starts in the Menter SST and 
Stress-Omega cases.  The pressure increase much further 
upstream in the laminar and low Re k-ω simulations 
indicates that these simulations have thicker boundary 
layer predictions and greater susceptibility to upstream 
pressure propagation.  The observation for the 14.7. torr 
case is repeated in the high back pressure cases in Figs. 6 
– 8, with continued wall pressure rises for the laminar 
and low Re k-ω simulations upstream of the Menter SST 
and Stress-Omega simulations as well as the experiment 
data, and generally poor wall pressure predictions. 

The case with the Menter SST and Stress-Omega 
simulations is different, however.  In the 14.7 torr case in 
Fig. 5, the Stress-Omega performs slightly better than 
the Menter SST, but in the 22.8, 26.4, and 29.5 torr cases 
in Figs. 6 – 8 the Menter SST model performs 
considerably better.  Given the previous example with 
the laminar and low Re k-ω simulations, the reasons for 
these differences would appear to lie in the boundary 
layer predictions, most specifically in the turbulence 
production as this dictates the strength of the turbulence 
and momentum mixing with the freestream that in turn 
dictates the boundary layer thickness prediction.  To 
examine turbulence production, the ratio of turbulence 
production to dissipation is plotted for the Menter SST 
and Stress-Omega simulations at locations in and around 
the pressure increase associated with the further most 
upstream influence of the back pressure upstream.  Figs. 
9 – 14 show this ratio as well as the corresponding 
streamwise momentum (ρu) distribution at the same 
locale.  In Figs. 9 and 10, the production to dissipation 
ratio and streamwise momentum are shown in a 
transverse plane (y, z) toward the end of the nozzle 
upstream of the supersonic diffuser entrance.  The 
Menter SST and Stress-Omega simulations predict 
similar distributions and magnitudes of these quantities 
at this location.  However, instead of turbulence 
production occurring adjacent to the side and upper 
walls, it only occurs adjacent to the upper and lower 
walls, suggesting that turbulent production in this flow is 
triggered by vorticity introduced with the secondary 
injection along the upper and lower surfaces.  The 
sidewalls and corners then become avenues for the back 
pressure to propagate upstream through the larger 
regions of laminar, subsonic flow found there.  Further 
downstream in the supersonic diffuser within the 
pressure rise, shown in Figs. 11 and 12, the predicted 
turbulent production distribution is somewhat different 
for the Menter SST model as compared to the Stress-
Omega model, with greater freestream turbulence 
production in the Menter SST model.  While there does 
not appear to be a significant affect from the freestream 
turbulence, the differences in the turbulent production 

near the walls lead to somewhat larger low momentum 
regions in the Menter SST model prediction, hence 
leading to higher pressures.  This trend continues further 
downstream in Figs. 13 and 14 with the Menter SST 
model continuing to predict larger low momentum 
regions and smaller core flows.  In the case of this back 
pressure, the Menter SST model predicts higher 
pressures than the Stress-Omega model and is not as 
accurate in predicting the wall pressures. 

The comparison changes for the higher back 
pressure cases at 22.8, 26.4, and 29.5 torr, as was 
indicated previously in Figs. 6 -8.  The Menter SST 
model captures the location approximately the same to 
slightly better than the Stress-Omega model, but also 
captures the pressure rise substantially better.  The trend 
that is borne out in Figs. 15 – 32 is that while the Menter 
SST and Stress-Omega models have similar turbulence 
production to dissipation ratio profiles upstream of the 
pressure rise, downstream within the pressure rise the 
Menter SST model predicts a decrease in the turbulence 
production to dissipation ratio relative to both the 
upstream values and the Stress-Omega model.  The 
decrease in the turbulence production leads to thicker 
boundary layers and smaller core flows, leading to 
higher pressures.  Figs. 18, 20, 24, 26, 30, and 32 
illustrate this point, with the larger low momentum 
regions becoming increasingly pronounced in the Menter 
SST simulations relative to the Stress-Omega 
counterparts for the region within the pressure rise both 
with increasing distance downstream and with increasing 
back pressure.  Conversely, the higher turbulence 
production downstream of the pressure rise with the 
Stress-Omega model leads to more rapid momentum 
mixing and thinner boundary layers, resulting in larger 
core flow areas and lower pressures.  Thus, the 
advantage for the Menter SST model in its’ physical 
prediction capability lies not just with higher turbulence 
production to dissipation upstream, improving the 
capture of the location of the pressure rise due to the 
back pressure upstream influence, but also with the 
decrease in the turbulence production to dissipation ratio 
downstream within the pressure rise leading to more 
accurate capture of the pressure increase. 

Initial simulations examining the coupling between 
flow structure, reactant mixing, chemical reaction, gain 
production, and laser power extraction within a COIL 
mixing nozzle were performed using the GASP mixing 
nozzle model described in Section 3.  Two separate 
methods of temporal execution of the GASP model were 
employed for comparison.  The first utilizes a 
comparatively large time step of 1·10-3 sec in 
conjunction with a time step limiting scheme to stabilize 
the execution with local decreases in the time step in 
regions where instabilities are identified.  The scheme 
allows for more rapid evaluation with the larger time 
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step, but does result in the loss of flow structure having 
smaller time scales of evolution.  These same flow 
structures can be associated with the very mixing of 
reactants that drives lasing in COILs.  The second 
scheme investigated is a time accurate scheme using a 
time step of 1·10-8 sec.  This approach directly tracks the 
temporal evolution of the flow structures previously 
identified to occur at timescales as small as 1·10-6 sec.8,9  
Fig. 33 illustrates the coupling between the flow 
structure, laser gain, and laser intensity field.  
Particularly evident is the dramatic decrease in laser gain 
as the intensity field achieves equilibrium between the 
amount of energy pulled from the flow into the 
recirculating optical field in the resonator and the 
amount of light transmitted out through the laser mirrors. 

The question of differences in flow structure is 
particularly evident in Figs. 34 and 35, showing an 2-D 
cut of the gain field from the large and small time step 
simulations.  The large time step simulation illustrates 
smoothing of flow structures and an absent of the smaller 
scale structures that are evident in the small time step 
simulation.  Additionally, peak gains are slightly higher 
in the large step simulation as compared with the small 
time step simulation.  The differences in flow structure 
and gain distribution translate into differences in the 
optical field as captured by the ray trace model.  Figs. 36 
and 37 show normalized intensity distributions from a 
single time step for the large and small time step 
simulations.  It is readily apparent that the differences in 
flow structure translate into differences in the intensity 
field captured within the simulations.  Future work will 
examine in detail the impact of these differences upon 
power predictions. 

The parallel performance of GASP on the various 
platforms relevant to this proposal for a wide variety of 
3-D Navier-Stokes simulations on grids ranging from 2 
to 32 million grid cells and with 3 to 18 species is shown 
in Fig. 12.  Load balancing efficiency for all cases was 
between 97.7 and 99.9% and communications costs 
varied from 25% to 12%. The resulting scaling 
efficiencies are between 70% and 88% with the 
exception being 2 heavily loaded cases on the SGI 4700 
with un-optimized code at 55%.  The communications 
costs are directly attributable to the use of fully implicit 
integration, which requires communication of zonal 
boundary information after each inner-iteration of the 
Gauss-Seidel or Jacobi matrix solver.  Each speedup 
number is generated for an optimal decomposition of the 
computational domain for the given number of 
processors.  As is indicated, the speed-ups are linear 
through 1024 processors with drop-offs in efficiency 
occurring above 1280 processors.  As is typical with the 
domain decomposition model used by GASP for parallel 
execution, memory use decreases as the number of 
processors used increases, and is easily tuned to utilize 

the memory available on the execution nodes for the 
computational platform of interest. 

4. Summary 
The analysis performed here provides important 

information relevant to the simulation of high energy gas 
lasers.  The supersonic diffuser work clearly illustrates 
the challenge of simulating turbulent flows using 
statistical turbulence models.  While the low Re variant 
of the Wilcox turbulence model was found to be entirely 
inadequate for this type of analysis, even turbulence 
models such as the Menter SST and the Stress-Omega 
which were anticipated to provide superior performance 
were found to not capture the essential physics for the 
variety of operating conditions examined.  From this 
standpoint, higher order methods such as large eddy 
simulation (LES) or DNS may be necessary for these 
types of flows. 

The mixing nozzle simulations provide an initial 
examination of possible approaches for simulating power 
extraction in COILs.  Differences in the flow structure 
were found to exist comparing large and small time step 
approaches to simulation.  These differences, attributed 
to capture of fine scale flow structure associated with 
small time scales, resulted in differences in the 
prediction of laser gain and laser intensity in the 
simulation.  Future work will examine the impact of 
these predictions on the end product of laser power. 
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Figure 1.  Supersonic nozzle and diffuser experiment 
hardware simulated in this work.  The flow is from left 
to right with the nozzle plenum on the far left and the 
flange at the subsonic diffuser exit at the far right. 

 
 
 
 

 
Figure 3.  Mach number contours superimposed an 
isosurface of constant N2 mole fraction, tracing the flow 
from the injectors and illustrating the effect of the back 
pressure propagation upstream upon the core flow 
structure.  Note the disruption in the core flow that 
extends upstream of the supersonic diffuser entrance. 
 

 
Figure 2.  3-D isoview of the CAD layout for the 
experiment hardware.  Wetted surfaces were extracted 
from this drawing and imported into Gridgen for grid 
generation. 
 
 
 
 

 
Figure 4.  Close-up view of the injector region from Fig. 
3 highlighting the flow structure and the oblique shock 
pattern that arises in the supersonic region of the 
flowfield. 
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Figure 5.  Comparison of wall pressures from the 
experiment with those from the laminar, low Re k-ω, 
Menter SST, and Stress-Omega at the lateral centerline 
of the upper wall, with the back pressure at 14.7 torr. 
 

 
Figure 7.  Comparison of wall pressures from the 
experiment with those from the laminar, low Re k-ω, 
Menter SST, and Stress-Omega at the lateral centerline 
of the upper wall, with the back pressure at 26.4 torr. 

 
Figure 6.  Comparison of wall pressures from the 
experiment with those from the laminar, low Re k-ω, 
Menter SST, and Stress-Omega at the lateral centerline 
of the upper wall, with the back pressure at 22.8 torr. 
 

 
Figure 8.  Comparison of wall pressures from the 
experiment with those from the laminar, low Re k-ω, 
Menter SST, and Stress-Omega at the lateral centerline 
of the upper wall, with the back pressure at 29.5 torr. 
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Figure 9.  Comparison of the turbulent kinetic energy 
production to dissipation ratio predictions from the 
Stress-Omega and Menter SST simulations with a back 
pressure of 14.7 torr at a location just upstream of the 
start of the pressure rise. 
 
 
 

 
Figure 11.  Comparison of the turbulent kinetic energy 
production to dissipation ratio predictions from the 
Stress-Omega and Menter SST simulations with a back 
pressure of 14.7 torr at a location just downstream of the 
start of the pressure rise. 

 
Figure 10.  Comparison of the U momentum (ρ·u) 
prediction from the Stress-Omega and Menter SST 
simulations with a back pressure of 14.7 torr at a location 
just upstream of the start of the pressure rise. 
 
 
 

 
Figure 12.  Comparison of the U momentum (ρ·u) 
prediction from the Stress-Omega and Menter SST 
simulations with a back pressure of 14.7 torr at a location 
just downstream of the start of the pressure rise. 
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Figure 13.  Comparison of the turbulent kinetic energy 
production to dissipation ratio predictions from the 
Stress-Omega and Menter SST simulations with a back 
pressure of 14.7 torr at a location near the end of the 
pressure rise. 

 
Figure 15.  Comparison of the turbulent kinetic energy 
production to dissipation ratio predictions from the 
Stress-Omega and Menter SST simulations with a back 
pressure of 22.8 torr at a location just upstream of the 
start of the pressure rise. 

 
Figure 14.  Comparison of the U momentum (ρ·u) 
prediction from the Stress-Omega and Menter SST 
simulations with a back pressure of 14.7 torr at a location 
near the end of the pressure rise. 
 

 
Figure 16.  Comparison of the U momentum (ρ·u) 
prediction from the Stress-Omega and Menter SST 
simulations with a back pressure of 22.8 torr at a location 
just upstream of the start of the pressure rise. 
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Figure 17.  Comparison of the turbulent kinetic energy 
production to dissipation ratio predictions from the 
Stress-Omega and Menter SST simulations with a back 
pressure of 22.8 torr at a location just downstream of the 
start of the pressure rise. 

 
Figure 19.  Comparison of the turbulent kinetic energy 
production to dissipation ratio predictions from the 
Stress-Omega and Menter SST simulations with a back 
pressure of 22.8 torr at a location near the end of the 
pressure rise. 
 

 
Figure 18.  Comparison of the U momentum (ρ·u) 
prediction from the Stress-Omega and Menter SST 
simulations with a back pressure of 22.8 torr at a location 
just downstream of the start of the pressure rise. 

 
Figure 20.  Comparison of the U momentum (ρ·u) 
prediction from the Stress-Omega and Menter SST 
simulations with a back pressure of 22.8 torr at a location 
near the end of the pressure rise. 
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Figure 21.  Comparison of the turbulent kinetic energy 
production to dissipation ratio predictions from the 
Stress-Omega and Menter SST simulations with a back 
pressure of 26.4 torr at a location just upstream of the 
start of the pressure rise. 

 
 
 
 

 
Figure 23.  Comparison of the turbulent kinetic energy 
production to dissipation ratio predictions from the 
Stress-Omega and Menter SST simulations with a back 
pressure of 26.4 torr at a location just downstream of the 
start of the pressure rise. 

 
Figure 22.  Comparison of the U momentum (ρ·u) 
prediction from the Stress-Omega and Menter SST 
simulations with a back pressure of 26.4 torr at a location 
just upstream of the start of the pressure rise. 
 
 
 
 
 

 
Figure 24.  Comparison of the U momentum (ρ·u) 
prediction from the Stress-Omega and Menter SST 
simulations with a back pressure of 26.4 torr at a location 
just downstream of the start of the pressure rise. 
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Figure 25.  Comparison of the turbulent kinetic energy 
production to dissipation ratio predictions from the 
Stress-Omega and Menter SST simulations with a back 
pressure of 26.4 torr at a location near the end of the 
pressure rise. 

 
Figure 27.  Comparison of the turbulent kinetic energy 
production to dissipation ratio predictions from the 
Stress-Omega and Menter SST simulations with a back 
pressure of 29.5 torr at a location just upstream of the 
start of the pressure rise. 

 
Figure 26.  Comparison of the U momentum (ρ·u) 
prediction from the Stress-Omega and Menter SST 
simulations with a back pressure of 26.4 torr at a location 
near the end of the pressure rise. 
 

 
Figure 28.  Comparison of the U momentum (ρ·u) 
prediction from the Stress-Omega and Menter SST 
simulations with a back pressure of 29.5 torr at a location 
just upstream of the start of the pressure rise. 
 



13 

 
Figure 29.  Comparison of the turbulent kinetic energy 
production to dissipation ratio predictions from the 
Stress-Omega and Menter SST simulations with a back 
pressure of 29.5 torr at a location just downstream of the 
start of the pressure rise. 
 

 
Figure 31.  Comparison of the turbulent kinetic energy 
production to dissipation ratio predictions from the 
Stress-Omega and Menter SST simulations with a back 
pressure of 29.5 torr at a location near the end of the 
pressure rise. 

 
Figure 30.  Comparison of the U momentum (ρ·u) 
prediction from the Stress-Omega and Menter SST 
simulations with a back pressure of 29.5 torr at a location 
just downstream of the start of the pressure rise. 
 

 
Figure 32.  Comparison of the U momentum (ρ·u) 
prediction from the Stress-Omega and Menter SST 
simulations with a back pressure of 29.5 torr at a location 
near the end of the pressure rise. 



14 

 
Figure 33.  Laser gain and intensity from 3-D GASP 
simulation of a COIL mixing nozzle illustrating the 
connection between laser resonance and flow structure.  
Note that the flow structure directly influences the gain 
and the intensity. 
 
 
 
 

 
Figure 35.  Laser gain distribution from the 3-D GASP 
time accurate simulation of a COIL mixing nozzle using 
a time step of 1·10-8 sec.  Note the decrease in gain 
which occurs as the flow enters the laser cavity and 
power is extracted from the flow.  Also, compare the 
flow structure with that from Fig. 34. 
 

 
Figure 34.  Laser gain distribution from the 3-D GASP 
simulation of a COIL mixing nozzle using a time step of 
1·10-3 sec and time step limiting.  Note the decrease in 
gain which occurs as the flow enters the laser cavity and 
power is extracted from the flow.  Also, compare the 
flow structure with that from Fig. 35. 
 
 
 

 
Figure 36.  Laser intensity distribution from the 3-D 
GASP simulation of a COIL mixing nozzle using a time 
step of 1·10-3 sec and time step limiting.  Note how the 
intensity field corresponds with the gain distribution and 
flow structure in Fig. 34 and compare with the intensity 
in Fig. 37. 
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Figure 37.  Laser intensity distribution from the 3-D 
GASP time accurate simulation of a COIL mixing nozzle 
using a time step of 1·10-8 sec.  Note how the intensity 
field corresponds with the gain distribution and flow 
structure in Fig. 35 and compare with the intensity in 
Fig. 36. 

 
Figure 38.  Speedups for GASP on various platforms.  
Note that the XT3 data are for a simulation using 13 
species, thereby increasing the communications costs by 
a factor of 2.5 over a single gas simulation. 
 
 



DISTRIBUTION LIST 
 
 
DTIC/OCP 
8725 John J. Kingman Rd, Suite 0944  
Ft Belvoir, VA 22060-6218   1 cy 
 
AFRL/RVIL 
Kirtland AFB, NM 87117-5776  2 cys 
 
Official Record Copy 
AFRL/RDLC/Timothy J. Madden  2 cys 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

16 


