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Abstract

This report describes a study performed under AFOSR sponsorship, addressing the
investigation of mixing and fluid disintegration under supercritical turbulent flow conditions.
Because the study has been very fruitful and produccd a very large amount of information,
including major publications in referecd journals, this final report is in the form of an Executive
Summary succinctly describing the results, with particular emphasis on thc connection among the
publications or manuscripts which have not yet reachcd the print. The publications/manuscripts
are individually listed as Appendiccs, and attached to this report.
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EXECUTIVE SUMMARY

The highlights of thc results from publications and papers submittcd, as shown in
Appendices 1-4, as well as sevcral confcrence papers (not included) arc here summarized.

The objective of this study was to obtain a fundamental understanding of fucl
disintegration and mixing at supercritical pressure conditions (relative to thc fucl). At
supercritical pressures, fluids depart from the ubiquitous perfect gas and mixture idcality
situations prevailing at atmospheric pressurc; thc atmospheric-pressurc condition has
overwhelmingly been studied so far. Because according to the binary species combinations, a
spectrum of quantitative departures from perfcct gas and mixture 1deality is obtained, the present
study proposcd to Icverage against a program focused on onc species combination so as to more
completely address the different regimes, understand the interconnections between them, and
more fully undcrstand how to model gas turbines, liquid rockcts, and ramjets.

The goal of the present investigation was to propose Subgrid Scale (SGS) modcls for
performing Large Eddy Simulations of fluid disintegration and mixing under supercritical
pressure conditions. In our previous work, we had performed Direct Numerical Simulations
(DNS) of such flows and identified specific flow characteristics not encountcred under
atmospheric-pressure conditions. Thc DNS portrayed a three-dimensional (3D) mixing layer the
lower stream of which 1s initially composcd of pure heptane and the uppcr stream of which is
initially composed of pure nitrogen; thesc were denoted as HN runs. The free-stream pressurc
was 60 atm, the upper free-stream tempcraturc was 1000K and that of thc lower strcam was
600K. Other binary-species pairs that werc simulated werc oxygen/hydrogen (OH runs) and
oxygen/helium (OHe), both at 100 atm and for several frec-strcam temperatures of cach of thc
streams. A database DNS of eight simulations was thus crcated. The pcculiar behavior occurred
indcpendently of the binary-species pairs or other conditions of the calculations. This peculiarity
was thc cxistence of regions of high density-gradicnts magnitude (HDGM). These exist both in
the pre-transitional (Miller et al. (2001)) and transitional (Okong’o and Bellan (2002; Okong’o ct
al. (2002)) settings. At the transitional statc, thc HDGM rcgions resemble convoluted threads,
such as obscrved by Chehroudi and Talley (1999), Oschwald and Schik (1999), and Segal and
Polikhov (2008) at fully turbulent Reynolds numbers. The magnitudc of the density gradicnt in
the DNS at the transitional state was of same order as, or even inferior to, that detectcd
cxpcrimentally. Visualizations of the time sequencc lcading to transition showed that the HDGM
rcgions form due to two coupled processes: the convolution/distortion of the original density
boundary, and the mixing of the spccics. Because the HDGM regions impede the formation of
small scales, they arc the sitcs of the highest irrcversible cntropy production (Okong’o and
Bellan (2002; Okong’o et al. (2002)); the irreversible cntropy production is the dissipation, and it
is the quantity that SGS models must reproducc. That is, the maximum dissipation regions arc
locatcd in the HDGM regions. The cxistence of HDGM regions and their relationship to
dissipation is independcnt of the binary system of species. Moreover, since a budget of thc
dissipation at the transitional state showed that its largest contribution is from the species mass
flux -- i.e. what is called “the scalar dissipation”-- (Okong’o and Bellan (2002; Okong’o et al.
(2002)), the indication is that SGS modcling targcted at duplicating the viscous effccts, as it is
typical under subcritical conditions, is likely to be inappropriate under supercritical conditions.



A previously conducted a priori study (Sclle et al. 2007) cncompassing all DNS runs
confirmed the indications obtained from analysis of the database. In the a priori study, the DNS
equations were first filtered and the terms in the equations were ranked based on their
importance measured by the domain r.m.s. It turns out that whereas the usual SGS-flux terms
were indeed important, other tcrms which are usually negleeted in the LES equations were here
even more important than the SGS-flux terms. These were: (1) a term appearing in the
momentum equation that is the difference betwcen the gradient of the filtcred pressure and the
gradient of the pressure computed from the filtered flow field; this term was prominent for HN
runs and moderately important for the OHe run, but not for OH runs, and (2) a term appearing in
the energy conservation equation that is thc diffcrence between the divergence of the filtered
heat flux and the divergence of the heat flux eomputed from the filtered flow field; this term was
prominent for OH runs, moderately important for the OHe runs but not for HN runs. The
importanee of both of these terms is direetly traced, through the gradients, to the HDGM regions;
the fact that these regions are a feature of fully turbulent flows immediately implies that
modeling these terms will be of paramount importance for LES. Thus, in that paper we proposcd
models and performed a priori tests not only for thc SGS-flux terms but also for these additional
two terms. The model for the pressure-gradient difference term was bascd on a Taylor expansion
of the pressure, on computing the derivatives of this expansion using the real-gas equation of
state and on assuming that the filter is a projection which nulled the first-order term of the Taylor
expansion and allowed the model of the second-order term utilizing models for the variances that
wecre the same as for the SGS fluxes. The model proved very sueeessful for a LES grid whieh is
64 times volumetrically larger than the DNS grid, but deteriorated for a grid that was 512 times
volumetrieally larger than the DNS grid; this detcrioration is understandable given that Taylor
expansions are only valid in a small neighborhood of the reference loeation. Modeling of the
new term in the energy equation proved considerably more difficult (eompared to that in the
momentum cquation) as it is thc sum of three tcrms, cach being a gradient of onc of the
thermodynamic variables multiplied by a coeffieient that is function of the thermodynamic
variables. Whereas the coefficients could be very well modeled using Taylor expansion
eoncepts, the entire term was poorly rendered due to a lack of model for the filtered gradients.
The two issues of the desirability of having an even more accuratc model for the momentum
equation terms that eould possibly be valid for coarser LES grids, and that an appropriatc model
for the term in the energy equation remained to be addressed in a posteriori studies.

In a first a posteriori study (Appendix 1) eondueted for HN runs, the issue of the momentum
cquation term was addressed. An additional model for this term was proposed based on the first-
order Taylor expansion term, but without adding the seeond-order Taylor expansion term which
could not be easily modeled without the assumption of the filter being a projection, whieh nulled
the first-order term. LES eondueted with only SGS-flux models, and with SGS-flux models and
this additional modeled term were eompared with the filtered-and-eoarsened DNS, which is the
templatc that must be achieved. Several conclusions were drawn: (1) A LES using a model for
the additional term in the momentum equation is eonsiderably closer to the tcmplate compared to
a LES only using SGS-flux terms. (2) The model bascd on the first-order Taylor expansion term
was morc successful than that based on the second-order expansion term, which is
understandable since the former is a better approximation than the latter. Thesc conclusions werc
obtained with constant-coefficient SGS-flux models. Sinee among SGS-flux models the Scalc-
Similarity constant-eoefficient model was most suecessful in those tests, dynamie-coefficient



modeling was also pursued because they rely on the same concepts as scale-similarity models.
Not only were these dynamic-coefficient LES performed with single SGS-flux models, but we
also combined SGS-flux models into ‘mixed’ models to complement the best aspects of each
model. The dynamic models were also successful when used in conjunction with the model for
the new term in the momentum equation, although each of the dynamic models was best at
reproducing certain aspects of the flow field. We considered good predictions of the pressure as
being crucial since without them the velocity field would be incorrect, and also predictions of the
HDGM regions since they are instrumental to the flow devclopment and mixing. Studies of the
LES grid spacing impact and the choice of the initial conditions were also carried out.

In a second a posteriori study (Appendix 3) conducted for the OH DNS run having the
largest initial Reynolds number and the OHe run, the issue of the model for the new term in the
cnergy cquation was addressed. The a priori investigation was re-visited and it was realized that
one must focus on the reconstruction of the filtered gradients in the heat flux from the gradients
computed using the filtered flow field. Based on this realization, seven models for the new
energy cquation term were proposed. In all models, we used the approximate deconvolution
model (ADM) to capture the filtered temperature gradient, filtered mass fraction gradient and
filtered pressure gradient variation. It turns out that ADM is very successful at recovering the
new term in the energy equation, and one of these seven models was chosen to pursue the LES
study, based on its accuracy and computational cfficiency. The LES computations show that
there is a definite advantage in including the new term for recovering the heat flux in the systcm;
it is well known that recovery of the heat flux is of outmost importance for liquid rocket
propulsion, as documented by Tucker et al. 2008. Our results show that by using ADM we
recover the heat flux up to an irreducible error; the remaining error is simply due to the fact that
the flow field reconstruction is performed on the coarser (i.e. LES) grid compared to the DNS
one. Of note, LES conducted with no SGS-flux models but including a heat-flux-correction
model shows substantial improvements over the LES conducted without SGS-flux models and
no heat-flux-correction modcl meaning that this new SGS contribution introduces substantial
physical information into the simulation. With SGS-flux and heat-flux-correction models, the
LES yields a good approximation of thc filtercd DNS flow ficld for both OH and OHe runs. This
success with two diffcrent species systems having different equations of state and transport
properties illustrates the power of the concept and proposed models.

The success obtained with SGS models additional to the typical SGS-flux ones are
transformational for the LES field of study in that never before have LES been shown to
need other than SGS-flux models, and LES have never been conducted with other models
additional to those for the SGS fluxes. Moreover, this success bodes well for conducting
LES with coarse grids, such as needed for large geometries typical of liquid rocket engines.

Two additional supporting studics complete this investigation. In the first study (Appendix
2), we showed that by an appropriate non-dimensionalization of the dissipation (not to be
confused with the turbulent energy dissipation), it appears that in all fully turbulent flows the
scalar dissipation is the most important contributor to the dissipation. The dissipation has
contributions from three modes associated with viscous stresses, temperature-gradient and
species-mass-gradient effects. Non-dimensionalization of the dissipation and its contributions
revealed the essential mechanisms governing each of thc modes and their relative contributions



to the total dissipation. The viseous, temperature-gradient and speeies-mass-gradient dissipation
eontributions seale as O(Re'), O(Re'Pr'Ma?) and O(Ma?), respeetively; where Re is the

Reynolds number, Pr is the Prandtl number and Ma is the Mach number. As a result of this
sealing, for Reynolds number values in the fully turbulent flow regime, the speeies-mass-
gradient mode is predieted to dominate the other modes. Even for the transitional Reynolds
number values of the examined database, assessment of the DNS-seale domain-averaged
dissipation eonfirmed previous findings that out of the three modes of dissipation, the speeies-
mass dissipation is the main eontributor to the total dissipation. The results revealed that,
remarkably, the pereentage of speeies-mass by total dissipation is nearly invariant aeross speeies
systems and initial eonditions. This dominanee of the speeies-mass dissipation is due to the
HDGM regions populating the flow. The domain average being the result of both the loeal
values and the extent of the HDGM regions, the expeetations were that the response to filtering
will vary with these flow eharacteristies. All filtering was performed in the dissipation range of
thc Kolmogorov spectrum, at filter sizes from four to sixteen times the DNS grid spaecing. The
small-seale (subgrid-seale, SGS) dissipation was found by subtracting the filtered-field
dissipation from the DNS-field dissipation. In contrast to the DNS dissipation, the SGS
dissipation is not neeessarily positive; negative values indicate backseatter. Backseatter was
shown to be spatially widespread in all modes of dissipation and in the total dissipation (25% to
60% of the domain). The maximum magnitude of the negative subgrid-seale dissipation was as
mueh as 17% of the maximum positive subgrid-seale dissipation, indieating that not only is
baekseatter spatially wide spread in these flows, but it is eonsiderable in magnitude and thus
cannot be ignored for the purpose of LES modcling. With inereased filter size, there is only a
modest deecrease in the spatial extent of backseatter. The implieation is that even at large LES
grid spacings, the issue of backscatter and related SGS-flux modeling deeisions are unavoidable.
As a fraetion of the total dissipation, the small-seale dissipation is between 10% and 30% of the
total dissipation for a filter size that is four times the DNS grid spaeing, with all OH eases
bunched at 10% and the HN eases spanning 24%-30%. A secale similarity was found in that the
domain-average proportion of each small-seale dissipation mode with respeet to the total small-
seale dissipation is very similar to equivalent results at the DNS seale. With inereasing filter size,
the proportion of the small-seale dissipation in the dissipation inereases substantially, although
not quite proportionally. When the filter size inereases by four fold, 52% for all OH runs and
70% for HN runs of the dissipation is eontained in the subgrid-seale portion with virtually no
dependence on the initial conditions of the DNS. The indieations from the dissipation analysis
are that modeling efforts in LES of thermodynamieally supereritieal flows should be foeused
primarily on mass-flux effeets, with temperature and viseous effects being secondary although
by no means negligible; this confirmed the preliminary findings from our previous studies.

In a seeond supporting study (Appendix 4), we condueted an investigation into the eorreet
form of the LES equations for multicomponent atmospherie-pressure flows. The eommon trend
with the supereritieal study is the neeessity, expressed by the a priori study, of ineluding in the
LES equations additional SGS terms than the usual SGS fluxes. As the number of speeies
inereases in a system, the strueture of the flow beecomes finer grained and therefore the modeling
diffieulty inereases. We have here shown, both for single-phase and two-phase flow with phase
ehange, that these additional terms ean dominate SGS modeling requirements.



Thus, it is clear that the activity performed under this study has far-reaching
implications and proposes solutions for the practicality of LES in real applications.
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A posteriori study using a DNS database
describing fluid disintegration and binary-species
mixing under supercritical pressure: heptane
and nitrogen
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first published online 9 February 2010)

A large eddy simulation (LES) a posteriori study is conducted for a temporal mixing
layer which initially contains different species in the lower and upper streams and
in which the initial pressure is larger than the critical pressure of either species.
A vorticity perturbation, initially imposed, promotes roll-up and a double pairing
of four initial spanwise vortices to reach a transitional state. The LES equations
consist of the differential conservation equations coupled with a real-gas equation of
state, and the equations utilize transport properties depending on the thermodynamic
variables. Unlike all LES models to date, the differential equations contain, additional
to the subgrid-scale (SGS) fluxes, a new SGS term denoted a ‘pressure correction’ (p
correction) in the momentum equation. This additional term results from filtering the
Navier—Stokes equations and represents the gradient of the difference between the
filtered p and p computed from the filtered flow field. A previous a priori analysis,
using a direct numerical simulation (DNS) database for the same configuration,
found this term to be of leading order in the momentum equation, a fact traced to
the existence of regions of high density-gradient magnitude that populated the entire
flow; in that study, the appropriateness of several SGS-flux models was assessed, and
a model for the p-correction term was proposed.

In the present study, the constant-coefficient SGS-flux models of the a priori
investigation are tested a posteriori in LES devoid of, or including, the SGS p-
correction term. A new p-correction model, different from that of the a priori study,
is used, and the results of the two p-correction models are compared. The results
reveal that the former is less computationally intensive and more accurate than
the latter in reproducing global and structural features of the flow. The constant-
coefticient SGS-flux models encompass the Smagorinsky (SMC) model, in conjunction
with the Yoshizawa (YO) model for the trace, the gradient (GRC) model and the
scale similarity (SSC) models, all exercised with the a priori study constant-coefficient
values calibrated at the transitional state. Further, dynamic SGS-flux model LESs are
performed with the p correction included in all cases. The dynamic models are the
Smagorinsky (SMD) model, in conjunction with the YO model, the gradient (GRD)
model and ‘mixed’ models using SMD in combination with GRC or SSC utilized
with their theoretical coefficient values. The LES comparison is performed with the
filtered-and-coarsened DNS (FC-DNS) which represents an ideal LES solution. The
constant-coefficient models including the p correction (SMCP, GRCP and SSCP)

+ Email address for correspondence: josette.bellan@jpl.nasa.gov



212 E. S. Taskinoglu and J. Bellan

are substantially superior to those devoid of it; the SSCP model produces the best
agreement with the FC-DNS template. For duplicating the local flow structure, the
predictive superiority of the dynamic mixed models is demonstrated over the SMD
model; however, even better predictions in capturing vortical features are obtained
with the GRD model. The GRD predictions improve when LES is initiated at a time
past the initial range in which the p-correction term rivals in magnitude the leading-
order term in the momentum equation. Finally, the ability of the LES to predict the
FC-DNS irreversible entropy production is assessed. It is shown that the SSCP model
is the best at recovering the domain-averaged irreversible entropy production. The
sensitivity of the predictions to the initial conditions and grid size is also investigated.

1. Introduction

Counterflow motion of different species and species mixing at pressures initially
higher than the critical pressure p. of either fluid has peculiarities not encountered
in atmospheric-pressure mixing. Specifically, transcritical-condition experimental
observations using jets of various chemical species have identified structures termed
‘fingers’, or ‘comb-like’, extending from one of the streams; these structures have
an increasingly gaseous appearance with increasing pressure p (Mayer er al. 1996,
1998; Chehroudi, Talley & Coy 1999: Oschwald & Schik 1999; Oschwald et al.
1999; Segal & Polikhov 2008). All these experiments were performed in the Reynolds
number Re regime 0(10%) to O(10°). No three-dimensional simulations currently
exist that can recover the distinctive features of these p = p,. flows in this Re number
regime. This is because of the following reasons: (i) Reynolds-averaged Navier-
Stokes simulations are completely inadequate for reproducing the time-dependent
strong inhomogeneities observed in these flows. (ii) Direct numerical simulation
(DNS) is not routinely feasible for such large Reynolds numbers because of its high
computational expense. (iii) Large eddy simulation (LES) is a promising methodology
for supercritical-p flows, but so far it has been utilized for p = p. flows with models
developed for incompressible or atmospheric-p compressible situations (Oefelein &
Yang 1998; Zong et al. 2004; Oefelein 2005) in which the flow peculiarities discussed
above do not exist. Extending current LES models to p > p. flows is a necessity if
one wishes to simulate gas turbine, diesel or liquid rocket engines in which mixing of
species — a precursor to ignition and combustion — occurs at p > p. (for mixtures,
p. and the critical temperature 7, depend on the composition (Hirshfelder, Curtis &
Bird 1964; Prausnitz, Lichtenthaler & de Azevedo 1986)).

Although DNS is not suitable for practical applications at fully turbulent Re
values, it may provide information leading to a thorough understanding of the flow
at transitional Re values, thus enabling LES model development. Such DNSs were
performed for a temporal mixing layer by Miller, Harstad & Bellan (2001) and
Okong’o & Bellan (2002b, 2003) using real-gas equations of state (EOSs) for non-
ideal mixtures in conjunction with realistic transport properties and thermal diffusion
(Soret and Dufour) effects. The results showed that one of the most prominent
aspects of p > p,. flows is the existence of regions of high density-gradient magnitude
(HDGM), akin to those seen in the experiments. These HDGM regions were found in
both pre-transitional (Miller er al. 2001) and transitional (Okong’o & Bellan 20025b;
Okong’o, Harstad & Bellan 2002) temporal mixing layers and were shown to arise
from the combined effect of the distortion of the initial density boundary and of
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mixing (Okong’'o & Bellan 2002b, 2004b). It is this filamentary morphology that
we call fluid disintegration. Scrutiny of the HDGM composition showed that the
HDGM fluid is a mixture of the heavy and light fluids; this situation is very different
from that under atmospheric p, where the equivalent of the HDGM regions contains
exclusively the heavy fluid, as during atomization.

Further, in an a priori analysis of the DNS database (Selle et al. 2007), it was found
that the utilization of a real-gas EOS (Harstad & Bellan 2000; Okong’o & Bellan
2002b) results in the strictly atmospheric-p LES equations being no longer valid, as
new significant terms arise from the filtering of the conservation equations. These
terms are directly associated with the HDGM regions observed in both simulations
and experiments, meaning that the validity of the novel terms extends to Re values
higher than those of the transitional databases. The new terms originated from
subgrid-scale (SGS) effects and thus required modelling, being conceptually but not
mathematically similar to the well-known SGS fluxes. We call these new SGS models
‘corrections’ because they stemmed from the usual ‘LES assumptions’ — that the
difference between a filtered quantity and the same quantity computed from the
filtered flow field is negligible with respect to other terms in the equation - not being
satisfied. Two such terms were identified — for the p gradient and the divergence of the
heat flux. The p correction was shown to be necessary for the heptane—nitrogen (HN,
C,Hs—N,) system which exhibited strong departures from perfect gas and species
ideality, whereas the heat-flux correction term for this species system was negligible.
The required heat-flux correction was substantial for the oxygen—hydrogen (OH, O,-
H,) system, but the p-correction term was negligible; for this species system, the
departures from perfect gas and mixture non-ideality are negligible. That a correction
is necessary even for small departures from perfect gas and mixture ideality can be
understood given the strong nonlinearity of the real-gas EOS, meaning that even slight
real-gas or non-ideal mixture behaviour may impart considerable departures from
the atmospheric-p LES equations; this is the nature of nonlinearity. For the oxygen-—
helium (OHe, O,-He) system, which has modest departures from perfect gas and small
departures from mixture non-ideality, the situation was intermediate between the HN
and OH systems. Both p-correction and heat-flux correction models were based on
Taylor expansion concepts (Selle et al. 2007). In the a priori analysis, SGS-flux models
were also evaluated for the typical SGS fluxes (stresses, heat and species mass). The
SGS-flux models evaluated were the Smagorinsky (SM) model (Smagorinksy 1963,
1993), the scale-similarity (SS) model (Bardina, Ferziger & Reynolds 1980) and the
gradient (GR) model (Clark, Ferziger & Reynolds 1979). It was concluded that the
SM model is inadequate to represent the SGS fluxes, whereas both the SS and the GR
model captured the functional form of the SGS fluxes. The poor performance of the
SM model was observed despite it being used in conjunction with the well-performing
Yoshizawa (YO Yoshizawa 1986) model for the SGS-stress trace.

Whereas the a priori analysis is only concerned with the behaviour of the small
turbulent scales, what ultimately matters in LES is the ability of the model to
reproduce the interaction among all scales. This interaction is here investigated in an
a posteriori study in which the a priori developed models, as well as other models,
are tested in LES, and the results are compared with the DNS database for the HN
system (the OH system is relegated to a future study). However, an unprocessed DNS
database is not the proper template for comparison with LES. The proper template
is the filtered-and-coarsened (FC) DNS: filtered to remove the small scales that are
not computed in LES and coarsened to reduce the number of nodes from DNS to
those of LES. Thus, the FC-DNS field can be considered as a sample of the DNS
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field and a generally ideal, unachievable, LES template. Following the presentation
in § 2 of the LES governing equations, the databases are summarized in §3. The LES
initial and boundary conditions are presented in §4, and the numerical methodology
is described in §5. In §6, we first address the effectiveness of a p-correction model
by comparing two sets of LES that are identical in all respects, except that one
set excludes and the other includes the p correction. The p-correction model is
in the same spirit but different from that tested a priori (Selle et al. 2007), and
thus its utilization can be considered as a general assessment of the p-correction
concept. Having established the necessity of the p correction, the attention is turned
to dynamic-coefficient SGS-flux models combined with a p-correction model: we
first examine there the influence of the type of p-correction model, after which we
compare dynamic-coefficient LESs that use the same p-correction model. Completing
the physical picture, the replication in LES of the irreversible entropy production,
which is the dissipation (not to be confused with the turbulent kinetic energy. or
TKE, dissipation), is addressed. Considerations on initial conditions (ICs) are made
in Appendix A, and an inquiry on grid size is presented in Appendix B. All above
evaluations are performed using one realization of the DNS database. To assess the
general validity of the results, further evaluations are performed for other realizations
in the HN database, and for brevity, only some of the pertinent results are presented
in Appendix C. Conclusions and a short discussion of future studies are offered
in§7.

2. LES governing equations

The LES equations were derived by Selle et al. (2007) from the conservation
equations by spatial filtering. The filtering operation is defined as

Vix) = /V Y()G(x — y)dy, @)

where G is the filter function and V is the filtering volume; G has the property that
for a spatially invariant function, the filtered function is identical to the unfiltered
one. For compressnble flows, Favre filtering is used, defined as ¥ = ,01///,0 where p is
the density. The variance of two quantities ¢ and 6 is defined as #(g, f)=¢0 —3 6
or 9(7,9) = ¢b — 38, depending on the filtering. The governing equations are
written for the conservative variables ¢ = {p, pu;, pe,, pY,} rather than the primitive
variables ¥/(¢) = {u;, p, Xo, T}, where u; is the velocity component in the x;-direction
spatial coordinate, e, is the total energy, T is the temperature, and Y, and X, are the
mass fraction and mole fraction of species «.

2.1. LES differential equations

The LES differential equations, obtained under the assumption that filtering and
differentiation commute (the top-hat filter is used here for which the operations
commute except near boundaries), are for the HN mixture (Selle et al. 2007):

9p | opi;
ar ' dx; =

PTij v p@)—p(d)]. (2.3

(2.2)

ot 0x; ox; ox; 0x;
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35, " dp&ii;  dp (¢) it _ quk; () 3 doi; (¢) il 0 (P¢) — 3 (piit;)

at ax; ax; ax; dx; g > ax;
(2.4)

ap¥, op¥.i;  Bjui(F) B8 _
=— — ——(PNj)s 25
ot * 0x; 0x; ax,-(p" i) <)
where the SGS fluxes are
N

T = 17(17:','17,')- {i= ﬁ(fh i), Naj= 19(7(:,7,') with Z”aj =0, (2.6)

a=l

and the additional SGS term modelled a priori by Selle et al. (2007) is V[p(¢)— p(¢)].
In (2.2)-(2.5), ¢ is the time; o is the viscous stress tensor; g, 1s the Irwing-Kirkwood
(denoted by the subscript /1K) heat flux (Sarman & Evans 1992); ¢ = ¢, — ek 1s the
internal energy; ex = u;u;/2 is the kinetic energy; N is the number of species; and
J o 1s the species-mass flux of species «. Furthermore,

N N
Y=l Boiy=0 2.7)
a=1 a=1

Here, the Einstein summation is used for roman indices (i, j, k) but not for Greek
indices (a, B). The thermodynamic variables are functions of the LES flow field ¢:

e=e(@®), p=p(®). Y=Y@), T=T(p), h=h($), (28)

where p, T and the enthalpy h = e + p/p are computed from the EOS. Likewise, the
fluxes are functions of ¢:

0ij = 0ij (5)’ Jaj = Jaj @» qikj = 4qik;j (5) (2.9)
For a Newtonian fluid,
du;  du; 20uy 1 [0u; Ou;
= — 4+ L 28}, Si==(—+—), 3
% 'u'(ax_,—l_ ax,- 33xk J) S" 2 (3x,~+ 8x,-> (210)

where p is the viscosity and S;; is the rate-of-strain tensor.

The species-mass and heat fluxes originate in the fluctuation—dissipation theory (see
Keizer 1987), which is consistent with non-equilibrium thermodynamics, converges
to kinetic theory in the low-p limit and relates fluxes and forces from first principles.
For a binary-species system (light species 1, heavy species 2), the species-mass and
heat fluxes, including the Soret and Dufour effects (Harstad & Bellan 2000), are

J2(¥) = By(¥)VY2 (@) + Br(Y)VT (@) + Br(¥)Vp (¢). (2.11)
q,x(F) = Cy(Y)VY2 (¢) + Cr(V)VT (¢) + Cp(¥)Vp (9). (2.12)
where ¥ = ¥(¢4) and functionally
By = —pDap, Cpimp DR T —, (2.13)
nym;
Br = —apgY) ng, Cr=—4—pDa;xagkR, L Y1, (214)
T mpms,
By Pt Cr = —pDayx AY, Ys. (2.15)
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Species m (g mol™) T. (K) p.(MPa)
N, 28.013 126.3 3.399
C;Hy, 100.205 540.2 2.74

TABLE 1. Pure species properties.

In (2.13)~(2.15),

1 mom
= o, 2.16
R, T m ( )

= Lﬂ_iav , O= La(mh)_ia(mh) , (2.17)
my 93X, my 89X,

alny,
Xy

Qpg = COrg — Qp,  Qp

QDEl-l-Xa

: (2.18)

where 4 is the thermal conductivity with lim,_o 4 = Axr as discussed in Harstad &
Bellan (2000); the subscript KT denotes the kinetic theory; R, is the universal gas
constant; m is the mixture molar mass; and v is the molar volume with v = m/p. For
species «, m, is the molar mass, X, = mY,/m, and y, is the fugacity. Furthermore,
a;x is the IK form of the thermal diffusion factor; agx is the Bearman-Kirkwood
{denoted by the subscript BK) form of the thermal diffusion factor: D is the binary
diffusion coefficient; and «ap is the mass diffusion factor.

The models for the unclosed terms in (2.2)~(2.5), namely 7, ¢;, 7,; and V[p(¢) —
p(#)], for the HN mixture are described in §2.4.1.

2.2. Equation of state

The pressure is calculated from the well-known Peng—Robinson (PR) EOS, given T
and the PR molar volume (vpg), as

= RuT Qap
i (vPR _bm) (U£R+2b,,,va—b,2"),

(2.19)

where a,, and b, are functions of T and X,, the mathematical forms of which
are given in detail in Miller et al. (2001) and Okong'o er al. (2002). At high p,
the vpr value may differ significantly from that of v (Prausnitz et al. 1986), but
this difference is negligible for the HN system (Harstad, Miller & Bellan 1997). All
thermodynamic quantities, including ap, h, C, = (3h/8T), x and the speed of sound
(ay), are calculated from the EOS using standard thermodynamic relations (Miller
et al. 2001; Okong'o & Bellan 2002b; Okong’o et al. 2002). The implementation of
the EOS to calculate p and T from p, e and Y, uses an energy fit (Okong’o & Bellan
2002b) for the HN mixture. The pure species properties are listed in table 1.

2.3. Transport coefficients

The viscosity, the Schmidt number (S¢c = u/(pap D)) and the Prandtl number (Pr =
uC,/(mi)) were calculated from high-pressure single-species transport properties
using mixing rules, as in Harstad & Bellan (1998). The calculated values were
correlated, as summarized in table 2, and these correlations are then used to compute
the transport properties u, D and /. The relationship between azx and a;x stated in
(2.16) means that either one can be specified, and the other can then be calculated.



A posteriori study of mixing layers at supercritical pressure 217

Transport property Model

= pup(T/TR)" n=07

Sc = p/(papD) 1.5-Y,
Pr=puC,/(mi) 0.55¢/ exp(—1.5Y,)
2973 0.1

TaBLE 2. Transport properties for binary mixtures: Tg = (T, + T2)/2, T in Kelvin; o,k is from
Harstad & Bellan (2000). The functional fits are valid over the T range of 500-1100 K and
the p range of 40-80 atm.

2.4. SGS models
2.4.1. SGS-flux models

Three categories of models are here employed for SGS fluxes (t;;, 14, ¢;), namely
constant-coefticient models, dynamic models and dynamic mixed models.

The constant-coefficient SGS models considered are the Smagorinsky (SMC;
Smagorinksy 1963, 1993), the gradient (GRC; Clark et al. 1979) and the scale-
similarity models (SSC; Bardina et al. 1980).

The SMC model is based on the gradient-diffusion (eddy-viscosity) concept. As
such it does not lend itself to computing variances in general. The SGS fluxes in (2.6)
are

T s b2 - 1 a’vm
Do 1) = ~CsuB2S (B) 322, Yo #u, (2.20)
j
with 7;; modelled in trace-free form as
1 sy e 1 -
L §Tkk3ij =—CsuB’S(9) |S;; (¢) — ;Skk (6) 8], (2.21)

where S%(¢) = S;;(¢)S:;(#). The YO (Yoshizawa 1986) model for 7y is
Tek = Cy()AZS2 ((z) f (222)

The GRC model, derived from a Taylor series expansion (Okong’o & Bellan 2004a).
is
~ o~ O O
O6r(Ym ¥,) = CorA’ Vs —w—"
ax; oxy
(Note that &(ii,. i) = 114, s, ity) = 129, Hil3, U3) = T33.) Theoretically, Cgr 1
proportional to the moments of inertia of the filtering volume; for a cubic top-hat
filter Cgr = 1/12 (Okong’o & Bellan 2004q).
The SSC model, which postulates similarity between the SGS and the small resolved
scale, is (Bardina et al. 1980)

B55(Fms Fn) = Css (Tmbn — n¥n): (224)

(2.23)

where the overhat (7) denotes (unweighted) filtering at the test-filter level A. The
test-filter width considered is A/A = 2, as is generally recommended. While scale
similarity would imply that Css = 1, the actual value is filter-width dependent (Clark
et al. 1979; Liu, Meneveau & Katz 1994; Pruett, Sochacki & Adams 2001; Okong'o &
Bellan 2004a).
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For transient flows with strong inhomogeneities, constant-coefficient models may
not be accurate enough. An increase in accuracy may be expected from a solution
in which the coefficients are computed using the LES solution through dynamic
modelling. The premise of dynamic modelling is that a scale similarity exists, and
thus the SGS behaviour may be deduced from that of the small resolved scales. A test
ﬁlter is introduced, A, such that A > A, and through the action of double filtering,

A a field with scales larger than the resolved field is generated. Here A is the effective
filter width, not actually used for filtering, that corresponds to filtering at A followed
by filtering at A and the value of which depends on_ the filter type. For the top-hat
ﬁlter used here for both the grid and the test filter, A s optimally approximated by
A = A2+ A? (Vreman, Geurts & Kuerten 1997). The essence of dynamic modelling
is to relate the grid-level SGS flux and the test-level SGS flux to the test-level resolved
flux. For any quantity ¢, such as h, Y. or i;, the grid-level and test-level SGS fluxes

associated with the velocity ii; are denoted as ¥ ;(¢) and J;(¢), respectively, and are
defined as

0i(p) = ou; — <7>z7,, (2.25)
T; (9) = 0,@) = gu; — B, (2.26)

where 9;(u;) = v, 9;(Yy) = n; and 9;(h) = ¢;. The test-level resolved flux L; is
computed through the Germano identity (Germano et al. 1991). For compressible
flows, L; takes the form (Moin et al. 1991)

=  —= pPpil;

Li(9) =pT; — p¥ = i, — —= (2.27)
P

where ’17 = ﬁ/ﬁ In the above equation, ¥;(¢) can be modelled using the generic
model coeflicient C(g) as

9; (¢) = Clo)u; (¢, A), (2.28)
where 1(¢, A) is associated with the filter width A and the velocity i ;. In a similar

fashion, 7, can be modelled as 1 ;(@, A), associated with A and the velocity 5,-. 1f
C(g) is assumed to be constant within the test filter, then the left-hand side of (2.27)
can be calculated in terms of C(yp) as

L;(¢) = C(@)M(9) = Cl@) i, (@) — pre; (). (2.29)

Here, the SGS-flux model, i;, can be chosen to be any of the mathematical forms
given in (2.20}—(2.24), excluding the model coefficient.

Despite the observation in the a priori study (Selle et al. 2007) that the SSC and
GRC models have much better correlations with the SGS fluxes than does the SMC
model, we still investigate the predictive abilities of the SM model not only in its
constant-coefficient or dynamic form but also as the underlying model for ‘mixed’
models (Speziale et al. 1988 ; Zang, Street & Koseff 1993; Vreman, Geurts & Kuerten
1996b). Typically, in mixed models, the SM model is used with the addition of
similarity-based models. The popular belief is that while the SM model provides the
necessary dissipation to keep the simulation numerically stable, the similarity-based
models contribute the structural details lacking in the SM model. However, this is
not the reason that mixed models are used here, as explained in §6.2, because our
computations have no numerical stability issues.
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In the present dynamic mixed-model calculations, the SM model is used in
combination with either the gradient model (MGRD) or the scale-similarity model
(MSSD). The dynamic mixed model follows the approach of Vreman et al. (1997):
the coefficient of the SM model is dynamically calculated, and those of the similarity-
based models are kept constant at their theoretical value.

For dynamic mixed models, (2.29) becomes

Li(¢) = Hi() + C(p)M(¢), (2.30)

with Hj(p) = (f)ﬁj(a) — pY(¢)), and ¥; is computed using the theoretical values
Cgr = 1/12 and Cs5 = 1 for the GR and SS models, respectively (Okong’o & Bellan
2004a). Following Lilly (1992), we use a least squares method to minimize the error
in computing the coefficient from an overdetermined equation set, which yields the
coefficients

(Lj (@) — H; (9)M; ()
(M; () M; (9))

(((L; (@) — H; (@M (¢)))
C e
o G ((M; () M; (9)))
(2.31)

where, for the present mixing-layer configuration, () denotes averaging over
homogeneous (x, x3) planes, while (()) denotes averaging over the entire domain.
For the SM model, the summation over repeated indices in (2.31) is over three
quantities for the SGS-stress diagonal terms and over three quantities for the SGS-
stress off-diagonal terms. Unlike for the SM model, the summation for the GR model
is over six quantities for the SGS-stress terms. For all dynamic models, both ¢; and n;
are found by summation over the three components. (The use of dimensional variables
in the present formulation necessitates the separate computation of the coefficient
for each type of SGS flux.) The simulations are performed with a multi-coefficient
formulation, where there is a different coefficient for each type of flux according to

C(r)=C.. C(5)=C.. C(n;)=C, (2.32)

For the SM-based models, there are two different coefficients associated with the
anisotropic and the isotropic part of the stress tensor as

C (Tijimj) = Cras C (Tijinj) = Crx. (2.33)

The dynamic coefficient values replacing those of the constant coefficients are
computed as follows:

(a) For the dynamic SM (SMD) model, u; is computed from (2.20)+2.22), and
Hj =] 0

(b) For the dynamic mixed GR (MGRD) model, u; is computed from (2.20)-(2.22),
and ¥; in H; is computed from (2.23) using Cgz = 1/12.

(¢) For the dynamic mixed SS (MSSD) model, u; is computed from (2.20)-(2.22),
and ¥; in H; is computed from (2.24) using Css = 1.

(d) For the dynamic GR (GRD) model, u; is computed from (2.23), and H; = 0.

Culy)=

2.4.2. Pressure correction

To model V[p(¢) — p(¢)], Selle et al. (2007) have expanded the EOS (2.19) in a
Taylor series around the reference state ¢, obtaining

T

— = ¥p =

a¢m ¢=$

(¢m _¢_m) (¢n _E) + h.o.t.
(2.34)
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The developed model was under the verified assumptlon that (¢ — @) is small (at
= 4Axpys and A = 8Axpns) and under the non-rigorous assumptions that

p(®)=r(®), (2.35)
that (dp/d¢m)4s-5 and (azp/(a¢,"a¢"))¢q; can be removed from the filtering operation
and that the filter is a projection which implies that (@,, — ¢,.) = 0. all of which led to

S 1 9%p 1 d%p
(@) =p(8) +3, =3 .50 ¢_$(¢m¢n Gn bn) = o B

R
(2.36)

where m and n index the components of vectors ¢ and ¥ and § is the second-
order approximation in the LES assumption for the pressure. Extensive and tedious
mathematics permitted the computation of (azp/(a¢,"a¢"))¢=$ from the knowledge
of (3°p/(3,,0¥,))y—y» where ¥'(¢) = {u;, v, Xa, T}, through the PR EOS. The
quantities ¥(@, ¢,) in (2.36) are not inherent SGS models, as they do not appear
directly as a result of equation filtering but rather as the result of the chosen p-
correction model. Consistent with other variance models, #(¢,,, ¢,) were modelled
using one of the SGS-flux models described in §2.4.1. The results showed excellent
success at a filter size A = 4Axpys, where the DNS grid spacing was uniform with
Axy ~ Axy ~ Ax; and Axpys = max{Ax;}; however, a model deterioration was
evident at A = 8Axpys. Because the assumption that ‘(¢ — ¢) is small’ is justified
even at A = 8Axpys, this deterioration is attributed to two consequences of the
assumption that the filter is a projection: (i) the nulling of the first-order term in the
Taylor expansion and (ii) the approximation of the differences in the second-order
term using SGS-flux models for the variances.

The present approach for modelling [p(¢) — p(4)] is different from that developed
by Selle et al. (2007) because the wish is to improve the chances of success at
higher filter size than A = 4Axpys. Indeed, for LES to be computationally beneficial
with respect to DNS, the minimum Ax;ps = 2Axpys (a factor of eight increase
in the computational volume). Since it has been recommended that a minimum
A = 2Ax;ps = 4Axpys should be chosen in order to ensure that the SGS term is
larger than numerical errors (Ghosal 1996; Chow & Moin 2003), this implies that
A = 4Axpys is the minimum acceptable filter value. Realistically, it is more desirable
to have Ax;ps = 4Axpys, which would mean an increase by a factor of 64 in the
computational volume for LES compared with DNS, implying that a more realistic
value of the filter size is A = 2Ax;gs = 8Axpys. the value for which the model of
Selle et al. (2007) for the second-order Taylor expansion term showed deteriorating
results. This situation motivated the development of a new p-correction model.

Thus, we no longer assume here that the filter is a projection, although we still
assume that (3p/d¢n),_g can be removed from the filtering operation, being a constant
in the filtering volume, as it is evaluated at its centre node. Thus, the model is now

P@ = @)+ 5| (=) (237)

The quantity @, is the LES solution and ¢,, is computed by filtering the LES solution.
The idea behind using the first-order Taylor series term is that it inherently is a more
accurate approximation of [p(¢) — p(#)] than the second-order term only. Thus, we
now rely uniquely on the first-order term of the Taylor expansion, as the second-order
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term is not easily modelled without the assumption of the filter being a projection,
which nulls the first-order term. Results using the first-order p correction (FOC) for
the LES described in §6 are compared in §6.2.1 with results using the second-order
p correction (SOC) at same ICs. Otherwise, when a p-correction model is used, all
LESs in §6 employ the FOC [p(¢) — p(¢)] model.

The model of (2.37) was implemented in (2.3) by computing

— e = — e d A
V(@) + V(P @) - p (#) = V(p@) =V [p @+ 5| (0~ %)} . (238)

st

where p(¢) is the p value computed in LES.

3. Description of the DNS database

The DNS database consists of supercritical temporal mixing-layer simulations of
a two species (N = 2) HN (heptane, subscript h: nitrogen, subscript #) mixture.
Because the DNSs described in Okong’o & Bellan (2002b) and analysed a priori by
Selle et al. (2007) were performed on a previous computer platform which has now
been superseded by a faster supercomputer, the same DNS code used by Okong'o &
Bellan (2002b) was used to re-create the database on the current supercomputer
to enable CPU-time comparisons with the LES. The newly obtained DNS results
were carefully compared with the previous ones (Okong'o & Bellan 2002b) to ensure
agreement within machine accuracy.

A detailed description of the DNS methodology has been given by Miller et al.
(2001) and Okong’o & Bellan (2002b). The DNS differential equations combined with
the EOS described in §2.2, using the transport coefficient models presented in § 2.3,
were numerically solved using a fourth-order explicit Runge-Kutta time integration
and a sixth-order compact scheme with eighth-order filter for spatial derivatives
(Kennedy & Carpenter 1994); the filtering (applied at interior points only) is required
to maintain numerical stability for long-time integrations, but since it acts only on
the shortest waves that can be resolved on the grid, it does not act as a turbulence
model allowing under-resolved computations. The computations were parallelized
using three-dimensional domain decomposition and message passing and an efficient
parallel tridiagonal solver (Muller & Scheerer 1991).

The configuration is that of a temporally developing mixing layer, as depicted in
figure 1, which shows the definition of the streamwise (x;), cross-stream (x,) and
spanwise (x3) coordinates. Species 1 and 2 initially reside in the upper and the lower
stream, respectively. The layer is not symmetric in extent in the x, direction, to
accommodate the larger layer growth in the lighter fluid side. The free-stream density
(p1 or p,) is calculated for each pure species at its free-stream temperature (7; or
T>) and at the initial uniform pressure (pg). The vorticity thickness is defined as
8,(t) = AUo/(3{u1)/0x2)max> Where AUy = Uy — U, is the velocity difference across the
layer; U, and U, were chosen with the intent of keeping the ultimate vortex stationary
in the computational domain (Papamoschou & Roshko 1988; Miller er al. 2001); the
specification of the convective Mach number (see table 3) Mo determines AUy. Given
the initial streamwise velocity profile «; based on U; and Us, (3{u1)/3x3)max and hence
8,0 = 6,(0) are calculated. The initial momentum ratio |p;U,|/|o1Ui| ~ 5 and the
initial momentum flux ratio (p,U2)/(p1U}) = 2.2. The specified value of the initial
flow Reynolds number Rey = (1/2)(p1 + 02)AUyb, 0/t r, chosen so as to enable the
resolution of all relevant length scales, is then used to calculate pg, which scales u.
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Run Rey ifduo LixLyxLiy(m®) N xNyxNy Ax(10°m) Ren, 1t CPU (h)
HN5S00 500 729 0.200x0.232x0.120 240x288 x144 8.36 1250 155 371
HN600 600 7.29 0.200x0.232x0.120 288x336x176 6.97 1452 135 667
HNR800 800 4.57 0.125x0.148x0.075 240x272x144 5.23 1258 100 356

TaBLE 3. Listing of the DNS realizations and associated resolution; L; is the size of the
domain in the x; direction, in metres. For all layers, L1=44), 8,0=6.859x1073 m, F»p=0.1
and F3p=0.05. Moreover, pg = 60 atm, 7 = 1000 K, 7> = 600 K and p/p; = 12.88, with
M. 0=0.40. The subscript 7 denotes the transitional time. The CPU time is an estimate, based
on an aggregate over parallel processors on an SGI Altix 3000 system and represents the time
used to reach the DNS transitional time.

Ficure 1. The C7H4-N; mixing-layer configuration.

The grid spacing is approximately inversely proportional to Reg, suggested by the
relationship //nx ~ Re** (Tennekes & Lumley 1989), where / is the integral scale
and ng is the Kolmogorov scale.

The simulations are started with error-function profiles for the mean streamwise
velocity, mass fraction and temperature, upon which are imposed spanwise and
streamwise vorticity perturbations (Moser & Rogers 1991, 1993) of strengths F>p and
Fip respectively, whose streamwise (4;) and spanwise (43) wavelengths are 4,=CS$,
and A3=0.64,, where C=7.29 is the most unstable wavelength for incompressible flow.
For the simulations reported here, listed in table 3, another value of C obtained
from stability analyses (Okong’o & Bellan 2003) was also used: C = 4.57 for the
shortest (estimated) unstable wavelength. The grid is chosen for all simulations so
as to accommodate four wavelengths in the streamwise and spanwise directions, and
the evolution of the layer is meant to encompass roll-up and two pairings of the four
initial spanwise vortices into an ultimate vortex.

The boundary conditions are periodic in the x; and x; directions and of outflow
type for real gas in the x, direction, as derived by Okong’o & Bellan (2002a). The
outflow-type conditions are essential to maintain numerical stability, since the initial
perturbation causes large p waves that must be allowed out of the domain with
minimal reflection.
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The database used for the a priori analysis is summarized in table 3, including the
transitional time ¢, = t,AUy/é,0 and the value of the momentum-thickness-based
Reynolds number Re,, = Reyd, /5,0 at transition, where

L 4001} = (o] (o) = (o), ] 5
x.min 5 : (31)
((,Dll l)xz.max - (pu 1 ).\‘z.min)

with X2 e = L2/2, X2.min = —L>/2 (Okong’o & Bellan 2002b) and ¢, is the time at
which the one-dimensional velocity-fluctuation-based energy spectra become smooth,
except for the forcing frequency. The goal of the LES is to reproduce the features of
the FC-DNS, with special attention to the HDGM regions which populate the entire
mixing layer. Their significance has been discussed by Miller et al. (2001) and Bellan
(2006): the effect of the HDGM regions is to redistribute turbulent energy from the
normal direction to the tangential direction, as found in the experiments of Hannoun,
Fernando & List (1988) at sharp density boundaries. Unless one can capture this local
aspect of the flow, it is very unlikely that mixing and combustion could be faithfully
simulated in gas turbine, diesel or liquid rocket engines. For thinner HDGM regions,
the corresponding LES may require higher resolution relative to DNS (ie. less grid
coarsening, smaller A/Axpys and Ax;gs/Axpys) than LES with thicker HDGM
regions, since the appropriate Ax;gs depends on the gradients of the filtered flow
field.

8 =

4. LES initial and boundary conditions

In a posteriori LES studies, the choice of the ICs is distinct from that for LES
of practical flows in which comparison is performed with experimental data. In the
present study in which LES will be compared with DNS results, it is natural to think
that the simulations should start with the same ICs. However, a function well resolved
on a DNS grid cannot be represented with the same accuracy on an LES grid, which is
coarser. Additionally, filtering results in loss of information. Since the LES equations
are obtained from the original conservation equations through filtering, it is also
natural to assume that filtering the DNS ICs should be the first step (e.g. Vreman
et al. 1997; Geurts & Frohlich 2002; Leboissetier, Okong’o & Bellan 2005), followed
by grid coarsening to retain only those nodes that will be used in LES. This is indeed
the approach typically followed, and it has been adopted here as well; this is what we
call the FC-DNS. Another approach is to compute analytically prescribed ICs on the
LES grid, followed by filtering. If so, there are two choices in filtering: one could filter
using all DNS points (as in the FC-DNS) or only using the LES grid; we call the
latter choice a coarsened-and-filtered (CF) DNS database. Although the same filter
is used in both cases, application of the numerical filter over the coarse grid yields
slightly different ICs than those over the fine grid; and this small difference affects
the solution. It turns out that this CF-DNS choice of ICs yields LES results that are
closer to the FC-DNS during the layer development (including transition) than the
LES using the FC-DNS ICs is with respect to the FC-DNS during the entire layer
evolution. The reason that both solutions are compared with the FC-DNS is that
the LES template is the filtered DNS solution, which is unique irrespective of LES
considerations (e.g. the LES ICs). The CF-DNS results are presented in Appendix A.
An alternate way to conduct LES is to provide ICs at a t* > 0 DNS time station
rather than at 1" = 0 (e.g. Geurts & Frohlich 2002). The advantage of initiating
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LES at a r* > 0 DNS time station is that one may choose t* to be past all large
transients associated with the p evolution from the IC, a choice which dramatically
improves the agreement between the LES and the FC-DNS. Two such examples are
provided: one for constant-coefficient models in Appendix A (where some a priori
tabulated results that identify the time station at which the p-correction term begins
to no longer rival the leading-order term in the momentum equation are also shown)
and another for dynamic models in §6.2. However, under typical circumstances, this
t* > 0 information is unknown, and for this reason, t” = 0 of the DNS is generally
chosen as the LES IC.

The boundary conditions are periodic in the x; and x; homogeneous directions and
non-reflective in the x, direction similar to that of DNS. The non-reflective boundary
conditions, which were developed on the equivalent Euler equations (Okong'o &
Bellan 2002a), do not explicitly involve the p-correction term (when operative). In
these boundary conditions, p is that computed in LES, which, according to the SGS
model, may or may not contain the p correction.

5. LES numerical methodology

The numerical method is essentially the same as in DNS (see §3) so as to ensure
that differences between LES and DNS are overwhelmingly due to the SGS models
rather than the numerics. The LES grid must be fine enough to represent the mean
initial profiles, and to resolve the large eddies, and coarse enough to necessitate SGS
modelling and to show increase in computational efficiency. In this study, the choice
is Ax;ps = 4Axpys. This choice of grid resolution is justified by the energy spectra
and by LES comparisons with the FC-DNS and with an LES devoid of SGS model,
called the No Model case (see §6.1). It is noteworthy that although the mathematical
form of the equations for the No Model case is identical to the unfiltered equations,
the meaning of the dependent variables is different, since the No Model computed
solution is that of the filtered equations; the meaning of the variables is important
when one wishes to compare simulation results with experimental data. Thus, even
for the No Model case, the scientific target is to reproduce the FC-DNS; because
of the identical form of the equations, one may consider the No Model case to be
an under-resolved DNS, depending on the viewpoint of interest, and then it should
be compared with the coarsened DNS. To study the influence of the grid size, an
LES study with a finer grid (Ax;gs = 2Axpys) is performed with and without SGS
model (Appendix B). The LES using an SGS model and performed on this finer grid
is shown to basically be numerically equivalent to an under-resolved DNS, although
here also the meaning of the dependent variables is not the same as in DNS. This
equivalence indicates that an LES on a grid finer than Ax;gs = 4Axpys does not
require SGS modelling,

The grid and test filters have a cubic top-hat mathematical form (for which the
filtered value is simply the integrated value over the filter width), being the only one
consistent with easy interpretation of results when using a finite-difference scheme.
The spatial discretization is the same sixth-order accurate compact scheme used in the
DNS, and time integration is performed using a fourth-order explicit Runge-Kutta
scheme. The A width is a compromise between retaining the maximum amount of
information in the resolved scales and minimizing the discretization-error influences.
In order to limit numerical errors, A /Ax; gs must be chosen according to the accuracy
of the space discretization scheme, irrespective of the grid resolution. For a sixth-order
Padé scheme, this ratio must be A > 2Ax;gs (Ghosal 1996; Chow & Moin 2003),
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and the present choice is A = 2Ax;gs, meaning that the smallest resolved eddy is
represented by at least two grid points.

Time stability is ensured by applying an explicit high-order filter to the conservative
variables in each spatial direction. Since the role of this filter is to remove any
unphysical high-wavenumber information from the solution before it contaminates
the lower-wavenumber scales (Kennedy & Carpenter 1994), it is sometimes advisable
to use filtering at every time step of the time integration. For the well-resolved DNS
grid, the frequency of the high-order filtering is not expected to alter the solution. For
LES devoid of an SGS model, since the LES grid resolution is only sufficient to resolve
the large scales, it is expected that the selected filtering frequency affects the solution.
Preliminary two-dimensional and three-dimensional numerical experiments with the
No Model LES using various filter orders and filtering frequencies and decreasing
grid resolution showed that when applying the filter more often, the results diverged
from the filtered DNS. (The fact that the No Model solution is obtainable indicates
that to a certain extent, this high-order filter may act like an implicit SGS model.)
Thus, in LES we applied the filtering with the largest allowable time window, every
two time steps (any larger period results in noise build-up in p and dilatation fields).
Moreover, unlike in DNS, the filtering is performed over the entire domain including
the points at and close to the non-periodic boundaries, and the order of the filter
is increased to 12 in the interior with sixth-order boundary closures. Finally, the
Courant-Friedrichs-Levy (CFL) number was adjusted to 0.85 from the unity DNS
value, in order to apply filtering with a large time window.

The filtering frequency was investigated by exploring its dependence on the SGS
model. When an SGS model is employed, the maximum allowable filtering frequency
increases and is larger for some SGS models than for others. As the filtering frequency
increases, the numerical dissipation associated with it decreases. Basically, the choice
of the filtering frequency is a compromise between ensuring that the overwhelming
amount of information is retained in the solution and allowing the computation to
proceed for long enough times. For sake of consistency, the same filtering frequency
was used in all LES runs.

6. Results

Throughout the presented results, we distinguish between the solution of the LES
equations (2.2)—(2.5) and (2.19), which is the conservative variable vector ¢;gs, with
the equivalent primitive variable vector ¥, gs = V(¢ s ) and the ideal (but presumably
unachievable) LES solution represented by ¢ computed from the FC-DNS and the
corresponding vector ¥ = ¥ (¢). As stated in §1, ¢ g5 will be here compared to ¢
at the LES grid nodes. We first inquire in §6.1 into the performance of constant-
coefficient SGS-flux models and also evaluate the effect of the FOC model (2.37) by
using HN60O as the baseline study. Then, we transcend in § 6.2 the constant-coefficient
LES conducted with a p correction by performing LES with dynamic-coefficient SGS-
flux models combined with a p-correction model. At this juncture, we first assess the
performance of the p-correction type model by comparing the SOC model (2.36)
with the FOC model (2.37) and choose the best of these two models for all other
LESs. Finally, the extent to which the FC-DNS irreversible entropy production is
recovered in LES is addressed in §6.3. The stringent goal here is to obtain in LES
both spatial and temporal equivalence with the FC-DNS. Clearly, if the interest is
only in statistical equivalence (Pope 2004), then a larger set of models than the ones
recommended for reaching our stringent requirements would be available to the user.
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SGS Model
Run SGS-flux model Pressure correction CPU hours
SMC SMC; (2.20) and (2.22) None 3
GRC GRC; (2.23) None 3
SSC SSC; (2.24) None 16
SMCP SMC; (2.20) and (2.22) Included; (2.37) 9
GRCP GRC:(2.23) Included; (2.37) 10
SSCP SSC; (2.24) Included: (2.37) 22
No Model None None 3
DNS None None 667

TABLE 4. The name convention and time requirements to reach r* = 135 for the LES and DNS
runs for HN600. For all LES cases, the grid is 72 x 84 x 44. CPU hours are an estimate:
aggregate over parallel processors on an SGI Altix 3000 system.

6.1. Constant-coefficient LES and effect of the pressure correction

The SMC, GRC and SSC models are here used in LES with the calibrated coefficient
values for A/Axpys = 8 obtained from the corresponding DNS at the transitional
time (see Selle er al. 2007) r* = 135 as follows:

Csy = 0.0579 and Cyo =0.2471, SMC, (6.1)
Cor = 0.1193, GRC, (6.2)
Css = 0.5770 for A = 2A, SSC. (6.3)

To investigate the effect of the p correction, LESs are conducted first without and
then with the FOC model. Hence, there are six SGS-flux-including LES runs analysed.
The results are compared with both the FC-DNS results and the No Model LES. The
comparison with the latter is as important as with the former, since it provides insight
into the necessity of an SGS model. The comparisons involve the timewise evolution
of important global quantities, as well as the rendition of selected flow-variable spatial
distribution at the DNS transitional time. Table 4 lists the name convention used for
HN600 LES runs and compares the computational time requirements of LES cases
and DNS to reach the time station of the DNS transitional state.

6.1.1. Evolution of the global quantities

Figure 2 displays the time evolution of §,,/5,.0, the resolved kinetic energy Ex =
({p(u;u;/2))), the domain-averaged positive spanwise vorticity ((@])) and the domain-
averaged enstrophy ((w;w;)) for LES runs along with the FC-DNS as the ideal LES
and for the DNS run; §,,/8,, 0, presented in figure 2(a), shows the mixing-layer growth,
which is essentially the same for the DNS and the FC-DNS. Several regions of varying
slopes are identified. The first region is the roll-up period epitomizing laminar growth
and lasting up to r” = 25. What follows is a region culminating with the the first
pairing at t* = 50 and a further increase with a higher §,/8,0 rate indicating a
faster growth because of turbulent mixing. A second pairing eventually occurs, after
which the layer transitions to turbulence and eventually the mixing-layer growth slows
down. All LESs, except for SMC and SMCP, agree well with the FC-DNS before the
first pairing; this is to be expected, considering that turbulence is relatively subdued
before the first pairing. After the first pairing, GRC, SMC and SMCP LESs predict
a much thinner layer than the template; the p correction does not seem here effective
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FIGURE 2. Time evolution of non-dimensional global quantities for HN60O: (a) 8, /8.,.0, (b)
Ek/Eq, (¢) ({07 ))8w,0/AUp and (d) ((w;w;))(80.0/ AUp)* for DNS, FC-DNS and LES listed in
table 4; Ey = 452.076 kJ is the initial total energy in the domain.

in mitigating the deficiencies of the SMC model. However, the p-correction model
does delay the vortex breakdown in the GRC LES, and the GRCP is an improvement
over the GRC, but even the GRCP model cannot fully recover from this discrepancy
with the FC-DNS. Clearly, the SSC and SSCP LESs have the best agreement with
the FC-DNS data. The comparison with the solution shows that none of the SMC,
SMCP, GRC or GRCP models is an asset in the prediction of §,,/8,.0; only SSC and
SSCP overperform the No Model LES.

The time evolution of Ex/E, is displayed in figure 2(b). Filtering removes the
SGS kinetic energy and results in a downshift for the FC-DNS compared with the
DNS. However, the difference in kinetic energy between filtered and unfiltered DNS
is small, being less than 3 %, with the maximum occurring at the DNS transition.
The No Model case falls between the DNS and the FC-DNS and is considerably
superior to either SMC or SMCP, both of which widely deviate from the FC-DNS
template. The SMC model’s characteristic dissipative nature overpredicts the energy
decay at the early stages of the simulation and hinders turbulence development; thus,
not having enough small scale structures, SMC underpredicts the energy decay after
the first pairing. When supplemented with the p correction, the GRC model improves
its performance, and after 1 = 80 it exhibits better agreement with the FC-DNS
compared with the No Model case. Similar to the §,/8, findings, both SSC and
SSCP produce the best agreement with the FC-DNS, indicating that the amount of
dissipation added with this model is adequate until 1~ = 80. After " = 80, GRCP
overperforms all other models.
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Figure 2(c) illustrates ((w7))8,.0/AUo. which, being initially null, measures the
resolved small-scale activity; this activity experiences a sudden increase after
roll-up. Filtering removes the smallest structures and thus considerably reduces
((w7))8s.0/AUy as clearly seen in figure 2(c). Understandably, the No Model
simulation displays much larger values than the FC-DNS target solution, since
the small structures are not subject to dissipative effects through SGS-flux models in
that simulation, resulting in ((w7))8,.0/AU, being overpredicted. On the other hand,
both SMC and SMCP underpredict ((w7))8,,0/ AUy owing to their dissipative nature.
The GRC model erroneously produces vorticity very early in the simulation, even
before roll-up is finished, and eventually exhibits an earlier vorticity decay compared
with the FC-DNS. To a certain extent, GRCP is an improvement of GRC, since the
p correction delays the vorticity decay. The best agreement is obtained with SSC and
SSCP, consistent with the §, /58,0 and Ex findings.

Enstrophy is a measure of stretching and tilting effects, both of which instigate
vorticity production. Plots of {{w;w;))(8,.0/AUs)? in figure 2(d) display results similar
to {{®}))8,0/AUo. The best and worst overall agreements are obtained with the
SSC or SSCP and the SMC or SMCP models, respectively, and the performance
of GRC is considerably improved by the addition of the p correction included in
GRCP.

Despite the fact that the No Model LES has better agreement with the DNS for
these global measures than any of the other models, as already stated, from the LES
viewpoint, the No Model target is the FC-DNS, not the DNS, and it is obvious that
this simulation fails the most among all LESs in reaching the FC-DNS template,
CPU times for all runs are listed in table 4 showing that all LESs have considerably
reduced CPU times, boding well for LES utilization in practical applications. The No
Model CPU time is similar to the smallest CPU time obtained with LES including
only SGS-flux models. Finally, the SGS model embodied in the p correction either
adds less than 40% of CPU time (SSCP model versus SSC model) or increases
the CPU time by factors of 2.7 (SMC versus SMCP) to 3.3 (GRC versus GRCP).
However, even with the p correction, the CPU time is at a minimum a factor of 30
and at the maximum almost two orders of magnitude smaller than that for DNS,
while the p-correction model improves the LES results considerably.

A global quantitative evaluation of the LES accuracy in predicting temporally
mean values compared with the template FC-DNS can be obtained by defining, for
any quantity of interest ¥, relative errors

{=

- ZH,: [((Wres(n))) — ((wF(DNS(’I»)l‘ (64]

Z:: [{((rcons (1))

/ " ([(res (0)) — (Freows ()] di
gr9 = 22 (6.5)

/ol'[((‘l’rcows(f)))]zd’

computed according to the L1 and L2 norms (e.g. Meyer, Geurts & Baelmans
2003), where 1, represents the time at which the solution has been outputted. Both
&1.w and &, can account for any deviations between each LES and the FC-DNS.
Since 8,/8,.0. Ex/Eo, ((0))8u0/AUs and ({w;w;))(8,.0/AU,)* are already domain-
averaged quantities, they already represent ((¥)). Listed in table 5 are £, values
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m/8w.0 Ex/Eo (@3 )éwo/BUs  ({wii))(8u0/AUs)
Run E1w E1w 1w .0 1w E2v 1w &9
SMC 304 345 30 40 775 760 573 612
SMCP 299 341 30 41 767 755 570 608
GRC 200 253 13 16 444 400 249 317
GRCP 110 136 10 12 281 259 49 69
SSC 35 34 9 13 163 164 102 144
SSCP 37 36 9 12 169 180 94 130
No Model 64 73 11 12 1015 889 521 586

TaBLE 5. Computed errors (in x 1073) for LES with respect to the FC-DNS for different
constant-coefficient SGS models according to (6.4) and (6.5).

for all constant-coefficient models and the No Model LES. Among ¢y and &4 for
the four quantities, errors associated with Ex/E, decay are smallest, while those for
{(@3))8,.0/ AUy are the most prominent, followed by ((w;;))(8,.0/AUs)*. The fact
that both norms predict similar relative ordering of model accuracy is encouraging
in terms of evaluating the models’ capability. For both &,y and &,y the minimum
error in ((w7))8,.0/ AUy is for the SSC and SSCP models (for the SSC model, the p
correction does not seem beneficial for this quantity) followed by the GRCP model,
whereas the largest error is for the No Model LES, followed by SMC and SMCP. For
{{wiw;))(8,.0/ AUp)?, both g1y and &,y indicate that the minimum error is for GRCP
(which is considerably smaller than for GRC), followed by SSCP, while the largest
error is for SMC followed by SMCP. With the exception of ((w}))8,.0/ AU, for all
other global quantities, £,y and &, are larger for SMC and SMCP than for the No
Model case, casting great doubts about the SMC and SMCP predictive capabilities
for these temporally mean values. The p-correction model seems most effective for
the GR model for which it reduces errors for {(w}))8,.0/ AUy by approximately 40 %
and by as much as approximately a factor of five for {{w;w;))}(8,.0/AUp)*

6.1.2. Flow visualizations

To better understand the impact of the SGS models in reproducing the FC-DNS we
turn to flow visualizations at ¢* = 135. Although many dependent variables could be
plotted, we focus here for obvious reasons on the vortical aspect of the flow, on |Vp|
because it directly influences the turbulence distribution in the flow field (Hannoun
et al. 1988), on p because of its strong nonlinear relationship to other thermodynamic
variables through the EOS and because a deficient p field implies inaccuracies in the
velocity field through the momentum equation and on Y, because its distribution is a
manifestation of mixing.

Figure 3 illustrates w3é,.0/AUp for all LESs. The No Model simulation displays
more small-scale structures than can possibly be resolved on such a coarse grid,
and the vortex strength is comparable to the FC-DNS data. The SMC and SMCP
simulations show that the size of the large-scale vortex is well captured, but the
vortex completely lacks small-scale structure. The GRC simulation has the thinnest
layer among all LESs and also the weakest vorticity. The p correction, included in
GRCP, restores some of the physics, as it enlarges the layer thickness and strengthens
the vorticity intensity. The SSC simulation, especially after the p-correction addition
embedded in SSCP, has the best agreement with the FC-DNS, although it predicts
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FIGURE 3. Spanwise vorticity w3, 0/AUp for HN60O at ¢, of the DNS (+* = 135) in the
between-the-braid plane (x3/L; = 0.06): (a) FC-DNS; (b) No Model: (¢) SMC: (d) SMCP;
(¢) GRC; (f) GRCP; (g) SSC: (h) SSCP. The solid lines denote positive values, and the dotted
lines represent negative values. There are 12 contour levels ranging between —0.7 and 0.5.
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FiGure 4. Comparison of |Vp| in kg m™* (first column), p/po (second column) and ¥, (third
column) for HN60O at ¢, of the DNS (¢° = 135) in the between-the-braid plane (x3/L; = 0.06)
for (a, b, ¢) FC-DNS, (d, e, /) SMC, (g, h, i) GRC and (j, k, I) SSC (SMC, GRC and SSC are
devoid of the p correction).

an excessively large vortex size, a decreased structure and diminished vortical
strength.

Figures 4 and 5 depict the |Vp|, p/po and Y, contour plots from the FC-DNS
(figures 4a—4c) and all LESs at ¢* = 135. The SMC model predicts well the large-scale
behaviour but entirely lacks small structures, as indicated by smooth features seen in
the contours of all |[Vp|, p/po and ¥, (figures 4d-4f). Lacking the resolved small-scale
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FiGURE 5. Comparison of |Vp| in kg m™ (first column), p/po (second column}) and ¥, (third
column) for HN60O at ¢;. of the DNS (¢* = 135) in the between-the-braid plane (x3/L; = 0.06)
for (a. b, ¢) No Modcl, (d, e, /) SMCP, (g. h, i) GRCP and (j, k&, /) SSCP (SMCP, GRCP and
SSCP include the p correction).

structure, it is not surprising that SMC captures to a certain extent the p/p, field,
since it is precisely the presence of the small scales that necessitated the p correction.
Because of the SM highly dissipative nature, the addition of the p correction (SMCP
results in figures 5d—5f) does not significantly improve the predictive ability of SMC,
although it does add some more realistic features to p/py. The GRC model exhibits
considerably more small structures than SMC in both |Vp| and Y, contours (figures 4g
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FIGURE 6. Energy spectra of u; for HN600 at r* = 135: (a, b) without p correction and (¢, d)
with p correction; (a, ¢) streamwise and (b, d) spanwise. Energy in m? s~2,

and 4i), but its p/po field (figure 4h) does not resemble at all that of the FC-DNS
and in particular relatively misplaces the regions of low and high p/py. Adding the
p correction improves considerably the solution (GRCP results in figures S5g—5i), in
particular by having a correct relative placement of low- and high-p/p, regions, but
deficiencies are still apparent. The second best results are obtained with the SSC
model (figures 4j-41), and the best solution is that of SSCP (figures 5j-5!/) in that it
captures substantial, although not all, the FC-DNS distinctive features of |Vp|, p/po
and Y, but smoothes them out. Finally, the No Model simulation (figures Sa—5¢)
captures the |Vp| location to a reasonable extent but overpredicts its magnitude and
captures p/po less well than it does |Vp|.

6.1.3. One-dimensional spectra of the streamwise velocity

Figure 6 displays the spanwise and streamwise energy spectra E(k) of u; at 1™ = 135.
The plots show that the wavenumber range which must be resolved in LES is smaller
than that of the DNS, as expected, since filtering removes the higher wavenumbers
and reduces the energy content of the highest resolved wavenumber.

The streamwise spectra in figures 6(a) and 6(c) show that the No Model simulation
has higher energy content than the FC-DNS throughout the spectrum because of
excessive small-scale activity. The SMC model is the only one producing slightly
higher energy content at the lowest wavenumbers and exhibiting lower energy for
most of the spectrum, implying both inaccuracy at the large scales and lack of resolved
small-scale activity. The GRC model deviates from the FC-DNS at all scales, with
the exception of the smallest resolved scales. The SSC model reproduces reasonably
well the streamwise spectral energy at the large scales. With the addition of the
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p.correction, there is an obvious improvement only for the GR model. The GRCP
spectra agree well with those of FC-DNS, except for the largest resolved wavenumber
at which they predict slightly more energy in small scales than the FC-DNS.

The striking feature of the spanwise spectra in figures 6(b) and 6(d) are the peaks
exhibited by both SMC and SMCP, indicating that neither simulation has achieved
transition at the DNS transitional time, in contrast to all other LESs. (The peak seen
in the FC-DNS curve at k = 4 is attributed to spanwise forcing.) This information
is consistent with the error analysis of §6.1.1. The large-scale energy in SMC and
SMCP is considerably smaller than in the FC-DNS, which is attributed to the models’
dissipative nature. In contrast, GRC and GRCP show excess large-scale energy (more
in GRCP) compared with the FC-DNS, with the opposite for SSC and SSCP. These
findings are consistent with the results of figure 2, identifying vortical activity earlier
in GRC and GRCP than in the FC-DNS.

6.2. Dynamic-model LES with pressure correction

The constant-coefficient LES study revealed that at one extreme is the SMC model,
which displays unrealistically smooth contours but in which the central low-p-
magnitude region does appear, albeit devoid of the correct FC-DNS structure. At
the other extreme is the GRC model, which predicts small-scale structures (although
the spatial distributions are only modestly reproducing the FC-DNS) but in which
the computed p field is unlike that of the FC-DNS and where particularly the
relative placement of low- and high-p/po regions is incorrect. The SSC model is more
successful at duplicating both the small-scale structure and the p/p, field. Basically.
with the exception of SSC, the other SGS-flux models can modestly predict either |V p|
or the p field but not both. Accepting a poor rendition of |Vp| is not an option, since
the HDGM regions strongly affect turbulence distribution by damping perpendicular
modes and transmitting energy in the tangential direction (Hannoun er al. 1988).
Furthermore, unlike in perfect-gas flows, here the thermodynamic variables are related
through a strongly nonlinear EOS, and thus a small deviation in one of them from
the FC-DNS can induce considerable deviations in the others, meaning that a poor
rendition of the p field is not acceptable either; additionally, small inaccuracies in the p
field induce large inaccuracies in the velocity field. Addition of the p-correction model
mostly improves the GR model among similarity-based models, which is attributed
to the fact that the model is precisely based on computing gradients, a computation
that the p correction is meant to improve. The SS model also benefits from the p
correction which introduces features more closely resembling that of the FC-DNS.
The SM model is so dissipative that the small-scale structure introduced by the p
correction is of little effect. Because the SSC and SSCP models show the best promise,
the indication is that dynamic SGS-flux models, which inherently rely on the scale-
similarity assumption, may be able to perform better than the constant-coeflicient
models.

Since the beneficial effect of a p-correction model has been established in §6.1,
all dynamic-coefficient LES include this additional SGS model. To evaluate the
effectiveness of the FOC model versus the SOC model, LES are first conducted to
this effect. The results identify FOC as being best, and thus the remaining LES are
conducted with this model. The runs are listed in table 6, and all, with the exception
of one, use Cy(¢) of (2.31) with the multi-coefficient model of (2.32). These runs are
performed with the SMD, the MGRD or the MSSD model of (2.30) or with the
GRD model for which the computation is initialized either at t* = 0 (GRDA-ICO0) or
at 1* = 25 (GRDA-IC25) to avoid the initial transients which produce problematic
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SGS Model
Run SGS-flux model Pressure correction CPU hours
SMD SMD with Cy(g) of (2.31) Included: (2.37) 19
MGRD-NPC MGRD with Cy(g) of (2.31) None I5
MGRD-FOC MGRD with Cy(g) of (2.31) Included: (2.37) 20
MGRD-SOC MGRD with Cy(g) of (2.31) Included: (2.36) 22
MSSD MSSD with Cy(g) of (2.31) Included: (2.37) 45
GRDA-ICO GRD with Cyl(e) of (2.31) Included; (2.37) 22
GRDA-IC25 GRD with Cy{g) of (2.31) Included; (2.37) I8
GRDV GRD wilh Cp{g) of (2.31) Included; (2.37) 20

TaBLE 6. The name convention and tim¢ requirements to reach t* = 135 for the LES runs
using dynamic modelling for HN600. For all LES cases, the grid is 72 x 84 x44. CPU hours
are an estimate: aggregate over parallel processors on an SGI Altix 3000 system.

SGS-flux coefficients, as discussed below. Therefore, not only are we comparing the
performance of SGS models, but we are also assessing strategies on how they can best
be used in conjunction with other aspects of the computation. The mixed models’
motivation is not here the typical one in which the SM model is combined with
either the GR or the SS model as a means to provide numerical stability to the
computation; numerical stability is not a problem in the present LES, as shown by
the ability to perform LES with the GRD model alone. Rather, the mixed models are
here explored as a means of combining the attribute of the SM model to produce a
good, although overstated, approximation of the p field with the feature of the GR
or SS model to produce an understated p field but a good approximation of the Vp
field, which is lacking in the SM models. The idea is that a combination of SM and
GR or SS may have the ultimate desirable characteristics of the FC-DNS; it is well
known that transitional flows have substantial backscatter, and the 1" = 135 state
may not be predictable without the backscatter capability of the GR or SS model.
The only model in which Cp(¢) (i.e. domain-averaged coefficients) of (2.31) was used
is GRDV, and the motivation is, as for GRDA-IC2S, the mitigation of some large
SGS-flux coefficients produced in homogeneous planes during the initial p transients.
In all dynamic models, A = 2A. The dynamic-coefficient models are evaluated in
similar manner as the constant-coefficient models, that is to say by comparing them
with the FC-DNS in terms of the global quantities, the important quantities |Vp|,
p/po and Y, and the spectra.

Because the HN600 simulation is distinctive among the DNSs in table 3, in that it
has the most prominent small-scale structure, it is instructive to inquire whether the
performance of LES models examined so far extends to the FC-DNS obtained for
other realizations. This topic is addressed in Appendix C.

6.2.1. Assessment of the first-order versus the second-order p-correction model

The SOC model for p is subject to the assumption of (2.35) and is described by (2.36)
in which (8%p/(3¢md¢a))s-7 is computed from the knowledge of (8% p/(8¥,,0¥,)),—y
through the PR EOS as described by Selle et al. (2007) and where quantities 9(¢,,
¢,) are modelled using the GRD SGS-flux model described in §2.4.1. The model is
implemented in the code by computing in the momentum equation

_ e P N
V(p(@)+V(p ()= p(8)=V(p(g) =V [P (@5 e 54,

(s E)] . (66)
=6
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FiIGURe 7. Time evolution of non-dimensional global quantities for HN600: (a) 8,,/8..0, (b)

Ek/Eq, (¢) {{0]))8u.0/ AUp and (d) {{w;wi))(8,.0/ AUo)* for the no p correction (MGRD-NPC),
first-order p correcion (MGRD-FOC) and second-order p correction (MGRD-SOC); Ej is
the initial total energy in the domain.

The global-quantity results are presented in figure 7 for the LES conducted, as an
example, with the MGRD model for the SGS fluxes and either with no p correction
(NPC) or with FOC or SOC. The resolution is the same for all LESs, particularly
A = 8Axpns, which is the filter size at which Selle et al. (2007) found deterioration
of the SOC model, as explained in §2.4.2. Results depicted in figure 7 show that
compared with the FOC, the SOC model is slightly inferior in duplicating §,, /8.0
and Egx/E, of the FC-DNS, seems somewhat inferior in reproducing the vortical
features of the flow embedded in ((w}))d,.0/AU, and is clearly inferior in reproducing
{{w;@;))(8..0/ AUp)?; more quantitative conclusions using &,y and €,y are presented
in table 7 and discussed in conjunction with similar results for the other dynamic
models in §6.2.2. Compared with the LES exercised with the MGRD model but
NPC, both LESs with the p-correction model show better predictive capabilities.
Flow visualizations presented in §6.2.3 reinforce these conclusions. Therefore, the
FOC model will be used for all other LESs below.

6.2.2. Evolution of the global quantities

Figure 8 displays the time evolution of §8,/8,0, Ex/Eo, ({w7))8s0/AUy and
{{w;@;))(80.0/AUy)* for the FC-DNS data and for all LESs performed with SGS-
flux dynamic models and the FOC model for p. The SMD model performs
considerably better compared with the SMC model presented in figure 2: §,,/8,.0




Run

SMD
MGRD-NPC
MGRD-FOC
MGRD-SOC
MSSD
GRDA-ICO
GRDA-IC25
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/w0 Ex/Eg ((@7))8u0/ AU ((@0))(8u.0/ AUY
ELy Lo 1302 Loy L1 Loy L3R Lo
179 201 18 2 344 330 227 263
98 122 5 7 206 235 50 64
91 112 6 8 211 225 41 48
100 123 6 8 244 258 46 59
53 64 4 5 363 365 175 198
99 131 6 8 318 289 60 79
42 59 6 8 183 202 96 142
83 107 8 10 330 290 46 54

GRDV

TaBLE 7. Computed errors (in x1073) for LES with respect to the FC-DNS for different
dynamic-coefficient SGS models according to (6.4) and (6.5).
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FiGURe 8. Time evolution of non-dimensional global quantities for HN600 computed
with dynamic SGS modelling: (a) 8x/8,0, (b) Ex/Eo, (¢) ((w3))8,0/AUs and (d)

((w;0;))(Ber.0/ AUp)? for FC-DNS and LES listed in table 5.

and Ex/E, evolutions are closer to that of the FC-DNS, and ((w{))8,.0/AU, and
{wiw;))(8,.0/AUs)?, which were substantially underestimated in constant-coefficient
runs, are here more realistic. When the SM model is used in conjunction with the GR
or SS model, both 8, /8, growth and E/ E; decay are better predicted, particularly at
the earlier times, and better with MSSD than MGRD. The MGRD model predictions
for both ({w7))8,0/AUy and ({ww;))(8,.0/AUs)* are much closer to the FC-DNS



238 E. S. Tuskinoglu and J. Bellan

than those of the SMD model. Compared with the MGRD results, those of the
MSSD are considerably inferior for both ((wf))8,.0/AUp and {{(wiw;))(8,.0/AUs)>.
Thus, among eddy-viscosity-based dynamic models, the best agreement with the
FC-DNS in predicting vortical flow features is achieved by MGRD, while the CPU
time is similar to the much worse SMD model (see table 6). '

In implementing the dynamic modelling for the GR model it was observed that the
dynamically computed coefficient values were too large to be physically acceptable at
the very early stages of the simulations, where the flow is laminar and no significant
contributions from the SGS fluxes are expected. Hence, a limiter was set, and all
the coefficients were kept below a pre-specified value of 0.30. This value has a large
margin over the theoretical value of 1/12 for the GR model. Unlike for the SM model,
there is no clear improvement on GR predictive abilities when dynamic modelling
is applied. For all four global quantities examined, the results of GRDA-ICO are
worse than those of GRCP. Although the vortical features of the flow are better
predicted with this model compared with the eddy-viscosity-based models, there is an
unexpected sudden decrease in the §,/8,0 prediction. Previous authors (e.g. Vreman
et al. 1996b; Berselli, Iliescu & Layton 2006) have reported the GR model to be
numerically unstable; however, other authors used it successfully for both single-
phase and two-phase flow LESs of temporal mixing layers (e.g. Leboissetier et al.
2005). Because the GRC simulations of §6.1 showed that the GR model is very
sensitive to the p correction, the conjecture is here that the poor performance of
the GRDA-ICO model may be due to the initial p-transients, which can be very
substantial (Okong’'o & Bellan 2002b). To avoid these p-transients, consistent with
information discussed in Appendix A, the GRDA-IC2S simulation was conducted.
This strategy led to considerably improved results as can be seen in figure 8. Another
strategy for avoiding the full impact of the initial excessive value of dynamically
computed coeflicients in some of the homogeneous planes was to domain-average the
computed coefficient (GRDV ; earlier defined), leading similarly to results superior to
GRDA-ICO, as portrayed in figure 8.

Figure 9 displays the evolution of the model coefficients in the x, = 0 plane.
Figures 9(a)-9(c) are for the eddy-viscosity-based models with four coefficients, C,,.
C:x, C;, C,. Figures 9(d)-9(f) are for GRD with three coefficients, C,, C;, C,. The YO
coefficients of the SMD and MGRD models, C,,, behave similarly: they are initially
larger than 0.8, fall sharply to 0.20 by ¢* = 30 and then increase to their maximum
value of 0.30 around " = 80 (figures 9a and 9b). On the other hand, C,; of the
MSSD model does not have unphysically large initial values (figure 9¢). The values of
the coefficients confirm that among SM-based models, the most dissipative model is
the SMD model, having the largest coefficients, followed by the MSSD and the
MGRD models. The indication is that the favourable predictions of MSSD are due to
its effectiveness in eliminating the unphysical values of the YO coefficient that are
observed at the beginning of the simulation. Although the SM-based models overcome
these unrealistic high-coefficient values, the GR model is incapable of surmounting
these initial difficulties. To illustrate the difficulty encountered in GRD models with
large coefficients for +* < 25 and the stabilization of their values with time, C,, C,
and C, are shown in figure 9 in the x; = 0 plane, for GRDA-IC0, GRDA-IC25 and
GRDV (figures 94-9f), respectively. For GRDA-ICQ, all three coefficients start from
the pre-specified limiting value of 0.30 (not shown) and decline to approximately 0.10
within the roll-up period (+* = 25). The maximum coefficient value is reached just
after the first pairing and at transition for C, and C,, and at transition for C,. The
maximum values for C,, C; and C, after the roll-up period are approximately 0.13,
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Ficure 9. Evolution of the model coefficients of (a) SMD, (b) MGRD, (c) MSSD,
(d) GRDA-ICO, (e) GRDA-IC25 and (/) GRDV for HN600 at x; = 0.

0.10 and 0.10, respectively (figure 94). For both GRDA-IC25 and GRDV, the initially
high-coefficient values were successfully avoided.

Results from an error analysis similar to that of §6.1.1 are listed in table 7.
Compared with error values listed in table 5, the errors are here considerably
reduced, even for SMD, which is the most inaccurate dynamic LES according to these
evaluations. Similar to the findings for constant-coefficient LES, errors associated with
Ex/Ey decay are smallest in the group, and for dynamic LES they are negligible.
Although errors for ((w7))8,.0/AUo remain the most prominent, by difference from
constant-coefficient LES, they are followed in magnitude by errors in §,/8,0. Of
note is that the SSCP model errors in ((w]))8,.0/AU, are smaller than all dynamic-
coefficient LES errors in this quantity. The worst models are the GRDV, MSSD and
SMD models, not necessarily ranked in the same order according to £, ¢ and &, 4. By
starting the LES at ¢* = 25, one improves the accuracy. Considering both &; ¢ and
€24, SSCP is also the best model in predicting é,,/8,.0, While the worst predictions
among dynamic-coefficient models are obtained with the SMD LES, which is also the
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worst for reproducing ({w;w;))}(8,.0/ AUp)*. The most favourable ((w;w;))(8..0/ AUo)?
predictions are by the MGRD-FOC, while SMD produces the worst ones. Generally,
all three MGRD models (MGRD-NPC, MGRD-FOC and MGRDS-SOC) have
relatively similar errors when compared with the other models, indicating that the
error is associated with the MGRD attributes rather than with the type of the p
correction.

6.2.3. Flow visualizations

Figure 10 displays the |Vpl|, p/po and Y, distributions at " = 135 obtained with
each of the LESs using dynamic models, except GRDV; the GRDV model was
omitted because it exhibits similar behaviour as, although somewhat less successful
than, GRDA-IC25. The idea of combining the SM model with the GR or SS model to
mitigate the overprediction of p/py from the former model with the underprediction
of the latter, and to incorporate the advantageous small-scale reproduction of the
latter models, was successful to a certain extent in that MGRD of figures 10(d)-10(f)
1s a better representation of the FC-DNS of figures 4(a)-4(c) than either SMD of
figures 10(a)-10(c} or GRD of figures 10(j)-10(/). Between mixed models, MGRD
is better than MSSD, which is attributed to the more acute underprediction of p/py
in GRCP than in SSCP that balances the strong overprediction of p/p, in SMCP
and to the higher production of small scales in GRCP than in SSCP. Nevertheless,
because of their strong dissipative behaviour, all SM-based (i.e. eddy-viscosity} models
produce flows which are too smooth compared with the FC-DNS. On the other hand,
GRDA-IC25 (see figures 10m—100) successfully captures these structures while also
giving a reasonable approximation — only slightly inferior to that of MSSD - of
the FC-DNS p/po, showing that success in LES is not only determined by the SGS
models but also by the ICs.

When examining the flow visualizations of figure 11 for the NPC and SOC models
and comparing them with figures 10(d)-10(f'), the conclusion is that the SOC model
is slightly inferior in replicating the detailed structure of the flow. Computationally,
the utilization of the SOC model also comes at a small additional cost: 22 CPU
hours compared to the 20 hours of the FOC model, that is to say a 10 % increase in
CPU time. The flow visualizations are consistent with the global-quantity results in
that LES with the same dynamic SGS-flux model but NPC model is inferior to LES
with either of the p-correction approaches, lacking some of the low-pressure regions
and introducing spurious large-pressure regions while at the same time not providing
a significant CPU-time computational saving having required 15 CPU hours.

6.2.4. One-dimensional spectra of the streamwise velocity

The interest in achieving in LES both temporal and spatial duplication of DNS
prompts an examination of the velocity-fluctuation-based energy spectra at * = 135,
illustrated in figure 12. The streamwise spectra of figure 12(a) show that the MGRD
model predicts a more energetic flow at the small scales, having higher energy
content than that of FC-DNS at the highest wavenumber. The MSSD displays the
opposite behaviour, and similar to MGRD it has at the largest scale a lower energy
content than the FC-DNS. The SMD model predicts a reduced energy with respect
to the FC-DNS for all wave-numbers, except for the largest scale. The spanwise
spectra of figure 12(b) indicate that neither SMD nor MSSD LES has reached a
transitional state, as clearly seen by the numerous peaks (other than that of the
initial perturbation) over the entire range of scales. Moreover, these two models also
substantially underestimate (for SMD, up to two orders of magnitude) the energy
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Figure 10. Comparison of |Vp| in kg m™* (first column), p/py (second column) and Y, (third
column) for HN60O at 7, of the DNS (¢* = 135) in the between-the-braid plane (x;/L3 = 0.06)
for (a, b, ¢) SMD, (d, ¢, /) MGRD, (g, h, i) MSSD, (j, k, I) GRDA-ICO and (m, n, 0)
GRDA-IC2S. All models include the p correction.
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FiGURe 11. Flow visualizations comparing the MGRD using (a, b, ¢) the second-order p
correction (MGRD-SOC) with MGRD using (d, e, /) no p correction (MGRD-NPC). Results
are for [Vp| in kg m~* (first column), p/poy (second column) and Y, (third column) for HN600
at 1, of the DNS (" = 135) in the between-the-braid plane (x3/L3 = 0.06).

in the large scales. In contrast, the MGRD LES slightly overestimates the energy in
the large scales and underestimates it in the small scales. Figure 12(c¢) indicates that
for the largest scales of the spanwise spectra, GRDA-ICO and GRDV are the most
dissenting representations of the FC-DNS; however, the agreement at the smaller
scales is very good. Similarly, the spanwise spectra of the dynamic gradient models
(figure 12d) overestimate the energy content at both large and small scales.

6.3. Irreversible entropy production

The above results focused on primitive variables, which are the primary interest
for flow predictions; however, we wish to highlight here the scientific information
embedded in a higher-order quantity such as the irreversible entropy production
which is essentially the dissipation (Hirshfelder et al. 1964); the dissipation is not to
be confused with the TKE dissipation, as stated in § 1. Okong’o & Bellan (2000) have
discussed in detail the irreversible entropy production concept and have shown that
in the present situation the dissipation is the sum of three terms, each corresponding
to a dissipation mode,

8ot = Guisc " Bremp + Bmass (6.7)
with
2
n 1 A oT 8T 1 R.m . .
e = —2 |8i: — =81.6;; . wy = — —— —, = ——— J5: ],
8risc T (u 3 ik u) 8temp T? 3x; ox; 8mass Y, Y2pD mlmz./Zr./Zl

(6.8)

where guisc, gemp and g,q represent contributions from the viscous, heat-flux and
mass-flux modes, respectively. Different g, modes may be more prominent in various
situations. For example, Okong’o & Bellan (2004a) have shown that in a compressible
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FiGure 12. Energy spectra of w; for HN600 at ¢* = 135 (a, b) with Smagorinsky-based
dynamic models and (¢, d) with similarity-based dynamic models; (a, ¢} streamwise and (b, d)
spanwise. Energy in m? s72,

atmospheric-p transitional shear layer, g, is dominated by g, with negligible g;.mp.
However, unlike for atmospheric-p turbulent flows, in situations in which p > p., g,
is dominated by g With moderate contribution from g..,, and negligible portion
from g, ; this situation prevailed for both HN layers (Okong'o & Bellan 2002b) and
OH layers (Okong’o et al. 2002). The prominence of g, is a direct consequence of
the HDGM regions, and since the HDGM regions are a feature of fully turbulent
p > p. flows, the dominance of g, in g, is expected to remain at high Re values.

Because filtering of the entropy equation does not introduce additional source
terms, the comparison for evaluating LES predictions is between gi(@), where k is
visc, temp or mass computed with ¢ being either the FC-DNS field or the LES field.
Results are depicted in figure 13 as the time variation of the domain-averaged values
of each mode for LES compared with the equivalent results from the FC-DNS, all
normalized by the maximum DNS value found for each mode. Figures 13(a), 13(¢)
and 13(e) show the temporal variation observed in the eddy-viscosity-based dynamic
models for viscous, heat-flux and mass-flux modes, respectively. The MGRD model,
whether or not used in combination with a p correction, is clearly superior to the
MSSD and SMD models in capturing the g, FC-DNS result {figure 13a). Until
close to transition, this model overpredicts both gm, and g, but by " =100
there is an underprediction for g..,, while the values for g, are excellent; in
comparison, both SMD and MSSD estimates are low with respect to the FC-DNS
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FiGUre 13. Time evolution of the domain-averaged irreversible entropy production for HN600
as computed from FC-DNS and (g, ¢, ¢) LES with eddy-viscosity-based dynamic models (SMD,
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from t* = 0 (GRDA-ICO0) and t* = 25 (GRDA-IC25) with the SSCP model; (a, b) viscous
mode, (¢, d) heat-flux mode, (e, /) mass-flux mode, all normalized with the corresponding
maximum DNS value.
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data (figures 13¢ and 13e). Among different MGRD models, the best estimates are
consistently obtained with MGRD-FOC. These results confirm those of §6.2.1 that
the MGRD-SOC is not as successful as the MGRD-FOC and further show that
MGRD-NPC is considerably inferior to an MGRD model with a p correction,
definitely assigning the success of the MGRD-FOC to the Taylor series model for
Vip(¢) — p(o)].

For the GRD and SSCP models, the time evolution of g, remp AN Guass
are illustrated in figures 13(b), 13(d)and 13(f), respectively. After 1* = 70, g5 1s
overestimated for both the SSCP and GRDA-IC25 models, while it is underestimated
with the GRDA-ICO model. Although the SSCP and GRDA-IC25 models predict
uisc and gy equally well, the SSCP model gives a much better prediction for guas-
Considering that for these type of flows g, is dominated by gy..ss. the SSCP model
is best overall.

7. Summary and conclusions

An a posteriori LES study has been conducted to identify the most promising SGS
models for predicting fluid disintegration of two counterflow moving fluids and binary-
fluid mixing at pressures initially higher than the critical pressure of either fluid. The
LES governing equations consist of the filtered original equations for conservation
of mass, momentum, species and total energy coupled with a real-gas EOS. These
equations were previously solved using DNS. The transport properties were functions
of the thermodynamic variables. Following a previous a priori investigation (Selle
et al. 2007), the SGS terms in the differential equations consist of two types: (i)
the typical SGS-flux terms and (ii) a pressure correction in the momentum equation
accounting for the non-negligible difference between the filtered pressure and the
pressure computed as a function of the filtered flow field. The second type of SGS
term is the direct result of the strong EOS nonlinearity leading to the existence of
HDGM regions in the flow having a complex small-scale structure.

The configuration was that of a three-dimensional mixing layer with initially
heptane in the lower stream and nitrogen in the upper stream, and the DNS followed,
for each realization, the evolution of the layer from an initial laminar state to a
transitional state. The LESs were carried out with the same numerical discretization
and time advancement numerical scheme as the DNSs. All LESs were conducted up
to the same non-dimensional simulation time as the DNS, and the CPU time up to
the DNS transitional state was considerably smaller than that of the DNS. Several
types of LES models were assessed, all of which were compared with the FC-DNS:
filtered to remove the small scales and coarsened to retain only the LES nodes.
The FC-DNS represents an ideal, generally not achievable, LES. The three SGS-flux
models assessed were the SM, the GR and the SS models. Two pressure-correction
models were assessed. The first model relied on the first-order Taylor series expansion
of the filtered pressure, and being the best quantitative approximation according to
Taylor series concepts when using only one series term, it was used for all but one
of the LESs. The second model was based on the second-order term of the Taylor
expansion only, as the assumptions enabling utilization of the model based on this
term had the consequence of nulling the first-order term; thus a combined first-
order and second-order term model could not be used. The second-order term was
modelled using variances which assumed one of the mathematical forms of the SGS-
flux models. It turned out that the second-order term pressure correction was both
more computationally intensive than the first-order one and a worse approximation
of the FC-DNS. Thus the first-order Taylor expansion model was otherwise used.
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Constant-coefficient SGS-flux models with coefficient values obtained at the
transitional time in the a priori study were first evaluated in the LES, without
or with the pressure correction model. Among models devoid of pressure correction,
the SM model was overly dissipative, which resulted in lack of resolved small-scale
structure; hence, it had a reasonable, although exaggerated, rendition of the pressure
field. At the other extreme was the GR model which displayed small-scale structure,
but the regions of low and high pressure were misplaced. The SS model was the
most successful in that it combined small-scale structure and a reasonable, although
understated, pressure field. The utilization of the pressure-correction model improved
the morphology of the pressure field for the SM model, but the lack of resolved small-
scale structure was still evident. The GR model benefitted most from the pressure
correction in that the low- and high-pressure regions were now correctly placed, but
the lowest pressure in the vortex core was still not reproduced. The most successful
model was the one that combined the SS and pressure correction, as the morphology
of the flow was closer to that of the FC-DNS than for the SS model with no pressure
correction.

The good performance of the SS model motivated the evaluation of dynamic
models, since they rely on the same underlying concept. Several dynamic models
were assessed, including two mixed models utilizing the SM model in conjunction
with either the GR or the SS model. Unlike in typical LES using mixed models,
these combinations were not used to provide numerical stability to the computations
(indeed, several LESs were successfully conducted using only the GR or the SS
model) but to combine the good complementary predictions from each of the SM
and GR or the SS model. The backscatter capability of the GR and SS models was
also considered a potential asset in reproducing the FC-DNS transitional state. These
mixed models were compared with the FC-DNS together with an SM-dynamic model
and three GR-dynamic models. In one dynamic GR model LES, the computations
were started at the time of the DNS IC. In another GR-dynamic model LES. the
computation was initiated at a time past the DNS IC, so as to avoid the initial
transients which made the pressure-correction term rival in magnitude the leading-
order term in the momentum equation. Finally in the third dynamic GR model LES,
the coefficients of the SGS-flux models were computed by domain averaging, whereas
in all other LES with the GR or other SGS-flux models, it was computed by averaging
in homogeneous planes. Among dynamic models, the SM-dynamic model was clearly
the worst in all respects. The GR-dynamic model with the IC past the DNS transients
was overall the best in terms both of the evolution of the global quantities and of
flow visualizations at the transitional state of the DNS. Among all other models,
the MGRD model was the best at duplicating the pressure but was not as adept as
the GR-dynamic alone at reproducing the small-scale structure; the deficiency of the
MGRD model was due to the presence of the SM model with its overly dissipative
characteristics. An inquiry into the velocity-fluctuation-based spectra of dynamic
models revealed that while MGRD reached transition at the DNS transitional time,
neither SMD nor MSSD did so, and each furthermore underestimated the energy in
the largest scales. The spectra examination showed that while all GR-dynamic model
LESs reached transition at the DNS transitional time, they slightly overestimated
the energy in the largest scales. Thus, the strategy of using mixed models to offset
deficiencies from individual SGS models and instil small-scale duplication capabilities
proved somewhat successful (tested also with DNS realizations other than those
for which the models were developed); however, the lack of temporal equivalence
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with the FC-DNS in achieving the transitional state makes some SM-based models
problematic if both temporal and spatial equivalence with the FC-DNS are the goal,
although the models may be considered acceptable for statistical equivalence. An
alternate strategy to achieve LES/FC-DNS temporal and spatial equivalence was
choosing an appropriate time for initiating the LES and avoiding the utilization of
SM-based models. For practical applications, this would mean that measurements
past initial transients should be used for initiating LES. Clearly, the LES dynamic
models present many options for conducting simulations, and it is the privilege and
responsibility of the user to choose the option which best suits the LES goal.

To further probe the capabilities of the LES models, an inquiry was made into
the ability of the LES to reproduce the FC-DNS irreversible entropy production,
which is the dissipation. Not only is this information of scientific interest, as the
dissipation has special characteristics uniquely related to the flow (Okong'o & Bellan
2002b, 2004a), but this information also has practical applications in that numerical
methods have been based on entropy conservation (Honein & Moin 2004). Examined
here were the contribution from each of its three modes: viscous, heat flux and species
mass flux. The mass-flux mode being known to dominate the dissipation for these
high-pressure conditions (Okong’o & Bellan 2002b; Okong’o, Harstad & Bellan 2002),
the constant-coefficient SS model in conjunction with the pressure correction proved
best.

As a general observation, at the transitional-Reynolds-number values of this study
the pressure correction improved the LES predictions, but an even more considerable
improvement is expected at higher Reynolds numbers, since experimental observations
(see examples in Selle et al. 2007) show that the gradients in the HDGM regions
can have a value by an order of magnitude higher than those in the present DNS
database.

This study addressed only one of the additional (to the SGS flux) SGS models
found necessary to reproduce in LES the features of the supercritical-pressure FC-
DNS. For the OH system an equivalent term, the divergence of the difference between
the filtered heat flux and the heat flux computed from the filtered solution, was found
of leading order in the energy equation. A future study will address the a posteriori
modelling of that term. For other species combinations, e.g. OHe, both the pressure
and heat flux correction terms are apparently necessary (Selle ez al. 2007), and a future
a posteriori study will examine their impact on the fidelity of the LES compared with
the FC-DNS.

Finally, the general methodology introduced here of using (other than SGS-flux)
SGS models to enable the LES computation of single-phase flows having strong
localized gradients could be extended to other applications.
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Institute of Technology (Caltech), and was sponsored by the Air Force Office of
Scientific Research (AFOSR) under the direction of Dr Julian Tishkoff, serving as
technical director, under an agreement with the National Aeronautics and Space
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of Drs Mitat Birkan, Douglas Talley (of Edwards Air Force Research Laboratories, or
Edwards AFRL), Timothy Edwards and Campbell Carter (both of Wright Patterson
AFRL). We also wish to thank Dr Nora Okong’o for very helpful discussions
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TaBLE 8. Activity (r.m.s.) of the three leading-order terms in the momentum equation at r"=25,

50& 100, 1%5 from the HN600 DNS. The computation was made with A = 8Axpys. Units are
10° N m~.

Appendix A. Influence of LES ICs for constant-coefficient SGS-flux models

The ICs are subject to choice in LES, and there is still no consensus on an optimal
such set. Here we wish to explore two IC aspects, namely whether it is best to choose
the FC-DNS or CF-DNS as the IC, as discussed in §4, and whether it is more
appropriate to use as LES IC the FC-DNS at 1" = 0 or at a later DNS time station,
as also discussed in §4. The latter inquiry can be understood by examining table 8
listing the magnitude (computed using the domain root mean square, or r.m.s., which
is related to the L2 norm) of the leading first three terms in the momentum equation
using the DNS database and A = 8Axpys, corresponding to the filter width used in
the present LES. The listed magnitude is at ¢* = 25, 50, 100 and 135. Examination of
the table shows that the LES assumption on Vp, namely the term V[p(@) — p(9)],
which motivated the p-correction model, is one of the two leading-order terms in the
x; and x3 components of the momentum equation at r* = 25, and only at " = 50 it
seems to be very slightly smaller than (although of the same order of magnitude as)
the leading, V[p(¢)], term. It is thus legitimate to doubt whether an approximation,
such as embedded in the p correction, would be able to recover at the early times
the prominent features of a flow dominated by this V[p(¢) — p(¢)] effect. The success
obtained with constant-coefficient LES starting from r* = 0, as shown in §6.1, is
testimonial to the robustness and accuracy of the p-correction model, but here we
show that those were conservative results and that a much better agreement with the
FC-DNS at " = 135 can be obtained if the LES is initiated with the FC-DNS at
t* = 50. This choice of IC at a time later than the DNS ¢* = 0 time station was also
the approach of Geurts & Frohlich (2002) even though that flow did not display the
strong non-uniformities manifested here in the HDGM regions.

Figure 14 compares the time evolution of global quantities obtained from the DNS
and the LES using different ICs along with FC-DNS. All LES runs are performed with
the GRCP model using the coefficient of (6.2) and reveal the following. The 6,,/8,.0 of
the LES initiated from CF-DNS conditions (CFDNS-IC0) follows the FC-DNS up
to t* = 60 after which it departs from the template and has slightly better agreement
with it at +* = 135 compared with the LES run initiated from FC-DNS conditions
(FCDNS-ICO0). In comparison, é,/8,0 of the LES started from t* = 50 (FCDNS-
IC50) agrees considerably better with the FC-DNS. Similarly, Ex/E, obtained with
both CFDNS-ICO0 and FCDNS-IC50 agrees better with the FC-DNS data up to
t* = 120 when compared with that obtained with FC-DNS-ICO. As for the vorticity
activity, FCDNS-IC0 and CFDNS-ICO perform similarly, and they are inferior to
FCDNS-IC50.
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FIGURE 14. Time evolution of non-dimensional global quantities for HN600: (a} 8,,/8,.0. (b)
Ex/Eo, (¢) ({@F))8,0/AUy and (d) ((wiwi))(8,.0/AUy)* for DNS, FC-DNS, LES initiated
from FC-DNS at +* = 0 (FCDNS-ICO with GRCP), CF-DNS at ¢ = 0 (CFDNS-ICO with
GRCP) and FC-DNS at ¢* = 50 (FCDNS-IC50 with GRCP).

Companion flow visualizations of |Vp|, p/po and Y}, (not shown) for LES initiated
from the FC-DNS conditions at t* = 0, from the CF-DNS conditions at * = 0 and
from the FC-DNS conditions at r* = 50, along with the FC-DNS at " = 135, show
that considering all three variables, FCDNS-IC50 produces the best match with the
FC-DNS data. Also, p/po and Y, are slightly better predicted with CFDNS-ICO than
with FCDNS-ICO.

Thus, the results show that utilizing ICs at a time station past the largest pressure-
gradient transients yields much more accurate LES results.

Appendix B. Influence of the grid size

The concept of grid convergence does not apply to LES because discretization
errors, numerical errors and modelling errors are all intertwined as explained by
Vreman, Geurts & Kuerten (1996a) and Meyer et al. (2003). For example, the
discretization error depends not only on the numerical method but also on the
choice of A/Ax;gs. What we wish to determine here is whether a finer LES grid



250 E. S. Taskinoglu and J. Bellan

would be more beneficial in computing the HDGM regions, and if so, to what extent
and at what cost. To investigate the grid choice, a finer-grid LES, with the grid
having twice as many nodes in each direction, is performed, i.e. Ax;es = 2Axpns.
Since A/Ax;gs is kept at the same value, the filter size, A = 4Axpys, is half of what it
was for the coarse grid. This constant A/Ax,gs strategy is preferred because the SGS
p-correction model through the Taylor expansion is based on the assumption that
(¢ — ¢) is small. The GRCP model coefficient for the finer grid LES is the calibrated
value at the DNS transitional time of 0.1346 (Selle et al. 2007). All calculations were
started from the FC-DNS at t* = 0.

The time evolution of global quantities (not shown) indicates that the fine grid
solution has a better agreement with the filtered DNS in all four plots. For the fine-grid
LES, both §,./8,0 and Ex/E, decay are slightly overpredicted, and ((07))8,.0/AUo
and ({w;w;))(8w.0/ AU,)? are slightly underpredicted. For comparison, the No Model
LES solution with the finer grid yields reasonably good agreements with the DNS,
indicating that there is no need for LES and SGS modelling at this resolution. Thus,
at the fine resolution, the SGS model only represents an unnecessary computational
overhead. No LES grid coarser than Ax;rs = 4Axpys (e.2. Ax;ps = 8Axpys) has
been attempted, since the accuracy of the initial profiles significantly deteriorates on
coarser grids. The grid resolution is also dictated by the thickness of the HDGM
regions

When analysing the |Vp|, p/po and Y, contour plots for the coarse grid and fine
grid LES and for FC-DNS at the two A widths corresponding to the coarse and
fine grids (not shown), one observes that the FC-DNS at both fine and coarse filters
displays |Vp| and ¥, having very dense contour lines in narrow bands; this detail is
not captured with the coarse-grid LES but is reproduced by the finer-grid LES.

Finally, the computational time requirement of the finer-resolution LES is 160 CPU
hours computed as the aggregate over 64 parallel processors on an SGI Altix 3000
system. This is approximately 16 times more than that for the equivalent coarse-
grid LES. Ultimately, the model user has the privilege of determining the grid size
according to the objectives of the application.

Appendix C. Model evaluation using several realizations of the DNS database

Compared with HN600O, the DNS realization HN500 displays HDGM regions
which are thicker and more extensively spread over the domain, and the peak
IVp|8,.0/Apo (Where Apy = p; — py) at ¢, is smaller in magnitude. The DNS of HN80O
exhibits a character different from HN500 or HN60O in that the peak |Vp|8..0/Apo
at ¢, is approximately twice that of HN500 and 60 % larger than that of HN600, and
also because the HDGM regions are concentrated in a small region of the domain,
and are smooth and relatively thin. However, Re,,,, for HN80O is similar to that of
HNS00 and only slightly smaller than that of HN60O (see table 3). Utilizing SSCP
and MGRD in the LES to recover the FC-DNS for these two different realizations
is a reasonable test of the LES model approach.

The LES conducted with each SSCP and MGRD required 13 CPU hours for
HNS500 and 12 CPU hours for HN80O. In the SSCP model, the coefficient is taken
to be the calibrated value obtained at the DNS transition time, Css = 0.6260 and
Css = 0.5870 for HN500 and HN80O, respectively; and A/A = 2, as for the HN600
LES. The global quantities 8,,/8,.0, Ex/Eo {{(&7))8u.0/AUs and ((@;w:))8u.0/AU)?
presented in figure 15 show that the two LES models generally flank the corresponding
FC-DNS, with SSCP generally overestimating and MGRD generally underestimating
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FIGURE 15. Time evolution of non-dimensional global quantities for HN500 and HN8&00:
(@)8m /800, (b) Ex/Eo, (¢) ({0))8,.0/AUo and (d) ({@;w;))(8..0/AUo)* for FC-DNS and two
LES models (MGRD and SSCP) both including the FOC model.

the target FC-DNS and with the SSCP consistently being a better approximation
of the ideal objective. Of note is the tandem timewise path of SSCP and the FC-
DNS for both ({(wF))8,.0/AU and ({w;@;))(8,.0/AUp)* until close to transition. The
diverging MGRD LES from the FC-DNS is the result of the SM model contribution
which, having dissipated energy excessively, makes the LES unable to sustain the
small-scale necessary to promote further layer growth and the generation of vortical
activity. Although the SSCP model agrees better with the FC-DNS template for all
four quantities, it yields a larger positive vorticity peak for the HNS00 case at the
beginning of the simulation.

Complementary information in flow visualizations (not shown) of |Vp|, p/py and
Y, comparing the LES with the FC-DNS indicates that for HN500 all |Vpl|, p/po
and Y, are better reproduced by MGRD than by SSCP. Particularly, for the SSCP
model there are Y, regions in the mixing layer in which fluid from the upper stream
has been entrained and has not mixed with adjacent fluid, an occurrence which is not
supported by the FC-DNS results. However, for HN800, the SSCP model is clearly
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better duplicating than MGRD all |Vp!, p/po and Y, including the entrained fluid
from the upper stream which is being stirred into the mixing layer.

This necessarily limited application of the LES models to other realizations,
spanning a range of Re values, brings some additional perspective and shows the
models’ robustness.
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The irreversible entropy production (i.e. the dissipation) has three distinct modes due to viscous, heat and
species-mass fluxes. Computations of the dissipation and its modes are conducted using transitional
states obtained from Direct Numerical Simulations (DNS) of O, /H, and C;H;s/N, temporal mixing layers
at thermodynamically supercritical pressure. A non-dimensionalization of the mathematical expression
for each dissipation mode is first performed and representative reference values computed using the
DNS database are utilized to highlight the order of magnitude of each mode and their relative importance.
For more quantitative results, the importance of each dissipative mode is assessed both at the DNS scale
and at scales determined by filter sizes from four to sixteen times the DNS grid spacing. The subgrid-scale
(SGS) dissipation is computed by subtracting the filtered-field dissipation from the DNS-field dissipation.
For each species system, three layers are considered having different initial Reynolds number and pertur-
bation wavelength. For all layers, it is found that the species-mass flux contribution dominates both the
DNS and SGS dissipation due to high density-gradient-magnitude (HDGM) regions which are a distinctive
physical aspect of these layers. Backscatter, indicated by regions of negative SGS dissipation, is found in a
substantial portion (15-60%) of the domain, and decreases only slightly with increasing filter width.
Regions of the most intense negative and positive SGS dissipation strongly correlate with the HDGM
regions. On a domain-average basis, the proportional contribution of each dissipation mode to the total
is similar at the DNS and SGS scales, indicating scale-similarity. The proportion of the species-mass
dissipation mode to the total is remarkably similar in value across all simulations whether at the DNS
or SGS scale. For each mode and the total, the SGS contribution to the DNS-field dissipation is only
species-system and filter-size dependent but nearly independent of the initial Reynolds number and
perturbation wavelength. The SGS contribution is smaller for O,/H; layers than for C;Hs/N, ones, but
increases more rapidly with increasing filter width. The implications of these results for Larger Eddy
Simulation modeling are discussed.

© 2010 Elsevier Ltd. All rights reserved.

1. Introduction

eddy [1]. The smaller eddies experience stretching by larger eddies,
thereby increasing the energy of the smaller eddies at the expense

The dissipation is a crucial characteristic of a turbulent flow be-
cause it measures the conversion of all organized flow activity into
heat.

In single-species atmospheric-pressure isothermal flows, the
internal energy of the fluid is increased as a result of the kinetic en-
ergy dissipation into heat by the stress deformation work through
the action of viscosity. In the conventional Kolmogorov concept
this kinetic energy is cascaded from the largest scale to the small
scales. This cascade is induced by the interaction of the vorticity
field with the strain-rate; positive strain amplifies vorticity
through stretching by the deformation work, while negative strain
reduces it. Conceptually, a turbulent scale is associated with an

* Corresponding author, Tel.: +1 818 354 6959; fax: +1 818 393 6682.
E-moil oddress: Josette.Bellan@jpl.nasa.gov (J. Bellan).

0045-7930/$ - see front matter © 2010 Elsevier Ltd. All rights reserved.
doi: 10.1016/j.compfluid.2010.02.001

of the larger eddies that must provide the work for the stretching.
The Kolmogorov cascade process is not sequential because the en-
ergy from a specific scale is not only transmitted to the adjacent
scale but also to all smaller scales, because all smaller eddies reside
in the strain field of the larger eddy. Even this enlarged concept is
an oversimplification of the real physics because locally in the flow,
energy can also be transferred from the small to the large scales;
this process is called backscatter. The backscatter energy is usually
small compared to that of the cascade process, and thus the energy
transfer in turbulent flows is dominated by the available energy in
the large scales. This description of energy transfer among turbu-
lent scales belongs to the classical literature in turbulence [1.2).
However, for more complex fluids and flows (i.e. multi-species,
non-isothermal), the flow is governed by conservation equations
more general than the Navier-Stokes equations; correspondingly,
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a more general description of dissipation is required that accounts
for other transport properties than viscosity. Such a description is
provided by considering the entropy transport equation rather
than the kinetic energy transport equation. The advantage of the
entropy equation is that its source term, called the irreversible en-
tropy production, which is by definition is the dissipation [3], con-
tains the full extent of the dissipative effects, particularly others
than the classic viscous dissipation. Knowledge of the dissipation
characteristics can be very valuable for understanding the behavior
of the small-scale flow structure. Sreenivasan and Antonia [4] de-
voted an entire article to the intricacies of the small-scale structure
in turbulence but due to the nature of the examined flows there
were no considerations of flow thermodynamics.

The interest here is in turbulent flows in the thermodynamic
supercritical regime defined as that in which either p, = p/p. > 1
or T, = T/T. > 1 where p is the pressure, T is the temperature and
the subscript c denotes the critical point. This definition is semanti-
cally consistent with the classical definition for single species {3,7],
with the utilization in the present study of a Peng-Robinson type
real-gas Equation of State (EOS) and with recent experimental re-
sults [8) showing supercritical characteristics when either p, > 1
or T, > 1. Unlike in subcritical flows, in supercritical flows, thermo-
dynamics plays a dominant role in the flow evolution and turbu-
lence development [5.6]. The conceptual picture of turbulent
flows described above has led to two simulation approaches, based
on the conservation equations: (1) Direct Numerical Simulations
(DNS) in which resolution of the smallest eddies, the size of which
is of the order of the Kolmogorov scale, must be obtained and (2)
Large Eddy Simulations (LES) in which only eddies larger than a
specified filter width are resolved. Formally, the LES equations are
derived by filtering the DNS equations and the effect of the thus re-
moved subgrid scales (SGS) must be modeled. Understanding the
small-scale dissipation can enlighten SGS modeling.

In this paper, we first non-dimensionalize the dissipation to
examine the effects governing it. Then, we interrogate the DNS
database of Okong’o and Bellan [5] and Okong'o et al. [6] to quan-
titatively assess the effects of species-dependent thermodynamics
on the dissipation, which must be recovered in LES models. The
effect of thermodynamics on the flow may be to change the distri-
bution of small-scale activity to the extent that a new understand-
ing may be necessary regarding the choice of the filter-to-LES grid
ratio value to ensure that the SGS contributions are properly
captured; the importance of this topic has already been realized
and addressed for relatively simple flows [9,10]. There is no intent
here to use the dissipation information to provide actual mathe-
matical forms of the SGS fluxes, such as those already evaluated
in Selle et al. [11], but rather to understand the important effects
which must be modeled with increasing filter size. Indeed, the fil-
ter size is typically chosen as a multiple of the LES grid size {9,10],
and practical applications require as coarse a grid size as possible
to minimize computational costs.

This paper is organized as follows: in Section 2, we briefly recall
the conservation equations, EOS and transport properties. Section 3
describes the DNS database. The entropy equation is presented in
Section 4 and each of its modes is identified and analyzed through
non-dimensionalization. Section 5 presents a quantitative study of
the dissipation and devotes particular attention to the important
topics of backscatter and filter size since larger filter sizes are asso-
ciated with larger LES grid spacing. In Section 6, the consequences
of the results are discussed.

2, Differential governing equations

A detailed description of the DNS methodology has been pre-
sented elsewhere for the C;H;6/N2 (HN) system [5,12{ and for the

0>/H> (OH) system [6]): what follows is a succinct summary. The
differential governing equations are the Navier-Stokes equations
to which species and energy conservation equations have been
coupled. For most generality, the ensemble of the differential
governing equations have been derived using Keizer's [13] fluctu-
ation-dissipation theory which is consistent with non-equilibrium
thermodynamics, converges to kinetic theory in the low-pressure
limit and relates fluxes and forces from first principles. Neglecting
external forces, for a binary mixture, the conservation equations
are

L L) (1)

at OX;

d(pu;) B A pui; + pdyj) B a0 )
at (')Xj ()Xj ;

apY ANPY Ui O i
(gt1)+ (I;Xaiz r)=_al_):;‘ a=1.2 (3)

o(pe,)+0[(pe, + puy] . _%+M @
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where ¢ is time, X is the Cartesian coordinate system, p is the den-
sity, u is the velocity, Y. is the mass fraction of species % with
Y, +Y; =1 for the binary species situation studied here, j, is the
species a mass flux with j; +J, = 0. e = e+ uu;/2 is the total en-
ergy (i.e. internal energy, e, plus kinetic energy e, = uiu;/2), q, is
the Irwing-Kirkwood (subscript IK) form of the heat flux vector
(see Sarman and Evans [14]), and o is the Newtonian viscous stress
tensor

1
oy = 2# (SU —§Skk(51,) (5)
where p is the viscosity,
_ 1 [y (')llj
=3z 5) ©

is the strain rate, and 6, is the Kronecker delta function. The species-
mass flux and heat flux are given by

Ja(¥) = By(y)VY2 + Br () VT + Bo(y)Vp, 7)
Qu(¥) = Cy (W) VY2 + Cr(y)VT + Co(y) Vp (8)

where ¢ is the vector of primitive variables,

m
By = —prXD, Cy= 'pDaD:leRuTm my s (9)
D m
Br= _aBKYlYZPT- Cr = = — pDa ARy i Y1Ya, (10)
Y\ Y, mym
Br=—pD R’T’ #A, Cr = —pDaAY,Y,, (11)

D is the binary mass diffusion coefficient, m, is the molar mass of
species 2, m = m;X, + myX, is the mixture molar mass where the
molar fraction is X, = mY,/m,. R, is the universal gas constant and

1 mym
gk = O — Olp, ah:RuT%O' (12)
1 ov 1 av 1 Amhy 1 9(mh)
(mz ()Xz m, (')X,)‘ 2 (mz dX2 my (')X, )' (13)
=1+, 200 (14)

axX [ 4

where 4 is the thermal conductivity with lim,_¢/ = i« as discussed
in Ref. [15] where subscript KT denotes the kinetic theory,
v=m/p, his the molar enthalpy and 7y, is the fugacity. Further-~
more, &y is the IK form of the thermal diffusion factor, ag is the
Bearman-Kirkwood (BK) form of the thermal diffusion factor and
op is the mass diffusion factor. The thermal diffusion factor is
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associated with Soret effects in the species conservation equations
and Dufour effects in the energy equation.

3. Description of DNS database

The database consists of supercritical temporal mixing layer
simulations of the two HN and OH binary mixtures. The pure spe-
cies properties are listed in Table 1. The configuration, initial and
boundary conditions, EOS, transport property relations and numer-
ical method are summarized below. The initial conditions have
been varied to encompass the two binary-species systems listed
above, several Reynolds number values, different free-stream tem-
perature values and several domain sizes. While the study on the
initial conditions is not exhaustive due to the very large DNS CPU
time and many meaningful initial conditions possibilities, it does
highlight the important processes at play. We also discuss below
the accuracy of the database and why this transitional database
has relevance for fully turbulent flows.

3.1. Configuration, initial and boundary conditions

The configuration is illustrated in Fig. 1 for OH, as an example,
showing the streamwise (x,), cross-stream (x;) and spanwise (x3)
coordinates. The temporal mixing layer is not symmetric in extent
in the x, direction, to accommodate the larger layer growth in the
lighter fluid side. For each layer, species 1 and 2 listed in Table 2
initially reside in the upper and lower stream, respectively. The
free-stream density (p, or p,) was calculated for each pure species
at its free-stream temperature (T; or T>) and at the initial uniform
pressure (p,) using the EOS. Initially, each layer hosts four span-
wise vortices which are induced through a double pairing to merge
into an ultimate vortex. The vorticity thickness was defined as
d(t) = AUo /(OU)) /0%2) max Where (1) is the (x1,X3) planar average
of the streamwise velocity, and AU, = U, — U is the initial velocity
difference across the layer. U, and U, were chosen with the intent
of keeping the ultimate vortex stationary in the computational do-
main [12,16]; the specification of the convective Mach number,
M., determines AUp. Given the initial streamwise velocity profile
u; based on U, and U, (8{uy)/8%2) 4 and hence 6,,0 = 6.,(0) were
calculated. The initial momentum ratio |p,U|/|p,U,| ~ 5 for all HN
and OH simulations and it is determined by the prescribed free-
stream pressure, the chosen Ty and T, (for HN cases it approxi-
mates conditions in gas turbine engines and for OH cases it is
determined by the largest p,/p, value that can be resolved in
DNS [6)), the specified value of M. and the requirement that the
ultimate vortex should be approximately steady in the computa-
tional domain, The momentum flux ratio (p,U3)/(p,U?) is 1.0 for
all OH layers and 2.2 for all HN layers. Therefore, from a certain
viewpoint, the HN cases present a perspective on what can be ex-
pected for OH at larger momentum flux ratios which can reach val-
ues as large as 14 in liquid rocket engines [17]. the value of the
momentum flux ratio plays a dominant role in jet disintegration
[17]. The specified value of the initial flow Reynolds number,
Reg = (1/2)(py + p2)AUober0/ g, chosen so as to enable the resolu-
tion of all relevant length scales, was then used to calculate f,
which scales p as shown in Table 3. The grid spacing was an

Table 1
Pure species properties; v, is the molar volume at the critical point.
Species m (g/mot) Te (K) p. (MPa) ve(cm?/mol)
H, 2016 33.0 1.284 64.3
N2 28.013 1263 3399 89.8
0, 31.999 154.6 5.043 734
C/Hys 100.208 540.2 274 432.0

Fig. 1. Sketch of the O,/H, mixing layer configuration.

approximately linear function of Re,, suggested by the relationship
I/n¢ ~ Re¥* [1] where  is the integral scale and 7, is the Kolmogo-
rov scale.

The simulations were started with error-function profiles for
the mean streamwise velocity, mass fraction and temperature,
upon which are imposed spanwise and streamwise vorticity per-
turbations [18,19] of strengths Fy» and Fsp, respectively, having
streamwise (4;) and spanwise (43) wavelengths /; = Cé.,0 and
73 =0.6/,, where C=7.29 is the most unstable wavelength for
incompressible flow. For the simulations reported here, the initial
conditions are listed in Table 2 showing also other values of C used
that were obtained from stability analyses [20]: C = 4.57 for the
shortest (estimated) unstable wavelength for the HN layer, or C
corresponding to the most unstable wavelength for OH layers.
The grid was chosen for all simulations so as to accommodate four
wavelengths in the streamwise and spanwise directions, and the
evolution of the layer encompassed roll-up and two pairings of
the four initial spanwise vortices into an ultimate vortex.

The boundary conditions were periodic in the streamwise and
spanwise directions, and of outflow type for real gas in the cross-
stream direction, as derived by Okong'o and Bellan [21]. The out-
flow type conditions were essential to maintain numerical stability
since the initial perturbation induced large pressure waves that
had to exit the domain with minimal reflection.

3.2. Equation of state

The pressure was calculated from the well-known Peng-Robin-
son (PR) EOS, given T and the PR molar volume (vgz), as
R.T ap

= = 15
P= Tom —by) (Vg + 2bm Upg — b2) e

where a,, and b, are functions of T and X, with a mathematical
form given in detail in Refs. [12,6]. At high pressures, vpz may differ
significantly from the actual molar volume v [7]. Both vpe and the
volume shift (s = v — vx) can be calculated from the PR EOS given
p. T and X, [22], although for the HN system s is negligible. All
thermodynamic quantities, including o, h. G, = (0h/dT),y and
the speed of sound (a;), were calculated from the EOS using stan-
dard thermodynamic relations [12,5.6]. The implementation of the
EOS to calculate p and T from p, e and Y, utilized an iterative
scheme [6] for OH, and an energy fit [5) for HN.

3.3. Transport coefficients

The viscosity, the Schmidt number (Sc = pt/(papD)) and the Pra-
ndtl number (Pr = uC,/(m/)}) were calculated from high-pressure
single-species transport properties using mixing rules, as in Ref.
[23]. The calculated values were correlated, as summarized in
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Table 2

1115

Listing of the simulations and associaled resolution for O;/H; (OH) and C;H;6/N; (HN) mixing layers. L; is Lhe size of the domain in 1he x; direciion, in melers. For all layers,
Ly =44,. 6.0 =6859 x 10 * m and F;p = 0.1. Temperalures are in degrees K. The subscripl tr denoles Lhe Iransilional lime. The grid size is 352 x 332 x 208 for all OH DNS,
240 x 288 x 144 for HN500 and HN80O and 288 x 336 x 176 for the HN600 DNS. The CPU lime is based on an 5G1 Origin2000 300 MHz R12000 processor.

Run Reo TaiTy P2/ Py 21/8w0 Fio Lyxlyxly Remer 5 CPU (h)
OH500 500 235; 287 2451 1061 0.025 0.291 x 0.291 x 0.1746 1772 290 14557
OH550 550 - 400; 600 24.40 1035 0.025 0.284 x 0.284 x 0.17 1907 270 14,497
OH750 750 400; 600 24.40 7.29 0.05 02x02x0.12 1507 150 10,349
HN500 500 600: 1000 12.88 7.29 0.05 0.2 x 0232 x 0.12 1250 155 1714
HN600 600 600; 1000 12.88 729 0.05 0.2 x 0.232 x 0.12 1452 135 5156
HN80O 800 600; 1000 12.88 457 0.05 0.125 x 0.148 x 0.075 1258 100 1916
Table 3 et al. [12{, Okong'o and Bellan (5], Okong'o et al. [6] and Selle

Transport properties for binary mixtures. The reference lemperalure is
T = {T) + T2)/2. Tin Kelvin; Y, is the O; mass fraction, Y, is the C;H,s mass fraction.

System CsH16/N2 0;/H;

o= p(T/ T N=07 N=075

Se = p/(paoD) 1.5-Y, (1.334 — 0.668Yo — 0.186Y3
-0.268Y8)[1 + (88.6/T)' %

Pr = pCp/(mai) 0.55¢/ exp(~1.5Y4) 1.335/7%!

Ak OF Apx o = 0.1 (Ref. [15] ) oax = 0.2 (Refs. [23.24] )

T range 500-1100 K 200-800 K

p range 40-80 atm ~100 atm

Table 3, and these correlations were then used to compute the
transport properties i, D and /. The relationship between o and
2 stated in Eq. (12) means that either one can be specified, and
the other then calculated.

3.4. Numerical simulation characteristics

The conservation equations were numerically solved using a
fourth-order explicit Runge-Kutta time integration and a sixth-or-
der compact scheme with eighth-order filter for spatial derivatives
[25]; the filtering (applied at interior points only) is required to
maintain numerical stability for long-time integrations but since
it acts only on the shortest waves that can be resolved on the grid,
it does not act as a turbulence model allowing under-resolved
computations. The computations were parallelized using three-
dimensional domain decomposition and message passing, and an
efficient parallel tridiagonal solver [26].

3.5. Relevance of the database to understanding fully turbulent flows

The database analyzed is summarized in Table 2, including the
transitional time ¢;, = t,AUg/4,,0 and the value of the momentum-
thickness based Reynolds number, Re,, = Repdn/d.p at transition.
Time t, is that at which the one-dimensional velocity-fluctua-
tion-based energy spectra become smooth, except for the forcing
frequency, and 4, is the momentum thickness which is mathemat-
ically defined in Ref. {5]. The resolution is such that the grid spac-
ing was uniform in each direction with Ax; ~ Ax; ~ Ax;; by
definition Ax = max{Ax;}. The differing thermodynamics of the
two species systems precluded matching of the initial density
stratification (p,/p,) or of the transitional momentum thickness
[6,20] within the regimes of practical interest, since there is no
simple relationship between the initial conditions and the transi-
tional state. As a result, the OH layers exhibited higher Ren, values
at the transitional state, Ren, . than the HN layers. Results from the
database can be compared either for same species but at different
Ren. (HN or OH layers), or same species and same Ren,, (HN500,
HNB800), or different species and same Re,,,, (HN600, OH750).

Only the transitional states are here analyzed, as being the
states displaying turbulent characteristics. As discussed in Miller

et al. [11], the most specific feature of the transitional states are
high density-gradient magnitude (HDGM) regions prominent
throughout the mixing layer, shown in Fig. 2. Animations of the
|Vp| evolution from the initial state to transition showed the
HDGM regions to form due to both species molecular mixing and
the distortion of the initial Vp boundary. While the HN layers
had lower initial p,/p,. they had higher density-gradient magni-
tude |Vp|d,o/Ap, (Where Apy = p, — p,) at the transitional state,
depicted in Fig. 2, due to their higher mixture non-ideality [27]
which impeded molecular mixing; in our terminology, stronger
HDGM regions are those having higher |V p|d,0/Ap, values. Quan-
titative evidence from three experiments with different species
was presented in Selle et al. [11] indicating that the HDGM regions
are not a peculiar aspect of transitional states, but exist with sim-
ilar or even larger gradient magnitudes under fully turbulent con-
ditions (the experimental data was for Re = O(10%) — 0(10°)).
Thus, examination of these transitional states should yield results
entirely applicable to fully turbulent flows. This conclusion was
additionally supported by the significant portion of domain turbu-
lent kinetic energy that resides in the subgrid scales. An evaluation
of the turbulent kinetic energy (TKE) based on filtered velocity
fluctuations showed for a filter size A = 4Ax that up to 9.03% of
the TKE resides in the small scales; the equivalent value for fluctu-
ations based on the Favre averaged velocity was 10.63%. When the
filter size increases by a factor of 2 to A/Ax = 8, the corresponding
fraction of the TKE in the small scales increases by more than a fac-
tor of 2.5 and at given A/Ax, the TKE portion residing in the subgrid
scales is smaller with increasing Reo.

Our estimate (not shown) is that Ax is about three times #,, and
about twice the Batchelor scale, ;. Despite not resolving n,, the
simulations in the database still qualify as DNS because the one-
dimensional velocity-fluctuation-based energy spectra show no
accumulation of energy at the smallest scales [5.6]. Indeed, Moin
and Mahesh [28] point out that the requirement Ax < 1, would
be too constraining because physically it is sufficient to resolve
the scales at which the overwhelming amount of dissipation
occurs, which are only O(7,); additionally, the value of #, is only
defined through a dimensional argument, is subject to a choice in
the averaging process entering its definition, and is thus not exact.
Since Ax = 31,, for A = 16Ax one obtains A/#, = 48, which accord-
ing to Pope [29] means that even for the largest A value considered
here, filtering is performed well within the dissipation range (607,
is the beginning of the inertial range [29]).

4. The entropy equation

Consider a single-phase flow that is a mixture of two chemical
species which were initially at different temperatures. According
to Okong'o and Bellan [30], the entropy equation for this flow is

aps)  dlpsw) _ 0%

at o ax, Bt (16)
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Fig. 2. Density gradient magnitude |V pjd.0/Ap,. where Apy = py -
(x3 = L3/16).

which is derived from conservation of mass (Eq. (1)), momentum
(Eq. (2)). species (Eq. (3)) and total energy (Eq. (4)), along with
the thermodynamic relation

Zm,

where D/Dt is the substantial derivative and g, are the chemical
potentials. In Eq. (16), s is the entropy per unit mass, X; represents
the reversible flux of entropy and g, is the rate of irreversible
entropy production which is the dissipation. Also in Ref. [30], it
was shown that the dissipation, g,,,. is the sum of three terms, each
corresponding to a dissipation mode

Ds _De 1

Dt Dt )

8ot = uvtsc + Bremp + Emass: (18)
with
2 o
i aT aT
Lvise = £ Z(SU ——Skk(sq) v Bremp = Eon T
1 Rm . .
Emass = Y szD m.m;h‘h" (19)
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WNWEND DO

£y, for (a) OH500, {b) HN500, (c¢) OH550. (d) HN60O, {e) OH750 and () HN80O: in the braid plane

where g,., &iemp AN gnos; rEPresent contributions from the viscous,
heat and mass fluxes, respectively. Different g, modes may be
more prominent in various situations. For example, Okong'o and
Bellan [31] have shown that in a compressible atmospheric-pres-
sure transitional shear layer, g,,, is dominated by g,,... with negligi-
ble g,.m,. However, unlike for atmospheric-pressure turbulent flows,
in situations where p > p, and under transitional-flow conditions.
£« Was shown to be dominated by g,,.., with moderate contribu-
tion from g,.n, and negligible portion from g, this situation
prevailed for each HN layers [5] and OH layers [6] both at the
DNS scale and a filter size A = 4Ax. By definition,

2% = gi () - 8 (P)

where ¢ is the filtered vector of conservative variables, and k is tot,
visc, temp or mass, having defined the spatial filtering operation for
any function y as

IE) = /V VFIGE - §)d7

(20)

21

where G is the filter function and V is the filtering volume. Since the
LES goal is to compute $ at the points of the LES grid, an ideal LES
solution is ¢ computed from the DNS field ¢.
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Because considerations based on small-scale irreversible entro-
py production are not typical, it is enlightening to consider their
relationship to the typical concept of energy dissipation. Given that
unfiltered, filtered and density-weighted-filtered (Favre-filtered)
quantities may be available, there are various manners in which
SGS quantities may be defined. To clarify the connection between
kinetic energy and entropy, the Kinetic energy transport equation,
derived from the conservation of mass (Eq. (1)) and momentum
(Eq. (2)) is considered:

a(pex) o apets) _ —i(puj —ogu;) + (p:;u_xj —0, i)u.-) (22)
‘)

at % 0x; %
where
du T N
Uuy} = 2}1 (Su —iskko,-,-) = Tg,,,“. (23)

By tracing the origin of the entropy dissipation terms, it is clear that
the kinetic-energy viscous-dissipation and the entropy viscous-dis-
sipation are the same, save for the (1/T) factor.

Analogous to Eq. (22) is the equation for the resolved kinetic
energy € = U;t;/2:

PeR)0PEUN, . e ey s
B T mm oy P Gt Pl
-3{1/ g (?l.l,' = (')l.ll
v (P@?,‘ Vo™ Pf"‘az) 24)

where i = pii;/p and Ty = wu; — Ut is the SGS-flux for momen-
tum. The SGS fluxes may be interpreted as augmenting or attenuat-
ing the effect of the viscous stresses. That is, their role is to transfer
energy to the smaller scales, as is in the conceptual picture pre-
sented in Section 1. One may then draw an analogy between the ki-
netic-energy viscous-dissipation, entropy viscous-dissipation and
SGS-flux viscous-dissipation.

Non-dimensionalization of Eq. (19) elucidates salient aspects of
the g, modes. By defining reference quantities (subscript R) based
on characteristic values and non-dimensional quantities (super-
script *):

X = X;j/Lp,t" =t/tg,tr = Lp/Ug, (25)
p = p/pp U =1/Us, T = T/Ta, (26)
J3 =Jy/(prUg), D" = D/(UgLy). (27)
g =8/8r (28)

with the reference Mach number, Maz and other non-dimensional
quantities

Mag = Ug/asz. (29)
Reg = (prUrLR)/ 1, (30)
Prg = (Cprptg)/ (mgig), (31
gr = (PRUR)/(LeTr) (32)
one obtains

8ot = Erise +g;emp + Emass: (33)

1 B L e
8o = (R_eg) [Zl‘ 7 (Sy _Eskk) ] (34)
. (1 \ 1 (CuTe\[, 1 oT aT

gremp b (RGRPFR) M—a: (mkafk) |:; (T.)z 0"] 0"]] o (35)

m mmg., ] (36)

g R,Tr h| m m mg
&mass = Mai mkagk p'D'Yle m,m; m JZ'JZ:
For a perfect gas, (R,T)/(ma?) = 1/y and (C,T)/(ma?) =1/(y —1),

where y = C,/C,. For a real gas, these quantities are calculated from
the EOS. The values of the coefficients appearing in Eqs. (34)-(36)

are listed for the present DNS database in Table 4; for the present
mixing layers, M., and the flow thermodynamics (i.e. p,a;) deter-
mine the free-stream velocities (see [20]). The reference quantities
(except Ug) are computed at the interface of the two streams i.e,, at
x> = 0. The goal of non-dimensionalization with characteristic va!-
ues is to render the non-dimensional quantities O(1), which implies
that the quantities in square brackets (involving starred quantities)
of Eqgs. (34)-(36) are of O(1). Then

Bue _ O(Pr Ma? m”"?'*) Bmass _ O(Pr Re &) 37
Stemp B CDRTR !g;emp 2 RCPR i (

Using Egs. (32)-(37) and Table 4 we anticipate that: (i) For the DNS
database, the Rey effect will be minor, since Re;' varies by at most
a factor of 2. (ii) For fully turbulent flow Re; values, the O(ReR")
dependence of g;,,. and g;,,,, makes their values much smaller than
Zinass PrOViding Mag ~ O(1) — 0(10) and (R,Tr/(mga%)) ~ O(1) (see
Egs. (34) and (36)), and (PrgR./Cpr) is not <1 (see Eq. (37)). (iii)
The O(Ma,?) dependence of g;.,, implies that for Mag ~ O(1) one ob-
tains gimp ~ &uisc hOWever, if Mag < 1, then g;,,, > g, (see Eq.
(37)).(iv) For the DNS database, OH layers will have larger dissipation
due totheirlarger g, values (see Eq.(32) and Table 4).(v) Considering
the present DNS database, the g, contribution to g,,, will be rela-
tively more important for HN layers compared to the g, contribu-
tion, due to their larger Cpr/R, value (see Eq. (37) and Table 4).

While this non-dimensionalization brings insight into the rela-
tive importance of the g;'s to g, it is clear that only an analysis of
results derived from the database will reveal the relative impor-
tance of the three dissipation modes; this is particularly true for
the small-scale dissipation and its dependence on the scale at
which it is computed.

5. Results

General results are first presented leading to a deeper under-
standing of the species-specific origins of g, and its impact on
the flow characteristics. The analysis then focusses exclusively on
2% particularly emphasizing backscatter and filter-size effects.
Because the PR EOS cannot be written in a canonical form where
it is only function of the reduced thermodynamic quantities
(v/v..T/Te,p/p.) [7). the EOS does not obey the corresponding
states principle and is not the same for the HN and OH cases since
Qm, by and vpg inEq. (15) are complex functions of T, and v, which
are species-specific. The difference between the HN and OH EOS
and the fact that the transport properties are also species-specific,
induces the definition of classes according to the species system:
one OH class and one HN class of simulations.

Table 4

Reference quantities for non-dimensionalization of entropy dissipation. For all layers:
Y2 =05, Mo =04, Lg = bmo = 6859 x 10 * m.Rex = Rep. (See Table 2 for Reo
values.) pg = pp = 100atm (OH); 60 atm (HN). mz = m(Yze) = 3.793 g/mol (OH);
43,785 g/mol (HN). R, = 8.3144 J/mol K.

OHS00 OHS50 HNS00
OH750 HN600
HN80O
T (K) 261 500 800
Pr = p(Pr.Tr,Y2r) (kgim?) 16.66S 8.896 39.328
Ok = 05(px, Tr. Y2z) (Ms) 966.64 12854 419.42
Cor = Cp(pr. Tr. Y2z) JJmol K)  29.329 29.467 99.033
Up = AUg/2 (mfs) 341,95 464.50 147.90
g = (pRUD)/(LeTRWm 3Ky 3722x10°  2600x10° 2319 x 107
Prr = Pr(pa. Tr.Y2r) 0.7652 07171 1.0585
Mag = Up/og 0354 0.361 0353
(C,RTR)/(mRa}R) 2.16 235 10.29
(RuTr)/(mro%) 0612 0.663 0.864
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5.1. Dissipation at the DNS scale

To examine the dissipation, the databases from the previously
performed DNS of Table 2 are interrogated using Eqs. (18) and
(19). The domain averaged g,.c. Zemp: &moss AN & are displayed
in Table 5 for each of the simulations. The g, value is larger for
the OH class than for the HN class, consistent with the reduced vor-
tical features of the OH layers [27] and following the expectations
of the analysis of Section 4. For each class, g, varies over a rela-
tively small range (for OH layers the smallest value is 83% of the
largest one, and for HN layers this ratio is 39%), and even the var-
iation across classes is within percentages rather than orders of
magnitude (the smallest g, value is 31% of the largest one). The
global dissipation increases with Re; (HN500 versus HN600O) and
with an increased Re, combined with a reduction in /;/dwo
(OH500 or OHS550 versus OH750, HN500 or HN60O versus
HN800) due to stronger small-scale formation [32] as measured
by the spanwise vorticity at the transitional state. Among the six
simulations belonging to two different classes, the domain average
for each of g,cs Eremp+ &mass have values which differ by less than
one order of magnitude (approximate deviations of 17%, 32% and
36% from maximum for g ... Zremp: Gmass» TESPECtively), consistent
with the non-dimensional arguments of Section 4.

Budgets of the dissipation listed in Table 6 show that, consistent
with the non-dimensional analysis: (1) Zemp/8. is larger for the
HN class than the OH class and (2) g, contains the largest pro-
portion of g,,. This proportion, spanning from 0.767 to 0.811, is
remarkably invariant within each class and across classes, bodying
well at this point for finding universal SGS models at these super-
critical thermodynamic conditions. This possibility is not to be ta-
ken for granted given that the PR EOS is not the same for the HN
and OH classes. For each class (and comparing classes), the layer
with the highest g,,,../8:. Positively correlates with the smoothest
well-defined HDGM features as seen in Fig. 2 illustrating
|V pldwo/Apg. By definition, smoothness is the lack of small-scale
activity and/or lack of structure, as subsumed in Chow and Moin
[9]). The positive correlation for all layers between higher
ZBmass/Lior Values and increased HDGM smoothness is explained by
the dissipation precisely having the effect of smoothing gradients.
Whereas the layer features become smoother with increased
Emass/ 8o Value, two different behaviors are observed regarding
its variation with the maximum |Vp|é.0/Ap, magnitude in the
layer (the maximum listed in the legend of Fig. 2 is representative):
for HN layers gmos/8:: IS an increasing function of the maximum
|V pldmo/Apg value in the layer while for OH layers it is a decreas-
ing function of this value. Comparing classes, the opposite varia-
tion of g.../8, With the maximum |Vpld,o0/Ap, value in the
layer stems from the fact that the domain average is the result of

Table 5
Average irreversible entrapy productian (ta three significant digits), in MW m 3K .
OH500 OH550 OH750 HN500 HN600 HN800
Boise 0.425 0.306 0.376 0.0712 0.0791 0.101

Bremp 0.113 0.225 0.296 0.143 0.218 0.349

= 23 1.91 227 0.706 0.983 1.92
Seot 2.85 2.44 2.94 0.920 1.28 2.37
Table 6

Average irreversible entropy production. Relative contribution of g .. remp aNd gpmss
10 Byor-

OH500 OH550 OH750  HN500 HN600  HN800

Zusc/Be 0149 0125 0128 0077 0062  0.043
Buemp/Be 0040 0092 0100 0155 0470 0147
Zmass /B 0811 0782 0772 0767 0768 0810

both local values and the spatial extent of the HDGM regions cre-
ated partially through the action of the Fick and Soret terms in j.
For HN layers, the increasing-function variation implies very local-
ized regions of large Fick and Soret terms activity, and for OH lay-
ers the decreasing-function variation implies a much larger extent
of Fick and Soret terms activity; these aspects are confirmed by
spatial distributions of |V|é..0/Ap, shown in Fig. 2. This differ-
ence between the two classes introduces the anticipation that,
according to the class, the DNS database may respond in opposite
ways to filtering. This topic is addressed next.

5.2. Subgrid-scale dissipation

Information regarding gi%° is helpful in many ways. This informa-
tion is of interest to appropriately model the subgrid-scale mixture
fraction [33]orscalar variance; the subgrid mixture fraction dissipa-
tion [33] or more generally the SGS scalar dissipation, y°¢, is part of
the scalar-variance model, where y = g, Y1Y2mym; /(R,m). Study-
ing g3%° can additionally bring a perspective on backscatter and en-
lighten considerations on viable SGS models, particularly since a
universally applicable SGS model is still lacking for performing
LES. The goal here is to systematically study gi5* in thermodynami-
cally supercritical binary-species mixing layers and determine if and
how its characteristics depend on the species system and initial con-
ditions. Related to conducting LES, the interest is also in determining
how these findings depend on filter size.

Filtering is performed with a cubic top-hat filter having a width
A = NeAx where Ne = 4,8,12,16; the top-hat filter is chosen as the
only one in concert with a finite difference numerical discretiza-
tion, which was the numerical scheme used to obtain the DNS
database. The minimum value N¢ = 4 is chosen based on the con-
sideration that for computational efficiency compared to DNS, LES
must have a grid at least Ax,es = 2Ax, and that for a eighth-order
Padé scheme A must at least be A = 2Ax; = 4Ax in order for the
SGS contribution to be larger than the truncation error, without
which the LES is not meaningful [9,10]. Although g, > 0, there is
no such requirement for gi>, which may display both positive
and negative values; negative values indicate entropy backscatter.

5.2.1. Backscatter

As explained in Section 1, usually backscatter is considered
small in turbulent flows and this assumption affects the SGS flux
modeling strategy in LES. For example, the well-known Smagorin-
sky model [34] does not have the capability to portray backscatter,
whereas the Clark et al. [35] and Bardina et al. [36] models do. To
inquire whether in the supercritical turbulent flows under consid-
eration backscatter is negligible, the percentage of the points in the
domain with negative SGS irreversible entropy production was
computed and is plotted in Fig. 3. For each of the databases, and
whether in gi%° or in each mode, the extent of the domain affected
by backscatter is very substantial. Typical is Nr = 4: for each sim-
ulation, more of the field is affected by backscatter from g3 (from
46% to 59%) than g7, (from 32% to 41%) and more from gi5, than
2% (from 25% to 33%). For gi%, the percentage of the Nr = 4 field
with backscatter activity is from 35% to 41%.

For all dissipation modes as well as for the total dissipation, the
extent of backscatter in the flow decreases with increasing filter
size. This decrease is naturally induced by the averaging process
which reduces gradient magnitude with increased filter size. Most
of the decrease is in gig; (up to 32%) followed by gi%5, (up to 13%)
and the least is in g3 (up to 7.5%) for a fourfold increase in N,
indicating that the HDGM regions harbor substantial species-in-
duced backscatter regions even at large grid spacing. For HN80O
the extent of species-induced backscatter first slightly increases
with Nr and then slightly decreases with further increasing N:. It
is conjectured that this non-monotonic behavior is due to the
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much higher values of |Vp|d.0/Ap, for this simulation than for
any other (Fig. 2), which brings the intriguing possibility that very
strongly varying quantities multiplying the gradients in g, (Eq.
(19)) may be responsible for this effect. For gi%°, there is a mono-
tonic decrease in the spatial extent of backscatter with increasing
N¢ that ranges from 4% to 8% for N¢ increasing by a factor of four,
meaning that in this range of filter sizes, backscatter will still pre-
vail in a substantial part of the computational domain.

The information in Fig. 3 only pertains to the extent of the com-
putational field with backscatter activity, but does not instruct as
to the magnitude of gi¢° at the localities where gi$° < 0. To obtain
information regarding relative magnitudes of g5* < 0 and g% > 0
in the field, plotted in Fig. 4 appear braid-plane contours of gi$° for
the six cases studied at Ny = 4. The plots show that the most prom-
inent regions of gi¢ < 0 flank those of g5° > 0 all of which are
embedded within the HDGM regions (compare visually with
Fig. 2). Magnitude-wise, the highest level of gi5° < 0 in the field
has a magnitude that is from 10% to 17% of the highest level of
£:% > 0in the domain. The conclusion is that in all these simula-
tions, backscatter cannot be neglected, implying that the Smago-
rinsky model is conceptually unsuited to capture the SGS fluxes
in LES of supercritical flows. The argument that backscatter mainly
appears here due to the transitional nature of the flow can be coun-
teracted by the observation that the most preponderant g5 < 0
locations are within the HDGM regions which are a feature of
supercritical fully turbulent flow [11]; although the strength of
the backscatter in terms of the maximum ratio of gi%° < 0 values
by g% > 0 values will be flow dependent.

The information about backscatter eliminates the Smagorinsky
SGS model as unsuited for SGS-flux modeling but does not give fur-
ther information on the suitable characteristics that other eligible
SGS-flux models should have. Such information can be obtained
by studying the properties of the overall SGS dissipation activity
embodied in the domain-average gi¢°, which is investigated next.

5.2.2. Domain-average subgrid-scale dissipation

While, as discussed above, all layers display significant regions
of backscatter at all filter widths, on a domain-average basis,
Zir > 0. The ratio of the domain-average gi5° to that of g, is an
indicator of the rate of small-scale dissipation into heat compared
to the rate of supply of organized activity. This ratio, g5 /g, is
plotted in Fig. 5. Clearly, from Fig. 5, the SGS dissipation is an
increasing quasi-linear function of N¢. These results unsurprizingly
indicate that the larger is the filter size, the more important is the
contribution of the SGS models. Notably, the g3¢° /g,., values shown
in Fig. 5 are species-system specific and practically independent of
the initial conditions. Whereas the SGS activity is considerably
smaller for OH layers than for HN ones (a fact attributed to the
smaller momentum flux ratio of OH layers), the increase with N
is steeper for OH than HN cases. When increasing the filter by a
factor of 4, gi° increases by a factor of 4.8-5.6 for OH layers and
2.4-3.0 for HN layers. This distinctive class-specific behavior is
conjectured to result for the much wider extent of the HDGM re-
gions in OH layers compared to HN layers (Fig. 2); a wider extent
means that when the filter is larger, more information is captured
at the subgrid. On the other hand, for HN layers, the much higher
structure (i.e. more convoluted aspect seen in Fig, 2) is conjectured
to lead to the higher g5 /g, compared to that of OH layers. There-
fore, the indications are that SGS models will be relatively more
important in reconstructing the physics in LES of HN layers relative
to OH layers under the conditions of the present calculations, and
that the HN layers may have more stringent resolution
requirements.

The information obtained so far pertains to the total SGS dissi-
pation, however, it is of interest to find out whether one of its
modes governs the gi%° properties because if true, it is this mode
that would deserve most attention in modeling. Thus, we next in-
quire into the contributions of the three dissipation modes and
whether any species-specific behavior emerges from this inquiry.
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5.2.3. Modes of subgrid-scale dissipation

The relative contribution of each mode to the SGS dissipation is
illustrated in Figs. 6 and 7, which show the ratio of the domain-
average gi® to that of the domain-average g, and g, (Fig. 6) or

3¢S (Fig. 7). Expectably, the functional dependence of gi° on N¢
is that of an increasing function. For each layer, gi® /g5 varies
weakly with Nr compared to the variation among layers. For exam-
ple, for both gi% /g7 and g5, /gie the variation for each layer is
at most 25% whereas among layers there can be over a factor of
three ratio at given N value; for g5% /g% the variation for each
layer is at most 4% whereas among layers there is a maximum of
16% change at given N¢ value.

For each layer, the ranges of values of gi°*/g, for the different
modes are similar to one another and to gi¢/g,,, (compare Figs.
5 and 6) indicating a scale similarity type of behavior on the
domain-average basis. Furthermore, the gi®/g, values are spe-
cies-specific and almost independent of the initial conditions. This
suggests that scale-similarity SGS-flux models or dynamic-coeffi-
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cient SGS flux models are particularly well suited for LES under
these thermodynamic conditions, a fact confirmed by a posteriori
studies [37].

The bulk of the SGS dissipation is due to species-mass-flux, with
g5 /g3 ranging from 72% to 84% for all N¢. Furthermore, g%, is a
significant contributor to the total (DNS) dissipation, with g5&_ /g,
values approaching 60% at the largest filter width; therefore, this
mode should receive the most modeling attention. The significance
of this result is that the largest contribution to the SGS dissipation
will remain similar even for LES conducted with large grid spacing,
indicating that the modeling approach should not be different with
decreasing number of LES nodes. This finding is significant because
according to Chow and Moin [9] and Ghosal [10], the filter size and
LES grid size determine the magnitude of SGS effects that must be
modeled relative to the truncation error. More discussions of the
impact of LES grid and filter size appear in Pope [38].

Within the results for the OH class, noteworthy is the consis-
tently larger g3%, /8..m, compared to the other two modes, inde-
pendent of the OH simulation; this aspect is thus not attributable
to a large initial T,/T, since this temperature ratio is near unity
for OH500. For HN layers, 55, /8m, tends to be the smallest of

the g;%/g,. This contrasting behavior of OH layers and HN layers
is conjectured to result from the greater extent of spatial distribu-
tions of large |V T[6.,0/ATo(ATo = Ty — T>) as shown in Fig. 8. Nar-
row regions of high |VT|é.,0/AT, value produce a relatively small
increase in the value of gi55, as shown for OH750 and HN800
(Fig. 8e and f). The implication is that SGS models in LES of OH lay-
ers should particularly concentrate on replicating the heat flux, a
conclusion entirely consistent with and supported by the a priori
results of Selle et al. [11] who showed that beyond the SGS fluxes,
a SGS model to reconstruct V - [qu (@) — i ()] was necessary in
the LES energy equation.

Considering the viscous SGS dissipation, while g5 /g, does
not show the same species-specific behavior as g3¢ /g, and
Zronp/Biors the values for the layers are in a very narrow range,
at most 7%. The conjecture is that for these transitional states,
the Reynolds number value is too low to result in a large contri-
bution of g3, even with increased filter size. The obvious mean-
ing of this information is that from the standpoint of viscous
effects, once LES results are considered acceptable with a specific
SGS model, it is foreseeable that the same SGS model will prevail
for all LES in that class.




1122 N. Okong'e. J. Bellan/Computers & Fluids 39 (2010) 1112-1124

(@) o4 ' .
[=]
012 | 5 1
v
Y ¥ A

g o0af a .

]

o g .

o008 1 h

® 3 . .

%006 b ]
004 b v i .
0.02 L 1

8 12 16
AlAX
(b) o8 :
v
0.16 & = = ]
0.14 % H = 1

8 ; 2

So012 1 a {

gj 01 k -
0.08 | 1
0.06 | o . )
0.04 L L

8 12 16
AlAX
(c) oss . e
084 ¢ E
082 | . .
q v

g L

& 08 | ]

807} J

L
0.76 | % 1

! 1 v
0.74 o v 4
0.72 L
8 12 16
AlAx

Fig. 7. Domain-averaged SGS entropy production versus filter size for [ OH500,
4 OH550, 7 OH750, @ HN500, a HN600 and ¥ HN80O. (a) 235, (b) £55,. (¢) g5%,.

e

6. Summary and conclusions

Motivated by Large Eddy Simulation (LES) modeling of super-
critical turbulent flows, transitional states of databases obtained
from Direct Numerical Simulations (DNS) of binary-species super-
critical temporal mixing layers were examined to understand the
subgrid-scale irreversible entropy production, i.e. the dissipation,
and its variation with filter size. The dissipation has contributions
from three modes associated with viscous stresses, temperature-
gradient and species-mass-gradient effects. Non-dimensionaliza-
tion of the dissipation and its contributions revealed the essential
mechanisms governing each of the modes and their relative contri-
butions to the total dissipation. The viscous, temperature-gradient
and species-mass-gradient dissipation contributions scale as
O(Re™"), O(Re 'Pr-"Ma~?) and O(Ma2), respectively. As a result
of this scaling, for Reynolds number values in the fully turbulent
flow regime, the species-mass-gradient mode is predicted to dom-

inate the other modes. Even for the transitional Reynolds number
values of the examined database, assessment of the DNS-scale do-
main-averaged dissipation confirmed previous findings that out of
the three modes of dissipation, the species-mass dissipation is the
main contributor to the total dissipation. The results revealed that,
remarkably, the percentage of species-mass by total dissipation is
nearly invariant across species systems and initial conditions. This
dominance of the species-mass dissipation is due to high density-
gradient magnitude (HDGM) regions populating the flow under the
supercritical conditions of the simulations: such regions have also
been observed in fully turbulent supercritical flows. The domain
average being the result of both the local values and the extent
of the HDGM regions, the expectations were that the response to
filtering will vary with these flow characteristics. All filtering is
here performed in the dissipation range of the Kolmogorov spec-
trum, at filter sizes from four to sixteen times the DNS grid spacing.
The small-scale (subgrid-scale, SGS) dissipation was found by sub-
tracting the filtered-field dissipation from the DNS-field
dissipation.

In contrast to the DNS dissipation, the SGS dissipation is not
necessarily positive; negative values indicate backscatter. Back-
scatter was shown to be spatially widespread in all modes of dissi-
pation and in the total dissipation (25-60% of the domain). The
maximum magnitude of the negative subgrid-scale dissipation
was as much as 17% of the maximum positive subgrid-scale dissi-
pation, indicating that not only is backscatter spatially wide spread
in these flows, but it is considerable in magnitude and thus cannot
be ignored for the purpose of LES modeling. The Smagorinsky mod-
el, for example, is unsuited for modeling SGS fluxes in LES because
it cannot render backscatter. With increased filter size, there is
only a modest decrease in the spatial extent of backscatter. The
implication is that even at large LES grid spacings, the issue of
backscatter and related SGS-flux modeling decisions are
unavoidable.

As a fraction of the total dissipation, the small-scale dissipation
is between 10% and 30% of the total dissipation for a filter size that
is four times the DNS grid spacing, with all OH cases bunched at
10% and the HN cases spanning 24-30%. A scale similarity was
found in that the domain-average proportion of each small-scale
dissipation mode with respect to the total small-scale dissipation
is very similar to equivalent results at the DNS scale. With increas-
ing filter size, the proportion of the small-scale dissipation in the
dissipation increases substantially, although not quite proportion-
ally. When the filter size increases by fourfold, 52% for all OH runs
and 70% for HN runs of the dissipation is contained in the subgrid-
scale portion with virtually no dependence on the initial conditions
of the DNS.

Whereas for HN simulations the proportion of the small-scale to
DNS dissipation in all modes has similar values, for OH simulations,
the temperature mode has the largest values. This behavior ex-
plained previous findings that particular attention must be de-
voted to modeling of the SGS heat flux for OH simulations [11].
With increased filter size, the small-scale dissipation in all modes
increases similarly for the HN simulations irrespective of the initial
conditions, whereas for OH simulations the viscous small-scale dis-
sipation increased the most with filter size and the temperature
small-scale dissipation increased the least.

Most current efforts at subgrid-scale modeling focusses on
reproducing the viscous dissipation. We showed here that for
supercritical mixing, the current focus is misplaced because the
indications from the dissipation analysis are that modeling efforts
in such LES should instead be focused primarily on mass-flux ef-
fects, with temperature and viscous effects being secondary
although by no means negligible. Since LES feasibility for practical
engineering calculations hinges on being able to use coarse grids,
implying large filter sizes, our dissipation study as a function of
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filter size ts significant in that it shows what should the require-
ments of subgrid-scale models be as a function of filter size. The
analysis also reveals a phystcal justtfication for scale-similarity
type models and confirmation of their suitability was presented
in a posteriori studies [37].

Acknowledgments

This study was conducted at the Jet Propulsion Laboratory (JPL)
of the California Institute of Technology (Caltech) under the spon-
sorship of the U.S. Air Force Office of Scientific Research (AFOSR)
with Dr. Julian Tishkoff serving as technical director, under an
agreement with the National Aeronautics and Space Admitnistra-
tion, and of an AFOSR Grant to Caltech under the technical direc-
tion of Drs, Mitat Birkan, Doug Talley (of Edwards Air Force
Research Laboratories (AFRL)), Tim Edwards and Cam Carter (both

of Wright Patterson AFRL). The computational resources were pro-
vided by the JPL Supercomputing Center.

References

[1] Tennekes H. Lumiey JL. A first course in turbulence. MIT Press: 1989.

[2] Holmes P, Lumley JL. Berkooz G. Turbulence, coherent structures, dynamical
systems and symmetry. Cambridge University Press; 1996.

[3] Hirshfelder ], Curtis C, Bird R. Molecular theory of gases and liquids. John Wiley
and Sons; 1964.

[4] Sreenivasan KR. Antonia RA. The phenomenology of small-scale turbulence.
Annu Rev Fluid Mech 1997:29:435-72.

|51 Okong'o N, 8ellan J. Direct numerical simulation of a transitional supercritical
binary mixing layer: heptane and nitrogen. ] Fluid Mech 2002:464:1-34.

[6] Okong'o N, Harstad K, Bellan J. Direct numerical simulations of 0,/H, temporal
mixing layers under supercritical conditions. AIAA | 2002:40(5):914-26.

[7] Prausnitz J, Lichtenthaler R, de Azevedo E. Molecular thermodynamics for
fluid-phase equilibrium. Prentice-Hall; 1986.

[8] Segal C, Polikhov 5. Subcritical to supercritical mixing. Phys. Fluids
2008;20:052101-7.



1124 N. Okong'o, J. Bellan/Computers & Fluids 39 (2010) 1112-1124

9] Chow FK, Moin P. A further study of numerical errors in large-eddy
simulatlons. ] Comput Phys 2003:184:366-80.

|10| Ghosal 5. An analysis of numerical errors in large-eddy simulations of
turbulence, ] Comput Phys 1996:125:187-206.

|11] Selle LC, Okong'o NA, 8ellan ], Harstad KG. Modeling of subgrid scale
phenomena in supercritical transitional mixing layers: an a priori study. |
Fluid Mech 2007;593:57-91.

[12] Miller R, Harstad K, 8ellan J. Direct numerical simulations of supercritical fluid
mixing layers applied to heptane-nitrogen. ] Fluid Mech 2001:436:1-39.

]13] Keizer J. Statistical thermodynamics of nonequilibrium processes. New
York: Springer-Verlag: 1987,

]14] Sarman 5, Evans D. Heat flux and mass diffusion in binary Lennard-Jones
mixtures, Phys Rev A 1992:45(4).2370-9.

[15] Harstad K. Bellan J. An all-pressure fluid-drop model applied to a binary
mixture: heptane In nitrogen. Int ] Multiphase Flow 2000:26(10):1675-706.

[16] Papamoschou D, Roshko A The compressible turbulent shear layer: an
experimental study. | Fluld Mech 198B:197:453-77.

[17] Junlper M, Tripathl A, Scouflaire P, Rolon JC, Candel 5M. The structure of
cryogenic flames at elevated pressure. Proc Combust Inst 2000;2B:1103-9.

18] Moser R, Rogers M. MixIng transition and the cascade to small scales in a plane
mixIng layer. Phys Fluids A 1991;3(5):112B-34.

[19] Moser R, Rogers M. The three-dimensional evolution of a plane mixing layer:
pairing and transition to turbulence. | Fluid Mech 1993:247:275-320.

|20] Okong'o N, Bellan J. Real gas effects on mean flow and temporal, inviscid linear
stabllity of binary-species mixing layers. AIAA ] 2003:41(12):2429-43.

[21] Okong'o N, Bellan J. Consistent boundary conditions for multicomponent real
gas mixtures based on characteristic waves. ] Comput Phys 2002:176:330-44.

122] Harstad K, Miller R, 8ellan J. Efficient high pressure state equations. AIChE ]
1997:43(6):1605-10.

23] Harstad K, Bellan J. Isolated fluid oxygen drop behavior in fluid hydrogen at
rocket chamber pressures. Int ] Heat Mass Transfer 199B:41:3537-50.

{24] Harstad K. Bellan J. The D? variation for isolated LOX drops and polydisperse
clusters in hydrogen at high temperature and pressures. Combust Flame
2001;124:535-50.

125] Kennedy C. Carpenter M. Several new numerical methods for compressible
shear layer simulations. Appl Numer Math 1994:14:397-433.

126] Muller 5M, Scheerer D. A method to parallelize tridiagonal solvers. Parallel
Comput 1991;17:181-8.

[27] Okong'o N. 8ellan J. Turbulence and fluid-front area production in
binary-species, supercritical, transitional mixing layers. Phys Fluids
2004;16(5):1467-92.

[28] Moin P, Mahesh K. Direct numerical simulation: a tool in turbulence research.
Annu Rev Fluid Mech 199B:30:539-78.

[29] Pope SB. Turbulent flows. Cambridge University Press; 2000.

[30] Okong'o N, Bellan J. Entropy production of emerging turbulent scales in a
temporal supercritical n-heptane/nitrogen three-dimensional mixing layer.
Proc Combust Inst 2000:28:497-504.

[31] Okong'o N. Bellan J. Consistent large eddy simulation of a temporal mixing
layer laden with evaporating drops. Part 1: direct numerical simulation,
formulation and a priori analysis. | Fluid Mech 2004;499:1-47.

[32] Okong'o N. 8ellan ]. Perturbation and initial Reynolds number effects on
transition attainment of supercritical mixing layers. Comput Fluids 2004;
33(8):1023-46.

|33[ 8Balarac G. Pitsch H, Raman V. Development of a dynamic model for the
subfilter scale variance using the concept of optimal estimators. Phys Fluids
2008;20:035114-1, 9 p.

[34) Smagorinksy J. Some historical remarks on the use of nonlinear viscosities. In:
Galperin B, Orszag S, editors. Large eddy simulation of complex engineering
and geophysical flows. Cambridge University Press: 1993, p. 3-36.

[35] Clark R, Ferziger ], Reynolds W. Evaluation of subgrid-scale models using an
accurately simulated turbulent flow. ] Fluid Mech 1979:91(1):1-16.

|36] 8ardina |, Ferziger ], Reynolds W. Improved subgrid scale models for large eddy
simulation. AIAA Paper B0-1357.

[37] Taskinoglu ES, Bellan J. A posteriori study using a DNS database describing
fluid disintegration and binary-species mixing under supercritical pressure:
heptane and nitrogen. ] Fluid Mech 2010:645:211-54.

[38] Pope 58. Ten questions concerning the large-eddy simulation of turbulent
flows. New ]. Phys. 2004:6(35):1-24.



Appendix 3



Under consideration for publication in J. Fluid Mech. 1

Subgrid scale models and Large Eddy
Simulation of oxygen disintegration and
mixing with hydrogen or helium at

supercritical pressure

By EZGI S. TASKINOGLU!
and JOSETTE BELLAN!?

!California Institute of Technology, Pasadena, CA 91125, USA

2Jet Propulsion Laboratory, California Institute of Technology, Pasadena, CA 91109, USA
(Received 21 May 2010}

For flows at supercritical pressure, p, the Large eddy Si]lllllati011 (LES) equations consist
of the differential conservation equations coupled with a real-gas equation of state, and
the equations utilize transport properties depending on the thermodynamic variables.
Compared to previous LES models, the differential equations contain not only the Sub-
grid Scale (SGS) fluxes but also new SGS terms. each denoted as a “correction”. These
additional terms, typically assumned null for atmospheric pressure flows, stem from filter-
ing the differential governing equations and represent differences between a filtered term
and the same term computed as a function of the filtered flow field. In particular, the
energy equation contains a heat-flux correction (g-correction) which is the difference be-
tween the filtered divergence of the heat flux and the divergence of the lieat Hux computed
as a function of the filtered flow field. We revisit here a previous a prior: study (Selle et
al. (2007)) where we only had partial success in modeling the g-correction term and show

that success can be achieved using a different modeling approach. This a prior analysis,
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based on a temporal mixing layer Direct Numerical simulation database. shows that the
focus in modeling the g-correction should be on reconstructing the primitive variable gra-
dients rather than their coefficients (Selle et al. (2007)). and proposes the approximate
deconvolution model (ADM) as au effective means of flow field reconstruction for LES
heat flux calculation. Further, an a posteriori study is conducted for temporal mixing lay-
ers initially containing oxygen (O) in the lower stream and hydrogen (H) or helium (He)
in the upper stream to exainine the benefit of the new model. Results show that for any
LES including SGS-flux models (constant-coefficient Gradient or Scale-Similarity models;
dynamic-coefficient Smagorinsky /Yoshizawa or mixed Smagorinsky /Yoshizawa/Gradient
models), the inclusion of the g-correction in LES leads to the theoretical maximum reduc-
tion of the SGS heat-flux difference; the remaining error in modeling this new subgrid
term is thus irreducible. The impact of the g-correction model first on the heat flux,
and then on the mean, fluctuations, second-order correlations and spatial distribution
of dependent variables is also presented. Discussious on thie utilization of the models in

general LES are presented.

1. Introduction

The simulation of high-pressure turbulent flows, where the pressure, p, is larger than
the critical value, p.. for the species under consideration, is relevant to a wide array of
propulsion systems, e.g. gas turbine, diesel and liquid rocket engines. Most turbulence
models have, however, been developed for atmospheric-p turbulent flows. The difference
between atmospheric-p and supercritical-p turbulence is that whereas in the former sit-
uation the coupling between dynamics and thermodynamics is moderate to negligible,

for the latter sitnation it is very significant and can dominate the flow characteristics
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(Okong'o & Bellan (2002a), Okong'o et al. (2002)). The reason for this fact is in the
mathematical form of the equation of state (EOS), which is the perfect-gas EOS in the
former case and the real-gas EOS in the latter case. The perfect gas EOS is mildly
non linear and, with the exception of the molar nass terin, is the same for all cheinical
species; the molar mass termm does not have substantial variation in the realm of species
involved in combustion reaections relevant to propulsion systems. In eontrast, the Peng-
Robinson (PR) EOS (Prausnitz et al. (1986)), is strongly non-linear and does not obey
the corresponding state prineiple, so it is speeies-dependent through eoefficients whiech
are strongly dependent on the critical properties and acentrie factor of the species (e.g.
Okong’o et al. (2002)) all of which exhibit considerable variation with the species. The
PR EOS along with many other EOSs not obeying the eorresponding state principle
are of practical interest because they have been extensively tested and their range of
validity is well known. These observations have important consequences for Large Eddy
Simulations (LES) in which the conservation equations are filtered and, in order to solve
the LES equations, models must be used for those filtered terms which are not directly
computable from the LES solution. For atimospheric-p flows, it has beeu shown that the
only significant filtered terms in the LES equations are the Subgrid Scale (SGS) fluxes
(Vreman et al.(1995), Okong'o & Bellan (2004b)). However, for supereritieal turbulent
flows, additional terms were shown to Dbe rivaling, and sometimes surpassing in r.mn.s.
magnitude the SGS flux terms (Selle et al. (2007)). Cousistent with the strong EOS de-
pendence on speeies, depending on the cheinical species, different additional terins were
found significant in the LES equations according to the speeies under consideration.
For the heptane/nitrogen (HN) C;H,6/N2 mixing layer configuration, the new promi-
nent term was in the momentum equation: the gradient of the difference hetween the

filtered pressure, p, and the gradient of p eomputed using the filtered flow field, p(¢).
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Here ¢ = {p, pu;, per, pYa} is the vector of conservative variables where p is the density,
1; is the velocity component in the z;-direction spatial coordinate. e, is the total energy
and Y, is the mass fraction of species . For any component of the primitive variable
vector ¥ (¢) = {u;,p. Xo, T}, where X,, is the molc fraction of specics «, and T is the

temperature, the filtering operation is dcfined as
U(3) =G*w=/vw(mc(f—md.z7 (1.1)

where G is the filter function and V is the filtering volume. For the oxygen/hydrogen (OH)
O2/H; system, the additional prominent term was in the energy equation: the difference
betwcen the divergence of the filtered heat flux, m and the divergence of q(¢). For
the oxygen/heliuin (OHe) O;/He system, each of these termms was less inportant than
for the HN and OH systems, respectively, but was still non-negligible compared to the
corresponding resolved term in the equation (i.e. V(o) or V-q()). The variation among
species systems is traceablc to the diffcrent EOS for thesc specics systems (although
all EOS had the PR form) and to the different transport propertics. Physically, these
additional terms were necessary to reproduce high density-gradient magnitude (HDGM)
regions distributed throughout the flow (Taskinoglu & Bellan (2010)), as seen both in
Direct Nummnerical Siinulations (DNS) at transitional states (Okong'o & Bellan (2002a),
Okong’o et al. (2002)) and in fully turbulent flow experiments (Mayer et al. (1996),
Mayer et al. (1998), Chehroudi et al. (1999), Oschwald & Schik (1999), Oschwald et al.
(1999), Segal & Polikhov (2008)). This filamentary inorphology of the HDGM regions is a
manifestation of fluid disintegration and it was found that in these filaments the fluid is a
mixture of the heavy and light fluids (Okong’o & Bellan (2002a), Okong'o et al. (2002));
this situation is very different from that under atmospheric p where the equivalent of the
HDGM regions exclusively contains the heavy fluid, as during atomization.

The additional terms in the LES equations stem from the nsual ‘LES assumptions’ -
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that the difference between a filtered quantity and the same quantity computed from the
filtered flow field is negligible with respect to other teriis in the equation - not being
satisfied. The fact that the LES assumptions are not satisfied is the result of strong
subgrid scale activity, which, if removed through filtering distorts the solution from its
physical counterpart. Such finding is not restricted to supercritical flows, as has also been
identified in atmospheric-p fully multicomponent species flows where non-uniformities are
at a finer scale than in flows containing only a small nuniber of species (Bellan & Selle
(2009)). Basically, to enable LES computations, these new terins must be replaced in the
LES equations with SGS models, similar in concept to the ubiquitous SGS-flux models.

For supercritical turbulent binary-species flows, the implication of the above-discussed
findings is that, unlike in atmospheric-p binary-species turbulent flows, the type and
mathematical form of SGS models may be species dependent. This species dependency
may impose a large development burden in terms of obtaining appropriate SGS models,
but giveu the importance of the applications it should uot be dismissed. For exainple, the
accurate prediction of the heat flux to the wall is a long standing problem in liquid rocket
propulsion because of the implications it has for wall-material performance and rocket
integrity. Several LES were compared to heat flux experimental data versus axial direction
in Tucker et al. (2008) to predict single-element coaxial injector flow and combustion.
The results showed that only the most computationally intensive LES, with 255x 106
cells, requiring 2x10% CPU hours and the utilization of 2000 processors (on average) was
closest to the experimental data, but this LES was based on classical SGS-flux models,
without the additional terms we advocate. The expectation is that with the additional
terms we propose, the LES grid could be made coarser because these terins would account
for SGS activity that currently only a fine LES grid can resolve.

Having previously addressed the modeling of the momentuin equation terin in an a
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posteriort study (Taskinoglu & Bellan (2010)), we here focus on the additional SGS termn
in the energy equation, with application to the OH and OHe systeins. Following the pre-
sentation in §2 of the LES governing equations, the databases are summarized in §3. the
LES initial and boundary conditions are presented in §4 and the LES numerical method-
ology is described in §5. In §6, we first revisit the a priori modeling of the additional
SGS term for which a model was presented in §2.4.2, given that only partial success was
achieved in a previous a priori analysis (Selle et al. (2007)). Results are presented in §6
by first assessing a prior: the models presented in §2.4.2. Choosing the best inodel for the
additional term, an a posteriori investigation is presented in §6.2 with the goal of repro-
ducing in LES an approximation as close as possible to the filtered-and-coarsened (FC)
DNS: filtered to remove the small scales that are not computed in LES, and coarsened
to reduce the number of nodes from DNS to those of LES. Generally, the FC-DNS field
can be considered as a sainple of the DNS field and a typically ideal, unachievable, LES
template. However, if the chosen LES grid is relatively coarse, as it must necessarily be
for computational efficiency when the configuration has physically large dimensions (e.g.,
a rocket combustion chamber), enhancement to LES could be obtained through model-
ing of terms not satisfying the LES assumptions, and in the best case one may strive
to achieve a LES having, from a view-point of specific interest, no more deficiency than
FC-DNS with respect to the DNS. To assess the impact of the additional-term model, we
first conduct LES without, and then with this additional term, and compare the results

in §6.2. Conclusions and perspectives for using this methodology in LES are given in §7.

2. Large Eddy Simulation governing equations

The LES equations were derived by Selle et al. (2007) from the conservation equations

by spatial filtering nsing the filter defined in equation (1.1). As typical for compressible
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flows, Favre filtering is used, defined as U = p_w/ﬁ Furthermore, the variance of two
quantities o and 6 is defined as ¥(3,0) = ¢ — B 0 or ¥(g, 5) = <;é - 65 depending on
the filtering. The governing equations are written for the conservative variable vector ¢.
and include the additional SGS term in the energy equation since it is the focus of our

study.

2.1. LES differential equations

The LES differential equations, derived under the assumption that filtering and differen-
tiation conmmute (the top-hat filter is used here for which the operations commute except

near boundaries), are (Selle et al. (2007)):

aﬁ 6{7&] o G
= oz, =0 (2.1)
opi; | dpud, __Op(é)  00y(6) @
ot + 6:::]- N oz, + 8:1,']‘ 8:1:]‘ (/)7'1]) L
Opé, | Opedy __0p(9)d; _ ik, (9) | 9oy (9) i
ot Oz, - Oz; Oz; Oz,
O ey BPTE) 8 [
o (P60) = = = 5 4 @) - anny ()] (23)
6;‘)}7“ apf,aﬂ]‘ _ ajaj (@ 0 |
& T oz, - s Bz P 25
where the SGS fluxes are
7 =0T 1;), G =9 1y), ey = 0(Va, ;) with SN 54, = 0. (2.5)

and the additional SGS term is (V'[m—q”(j (E)]) In (2.1) - (2.4), t is the
time, o is the viscous stress tensor, qx is the Irwing-Kirkwood (subscript IK) heat
flux (Sarman and Evans (1992)), e = e; — ek is the internal energy, ex = u;u;/2 is the
kinetic energy, A is the number of species and j, is the species-mass flux of species a.

Conservation principles impose

N v N
z(l:ly“ = 1’ z(?:]]aj =0. (26)
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The Einstein summation is used for roman indices (i, k), but not for Greek indices

(a, 3). The thermodynamic variables are functions of the LES flow field ¢

e=e(d), p=p(d), Y=Y(¢), T=T(¢), h=hr(9) (2.7)

where p, T and the enthalpy h = e +p/p are computed from the EOS; likewise, the fluxes

are functions of ¢:
0 =05 (), Jaj=Jai (). ki =ak;(9). (2.8)

For a Newtonian fluid,

_ 6u,- au]' 2 Ouk ;. a l 6u,- 6U.j
e (6:1:]- = Oz; 30z 6”) 7 g 2 (6:1:]- S 0:1:,-) y &)

where p is the viscosity and S;; is the rate-of-strain tensor.

The species-mass and heat fluxes originate in the fluctuation-dissipation theory (see
Keizer (1987)) which is consistent with non-equilibrium thermodynamics, converges to
kinetic theory in the low-p limit, and relates fluxes and forces from first principles. For a
binary-species system (light species 1, heavy species 2), the species-mass and heat fluxes,

including Soret and Dufour effects (Harstad & Bellan (2000)), are:

j2(¥) = By (¥)VYz (¢) + Br(¥)VT (6) + Br(¥)Vp (9), (2.10)

arx (¥) = Oy () VY2 () + Cr(¥)VT () + Cp(¥)Vp (9) (2.11)

where ¥ = 9(¢) and functionally

m

By = —pDap, Cy = —pDapa;g R, T : (2.12)
myimns
pD m
BT = —aBKYIYQ--—-, CT =-)A- pD(X”(l,YBKRu Y]YQ. (2.13)
T myima
Ny,
Bip i Bl Cp = —pDajxAY1Ya. (2.14)
R, T m
In (2.12)-(2.14)
1
QABK = QK — O, Qp = —Me, (2.15)
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J(LB 1 av ) (1 06mh) 1 dmh)
. <m2 BXQ ny BXl) ! = <m2 BXQ my BX] ! (216)
i = T D (2.17)

0Xg '
where ) is the thermal conductivity with lim,_.o A = Ag7 as discussed in Harstad &
Bellan (2000) and the subscript KT" denotes the kinetic theory, R, is the universal gas
coustant, m is the mixture molar mass, and v is the wolar voluine with v = m/p. For
species «, m, is the species-& molar mass, X, = mY,/m,, and 7, is the fugacity.
Furthermore, ayx is the IK form of the thermal diffusion factor. apx is the Bearman-
Kirkwood (BK) form of the thermal diffusion factor, D is the binary diffusion coeflicient
and ap is the mass diffusion factor.
The models for the unclosed terms in (2.1) - (2.4), namely. 7,5, (j, 7a; and (V a1k (@) — a1k (5)])

are described in §2.4.1 and 2.4.2, respectively.

2.2. Equation of state

The pressure is calculated from the well-known Peng-Robinson (PR) EOS, given T and
the PR molar volume (vpg), as

I . O (2.18)
. (vpr — brn) (v%’R + 2byvpR — br2n) , ‘

where a,,, and b,, are functions of T and X,,, the mathematical forms of which is given
in detail in Miller et al. (2001) and Okong'o et al. (2002). At high p, the vpgr value
may differ significantly from that of v (Prausnitz et al. (1986)) and this difference has
been taken into account by using a volume shift (Harstad et al. (1997), Okong’o et al.
(2002)) vy, = v — vppr which is calculated from the EOS using the Gibbs energy. All
thermodynamic quantities, including ap, h, C), = (8h/9T), x and the speed of sound
(as), are calculated from the EOS using standard thermodynamic relations (Miller et al.
(2001), Okong’o & Bellan (2002a), Okong’o et al. (2002)). The implemnentation of the

EOS to calculate p and T from p, e and Y,, uses an iterative fit for the OH and OHe
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mixtures (Okong’o et al. (2002), Selle et al. (2007)). The pure species properties are listed

in table 1.

2.3. Transport coefficients

The viscosity, the Schmidt number (S¢ = p/ (papD)) and the Prandtl number (Pr =
1Cp/ (mA)) were calculated from higl-pressure single-species transport properties using
mixing rules, as in Harstad & Bellan (1998). The calculated values were correlated. as
suminarized in table 2, and these correlations were then used to compute the transport
properties yt, D and A. The relationship between apx and ajx stated in equation (2.15)

means that either one can be specified, and the other then calculated.

2.4. Subgrid-scale models
2.4.1. SGS-fluz models

Two categories of models arc herc used for SGS fluxes (7y;, 7., (;), namely, constant-
coefficient models and dynamic-coefficient models (Germano et al. (1991)). The constant-
coefficient SGS models are the Gradient (GRC) (Clark et al. (1979)) and the Scale-
Similarity models (SSC) (Bardina et al. (1980)); the dynamic-cocfficient models are the
dynainic Smagorinsky (Smagorinksy (1963), Smagorinksy (1993)) model (SMD) and a dy-
nainic ‘mixed’ model (Clark et al. (1979), Vreman et al. (1996)) combining the Smagorin-
sky and Gradient model (MGRD). The cousideration of dynamic modeling stems from
the transient, strongly non-uniforin aspect of the present flows.

The GRC model, derived from a Taylor series expansion (Okong'o & Bellan (2004b)),
is

2 N,y Oy,

e i (2.19)

ﬁGR(Jnu '(;n) = C'GRA

(Note: 9 (dy,11) = 711, U (i, U2) = To2. V(3. 13) = 733.) Theoretically, Cgr is pro-
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portional to the momnients of inertia of the filtering volume; for a cubic top-hat filter
Ccr = 1/12 (Okong’o & Bellan (2004b)).
The SSC model, which postulates similarity between the SGS and the small resolved

scale, is (Bardina et al. (1980))

1955(1;7111 wn) =Css (z/‘;m";n = 7:),"7;'") . (220)

where the overhat (7) denotes (unweighted) filtering at the test-filter level A. The spec-
ified test filter width is A/ A = 2, being that generally recommended. While scale simi-
larity would imply that Csg = 1, it has been shown that the actnal value is filter-width
dependent (Liu et al. (1994), Clark et al. (1979), Pruett et al. (2001), Okong'o & Bellan
(2004b)).

Dynamic modeling (Germano et al. (1991)) is based on the assumption that the SGS
behavior is akin to that of the small resolved scales. Then, a test filter is introduced, A,
A > A, and by double filtering, E, a field with scales larger than those of the resolved
field is produced. The effective filter width E, not actually used for filtering, corresponds
to filtering at A followed by filtering at A, and its value depends on the filter type.
Considering the top-hat filter used here for both the grid and test filter, Ais optimally
approximated by 32 = A2 A? (Vreman et al. (1997)). The essence of dynamic inodeling
is to relate the grid-level SGS flux and the test-level SGS flux to the test-level resolved
flux. For any quantity ¢, such as h, Y or i1;, the grid-level and the test-level SGS fluxes

associated with the velocity #%; are denoted as 9;(¢) and 7;(p), respectively, and defined

as
U;(p) = pu; — iy, (2.21)
T (¢) = 9;(P) = ou, — by, (2.22)

where J; (u;) = 75, Y5 (Yv) = 7;. and 95 (h) = (5. The test-level resolved flux, L;, is
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computed through the Germano identity (Germano et al. (1991)). For compressible flows,

L; takes the form (Moin et al. (1991))

2, = Ty Ty ﬁ?ﬁﬁ
Li () = 5T, — pv; = péi; — > 3 (2.23)

where ¥ = pii/p. In the above equation, ¥;() can be modeled using the generic model

coefficient, C(y), as

95 (p) = Clp)ns (0, A), (2.24)
where y; (¢, A) is associated with the filter width, A, and the velocity, ;. Similarly, 7;
can be modeled as p;(, Z), associated with A and the velocity 5,-. If C(p) is assumed

constant within the test filter, then, the left hand side of (2.23) can be calculated in

terms of C{y) as

—

Lj(p) = C(e)M; (0) = C()(pu;(P) = pnj (). (2.25)

The SMD model relies on the gradient-diffusion (eddy-viscosity) concept, and therefore

it does not lend itself to computing variances in general. The SGS fluxes in (2.5) are

s A - 101 m i
Isat (G i) = —CsmAZS (B) 5™ 4y, # uj, (2.26)
2 61?]'
with 7;; modeled in trace-free form as
1 o R S
B §Tkk5ij = -CsmA®S (@) |Si; (@) — §Skk (0) 85, (2.27)

where S2(¢) = S;; (¢) Si; (¢). The YO model (Yoshizawa (1986)) for rxy is
Tkt = C)'0A252 ((JS) . (2.28)

Thus, for the SMD model, y1; has the mathematical form provided in (2.26) excluding
the model coefficient; the coefficients are computed according to (2.25).
The MGRD model, chosen here for its focus on gradient computation through the Gra-

dient model (reasons explained in §6.2), follows the approach of Vreman et al. (1997): the
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coefficient of the Smagorinsky model is dynamically calculated and that of the Gradient

model is kept constant at its theoretical value. For the MGRD model, (2.25) becoines

Lj(p) = Hj(v) + Cle) M;(e), (2.29)

with H;(yp) = (p9;(P) — ﬁm)), and 9; is computed using the theoretical value Cgr =
1/12. Following Lilly (1992), we use a least-squares metliod to minimize the error in com-

puting the coefficient from an overdetermnined equation set, which yields the coefficients

_ (L () = Hj ()M, (v))
Oule)="""Gh0M, &) (2:30)

where, for the present mixing layer configuration () denotes averaging over homogeneous
(r1,23) planes. For the Smagorinsky model, the summation over repeated indices in
(2.30) is over three quantities for the SGS stress diagonal terus and over three quantities
for the SGS stress off-diagonal terms. Unlike for the Smagorinsky model, the summation
for the Gradient model is over six quantities for the SGS stress terms. For dynamic
models, both ¢; and #; are found by summation over the three components. (The use of
dimensional variables in the present formulation unecessitates the separate computation
of the coeflicient for each type of SGS flux.) The simulations are performed with a single-
coefficient formulation for all SGS Huxes.

The dynamic coefficient values are computed as follows:

(a) For the dynamic SMD model, ; is computed from (2.26) (2.28), and H; = 0;

{b) For the MGRD model, 115 is computed from (2.26) (2.28), and 9}, in H, is computed

from (2.19) using Cgr = 1/12.
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2.4.2. Rewisiting of the heat-flux term correction model
To model (V-{g1k;(¢)—q1k; (6)]) Selle et al. (2007) have nsed several approximations,

none of which was entirely successful. The most tractable approximation was

a1k (V) = Cr(¥)VT(4) + Cp(¥)Vp(8) + Cy (¥)VY2(8) (2.31)

where each function Cr(v),Cp(¢) and Cy(3) was modeled following a Taylor series
expansion in conjunction with the assumption that the filter is a projection which leads

to only retaining the second order term. For example,

O*Cr

1 &Cr
2 a¢m6¢rt V=0

| _9(fm, Sn).
a¢7716¢7t v=u (¢ ¢ )

(2.32)

—_— — _— 1
Cr (¢) =01 (¢) (¢1n¢n = Om ¢n) = 5

Due to lack of knowledge regarding the transport coefficients dependency on v, the
analytical functions Cr(¢),Cp(¢) and Cy(¢) are typically not available, and thus a nu-
merical multivariate differentiation technique was used to obtain the results. When the
DNS-computed (C7 (¢) — Cr (5)), (Cp (@) - Cp (6)) and (Cy (¢) — Cy (@) were col-
pared in (z1,x2) planes to the corresponding model, the results were very encouraging,
however, when these results were used in conjunction with a Taylor expausion of the en-
tire heat flux according to (2.31), the DNS-extracted difference V - (q7x: (6) — qiki (@)
did not compare well the model predictions, indicating that this approach may not be
appropriate. We show in §6.1 that the large gradients in the HDGM regions, which werc

approximated in Selle et al. (2007) using the filtered flow field, e.g. VI'(¢) >~ VT(¢),

were responsible for the lack of success.

The interest is here in developing a model for each of VT'(¢), VY2(¢) and Vp(¢), as
functions of VT'(¢), VY2(0) and Vp(o), respectively. To this end, we consider deconvo-

lution methods (e.g. Geurts (1997) who constructed higher order polynomial inversions)

the goal of which is to recover the unresolved part of the LES solution from the LES
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solution. Among deconvolution methods, the focus is here on the Approximate Deconvo-
lution Mode! (ADM) described in Stolz & Adams (1999), Stolz et al. (2001). The ADM
procedure is bascd on the fact that if spatial filtering is defined through (1.1), then an

approximate deconvolution ¢* can be obtained by applying an operator Q

0" =Qn*0. (2.33)

We choose to apply ADM to ¢ rather than ¥ because it is ¢ which is computed in DNS,
and thus its reconstruction has better accuracy potential than ¥ which is calculated from
¢ using for T the strongly non-linear EQOS, as discussed in §2.2. The ADM procedure
is based on the assumption that G has an inverse G~', and in that case the inverse
operator is expendable in a series of filter operators. Some filters may not be invertible,
but a regularized inverse operator (Jn is obtainable by truncating the series at integer

N (Stolz et al. (2001)), obtaining a regularized approximation of G?

N

Qv=) (I-G) =G’ (2.34)

=0

where regularization is defined as the process through which subgrid-scale dissipation is

provided, I is the identity operator and NN is the order of the reconstruction. Thus,

N
¢* = [Z(l - G)'] *0

- I T (2.35)

Generally, it has been found (Stolz et al. (2001)) that N = 3 is sufficient to bring an
improvement in that (¢* — ) is not null, and for N > 5 the valuc of (¢* — ) did not
change appreciably forin that obtained with N < 5. However, it is possible that in other
situations than those studied by Stolz et al. (2001) there could be another asymptotic

best value of N, which will be investigated in §6.1. Noteworthy, the ADM only takes into
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account the solution obtained at the LES scale and does not involve accurate information
at the subgrid scale since that accurate inforination is unavailable in LES and instead
replaced by the SGS - in particular SGS-flux - models. Thus, the result of the ADM is
SGS-model dependent.

When considering the heat flux symbolically writtcn as

=3
ark(6) =Y _ Ca,(0)VA;(4). (2.36)
J=1

several models for qx(¢) are possible, as follows

5=3

a:x(6) =D _Ca,(@)VA;(3) NoHF (2.37)
=1
;:3

aix(8) =D Ca,(¢*) VA;(6*) Ml (2.38)

=1

=3

arx(9) = Y _Ca,(¢*) VA;(6*) M2 (2:39)

J=1

=3

aik(6) =) _Ca,(6") VA;(6) M3 (2.40)
—

arx(®) = Y Ca, (@) VA;(6*) M4 (241)
j=1

=3

k(@) =3 Ca,(0) VA;(6)  Ms (2.42)

=

where “HF” is the acronym for the Heat Flux correction model. The most sophisticated
model is M1 where all coefficients and gradients are computed using a reconstructed
vector ¢, ¢*, after which the product of each coefficient and associated gradient is fil-
tered and the three contributions according to (2.11) are added. The least sophisticated
model is the No HF model case which uses the FC-DNS solution, and the sccond least
sophisticated is M5 which also entirely relies on the filtered flow field. Between M1 and
M5 are various approximations where either ¢* is nsed but the filtering is individually

performed on coefficients and gradicnts, or in which either the cocfficient of the gradient
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is computed from ¢ rather than ¢*. Each of these models is investigated in §6.1. Without

g-correction, in (2.3)

(V- a(eres) + (V-a(@) V- a(6res))) is computed as V-q(orps).  (243)

With q-correction, in (2.3)

(V-a@res) + (V-al@) - V-q(oLes))) is computed as V-q@).  (244)

3. Description of the DNS database

The DNS database consists of supercritical temporal mixing layer simulations (N = 2)
of OH or OHe (subscripts o,h and he for oxygen, hydrogen and helium, respectively)
mixtures. The DNS methodology has been previously described (Miller et al. (2001),
Okong’o & Bellan (2002a), Okong’o et al. (2002)). The database represents solutions of
the differential conservation equations (Miller et al. (2001), Okong'o & Bellan (2002a),
Okong’o et al. (2002)) and the EOS (see §2.2), utilizing transport coeflicient models (see
§2.3). These equations were numerically solved using a fourth-order explicit Runge-Kutta
time integration in conjunction with a sixth-order compact scheme with eighth-order filter
for spatial derivatives (Kennedy & Carpenter (1994)); the filtering (applied at interior
points only) is required to maintain numerical stability for long-time integrations but
since it acts only on the shortest waves that can be resolved on the grid. it does not
act as a turbulence model allowing under-resolved computations. A parallelization using
three-dimensional domain decomposition and message passing, and an efficient parallel
tridiagonal solver (Muller & Scheerer (1991)) were used.

The configuration is illustrated in figure 1 for the OH case, which shows the mixing
layer composed of the two streams (species 1 and 2 initially reside in the upper and

lower stream, respectively), and the streamwise (z,), cross-streain (z3) and spanwise (a:3)
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coordinates. The layer is not synunetric in extent in the x4 direction, to accommodate the
larger layer growth in the lighter fluid side. The free-stream density (p; or p;) is calculated
for each pure species at its free-stream temperaturc (77 or T3) and at the initial uniforin

pressure (pg). The vorticity thickness is dcfined as é,, (t) = AUq/ (0 (1) /Oxq) where

maxr '’
AUy = (U — Us) is the velocity difference across the layer. U, and U, werce cliosen
so as to keep the ultimate vortex stationary in the computational domain (Miller et
al. (2001), Papamoschou & Roshko (1988)); the specification of the convective Mach
numnber (see table 3), M. o, determines AUp. Given the initial streamwisc velocity profile

u; based on U and Us, (8 (w) /0x3) and heuce &, 9 = 4, (0) are calculated. The

mazx
initial momentum ratio {p2Us| / |p1Us| ~ 5 for the OH layer and 3.5 for the OHe layer, as
the choice of Ty and T for OHe determines p; and p; which together with information
from the EOS yields U; and Us. Although the momentum ratio has different values for the
two layers, the nomeutum flux ratio, (poU2/pU2), is unity for both layers. The specified
value of the initial low Reynolds number, Reg = (1/2) (p1 + p2) AUpbu.0/ 1R, chosen so
as to enable the resolution of all relevant length scales, is then used to calculate ;1 gz, which
scales . The grid spacing is approximately inversely proportional to Rey, suggested by
the relationship I/ng ~ Re*/4 {Tennckes & Lumley (1989)) where [ is the integral scalc
and 7ng is the Kolmogorov scale.

The simulations are started with error-function profilcs for the mean streainwise ve-
locity, mass fraction and temperature, upon which are imposed spanwisc and streamwise
vorticity perturbations (Moser & Rogers (1991), Moser & Rogers (1993)) of strengths
Fyp and F3p respectively, whose streamwise (A1) and spanwise (A3) wavelengths are
M=Cé,.0 and A3=0.6),, where C=7.29 is the most unstable wavelength for incompress-

ible flow. For the OHe DNS listed in table 3, the value of C was obtained froin a stability

analysis (similar to Okong’o & Bellan (2003)). The grid is the same for both simulations,
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being chosen to accommodate four wavelengths in the streamwise and spanwise direc-
tions, and the layer evolution encompasses roll-up and two pairings of the four initial
spanwise vortices into an ultimate vortex.

The boundary conditions are periodic in the x; and z3 directions, and of outflow type
for real gas in the o direction, as derived by Okong'o & Bellan (2002b). The outflow
conditions based on real-gas analysis are indispensable to maintain numerical stability
since the initial perturbation causes large-amplitude p waves that must be allowed to
exit the domain with minimal reflection.

The DNS database is summarized in table 3, including the trausitional time t;, =
t:rAUp /0,0 and the value of the momentum-thickness based Reynolds number, Re,, =
Reg 6. /8.0, at transition, with

fa:z,max

z2,min (pul)zg,max o (pul)] [(pul) - <pu1)zg min] dz;

: (3.1)

6171 =

5
((pul)zz,max - (pu1>12,min)
where g max = L2/2, Za,min = —L2/2 (Okong’o & Bellan (2002a)), and t¢, is the time

at which the one-dimensional velocity-fluctuation-based energy spectra become sniooth,
except for the forcing frequency. The goal of the LES is to reproduce the dependent vari-
ables, e.g. mean values, fluctuations and as much as possible their spatial distribution
exhibited by the HDGM regions. The HDGM regions, discussed by Miller et al. (2001)
and Bellan (2006) redistribute turbulent energy from the normal direction to the tan-
gential direction, as found in the experiments of Hannoun et al. (1988) at sharp density
boundaries. Unless one can capture this local aspect of the flow, it is very unlikely that
phenomena crucial to mixing and combustion could be accurately predicted in propul-
sion systems; particularly, the p distribution has a strong impact on the prediction of
the velocity field and the 7', Y aund p gradients influence the heat flux computation (see

(2.11)).
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4. LES initial and boundary conditions

Consistent with the LES equations, which are obtained from the original conservation
equations through filtering, the LES initial conditions are also obtained by filtering fol-
lowed by grid coarsening (e.g. Leboissetier et al. (2005), Vreman et al. (1997), Geurts
and Frohlich (2002)) to retain only those nodes that will be used in LES.

The boundary conditions are periodic in the x; and z3 homogeneous directions and
non-reflective in the s direction, similar to that of DNS. The non-reflective boundary
conditions, which were developed on the equivalent Euler equations (Okong'o & Bellan
(2002b)), do not explicitly involve the g-correction term. In these boundary conditions,
the dependent variables are those computed in LES, which, according to the SGS model.

may or may not contain an additional correction terin.

5. LES numerical methodology

The numerical method in LES is cssentially the same as in DNS (see §3), so as to
attribute differences between LES and DNS to the SGS models rather than the numerical
method. For LES to be meaningful, the computational grid must be specified to be fine
enough to represent the mean initial profiles and to resolve the large eddies, and coarse
enough to require SGS modeling.

The chosen grid for LES is here Az ps = 4Axpns. This grid resolution is justified
by the energy spectra and also by LES comparisons both with FC-DNS and with a
LES devoid of SGS-flux miodel, called the “No SGS" miodel case; see §6.2. Although the
mathematical form of the equations for the combined No SGS model with the No HF
model is identical to the unfiltered cquations, the meaning of the dependent variables is
different sincc in the first case tlie conmputed solution is that of the filtered equations;

the meaning of the variables is important when one wishes to compare simulation results




Ozxygen/hydrogen mizing layers at supercritical pressure 21

with experimental data. Thus, even for the No SGS model with No HF model case.
the scientific target is to reproduce the FC-DNS. Because of the identical form of the
equations, one may consider the No SGS model with No HF model case to be an under-
resolved DNS, depending on the viewpoint of interest, and then it should be compared
to the coarsenned DNS. -

The grid and test filters have a cubic top-hat mnathematical form (for which the filtered
value is simply the integrated value over the filter width), being the only one consistent
with easy interpretation of results when using a finite difference scheme. The spatial
discretization is the same sixth-order accurate compact schenie used in the DNS, and
time integration is also performed using a fourth-order explicit Runge-Kutta scheme,
as in DNS. The A width is a compromise between retainiug the maximum amount of
information in the resolved scales and inimizing the discretization-error influences. In
order to limit numerical crrors, A/Az“;s must be chosen according to the accuracy of
the space discretization schieme, irrespective of the grid resolution. For a sixth-order Padé
scheme, this ratio nmust be A > 2Az1 s (Chow and Moin (2003), Ghosal (1996)), and the
present chioice is A =2Az.ps, meaning that the smallest resolved eddy is represented
by at least two grid points.

Time stability is ensured by applying an explicit high-order filter to the conservative
variables in each spatial direction. Since the role of this filter is to prevent aliasing
from contaminating the lower wave-munber scales of the solution (Kennedy & Carpenter
(1994)), it is sometimes advisable to filter at every time step. Although for the well-
resolved DNS grid the frequency of the high-order filtering is not expected to alter the
solution, for LES devoid of a SGS model, since the LES grid resolution is only sufficient to
resolve the large scales, the selected filtering frequency is expected to affect the solution.

After some experimentation, we filtered the solution every five time steps for all LES,
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including those devoid of SGS models (i.e. either No HF or No SGS models). Additionally,

unlike in DNS, filtering is pcrforined over the entire doniain inclnding the points at and
near the non-periodic boundaries, and the order of the filter is increased to twelve in the

interior with sixth-order boundary closures. Finally. the CFL number was unity, as in

the DNS.

6. Results

The solution of the LES (2.1)-(2.4) and (2.18), ¢rrs, and the equivalent ¥ppg =
¥(¢LEs), are each here compared to the solution represented by @ computed from the
FC-DNS and the corresponding vector ¥ = 1(¢). As stated in §1, ¢ ps will be here
compared to ¢ at the LES grid nodes and the hope when using the q-correction model
is to obtain a ¢ s that is closer to ¢ than when using a SGS-flux model alone, so as to
enhance the prediction accuracy when utilizing coarse grids. We first re-visit our previous
a priori study (Selle et al. (2007)) in §6.1 by examining the performance of the heat-flux
correction models proposed in §2.4.2. Then, we select the best q-correction term model
and in §6.2 we assess, a posteriori, LES results obtained either without or with the q-
correction in conjunction with a variety of SGS-flux models for OH750; for OHe600 LES
we only use a selection of the SGS-flux models utilized for OH750. The stringent goal
here is to reproduce in LES both the spatial and temporal equivalence of the FC-DNS.
If only statistical equivalence is desired (Pope (2004)), the flexibility in the choice of a

model is considerably larger.

6.1. Revisiting the a priori study on the heat-flux correction
Unlike in Selle et al. (2007), we rank here the magnitude of terins in the LES cnergy

equation based on zs-r.m.s. activity using the FC-DNS, and as in Selle et al. (2007)

we use this information to assess the need for additional SGS models to those for the
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SGS heat flux. Having established that such additional SGS nodels are needed, models
No HF and M1-MS5 are then evaluated to understand their capabilities in reproducing

the desired term; as stated in §2.4.2, the goal is to obtain a model which minimizes

(V -larx i (9) —qrk; (¢)M]) , where the subscript M denotes a model. We next examine
the influence of the N value and finally we inspect thc impact of the filter discrete

representation on the accuracy of the modecl.

6.1.1. za-r.m.s. activity

The r.an.s. activity of each term in the energy equation is computed by integrating its
9 variation of the homogeneous planc avcrage. The integration is performed at selected
times corresponding to landmark stages in the layer’s development and is tabulated in
table 4 for OH and table 5 for OHe. For OH, the table lists the terins ranked from that
having the most significant contribution at ¢;, = 150 to that with the least contribution
at that time station, and for OHe the ranking follows that at ¢;, = 220. At all listed tiimes,
the leading order terms are the advection. pressure work, SGS-flux termi, heat flux and
g-correction. Compared to the pressure work which ranks second in order of magnitude,
the g-correction term varies from 10% to 27% of the pressure work magnitude for OH
and from 4% to 8% for OHe, and thus the impact of the g-correction on the total encrgy
prediction is expected to be small. Howevcer, at the listed times, the g-correction term
represents from a minimum of 32% at t* = 150 to a maximum of 56% at t* = 50 of the
heat flux for the OH case, and the equivalent values for OHe are 35% at t* = 220 and
64% at t* = 50. The iudication is that the g-correction may play an important role in
the accurate q prediction.

To complement the tabulated data, the xo-r.m.s. of the leading order terins in the LES
energy equation are compared using the FC-DNS databasc and tlhie results arc plotted in

figure 2 at t* = 50 and t* = 150 for the OH750 laycr, and figure 3 at t* = 100 and t* = 220
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for the OHe600 layer. For the OHe600 laycr, the influence of the A/Azpns ratio is also

illustrated. For the OH750 case displayed in figure 2, the advection term has the largest
contribution, being followed by the pressure work and the subgrid term, which compete
at the early times of the siinulation with the pressure work and becomes doininant at
t* = 100 (not shown) and ¢* = 150. The heat flux contribution is approximately half of
that of the SGS-flux subgrid term, and that from (V -la(e) — q(E)]) is half of tlie heat
flux term value. All other terms in the energy equation are small in comparison, and
thus not shown. Based on this analysis we conclude that the g-correction is necessary
particularly at the early stages of the layer development and that its contribution is larger
than the viscous work term but sinaller than the SGS-flux term. The OHe results shown
in figure 3 support the conclusions from the OH750 analysis and additionally show that,
as expected, when A/Azpys increases, the value of (V- [m - q(a)]) increases as
well: for A/Azpns = 4. the contribution of (V - [a(e) - q(E)]) is up to 30% of V- q(¢)
at t* = 100 and up to 25% t* = 220, whercas for A/Axpys = 8, the corresponding
values are approximately 50% and 40% respectively. Thus, if the LES prediction of the
effective heat flux is of concern, as it is in liquid rocket engines (Tucker et al. (2008)), it
is apparent that a q-correction terin will be necessary in the energy equation.

To gain a better understandiug of the primary effect governing the heat flux in the
present DNS, the three terms of (2.11) are further examined for the OH750 layer. The
zo-r.m.s. difference between tlhie filtered heat flux divergence and the heat flux divergence
calculated using ¢ for each of the three terms is compared in fignre 4 at t* = 50 and
150. At both t* values, the maximum contribution is from the species mass-fraction
gradicnt term, being comparable to the heat flux value. The temperature gradient and
pressure gradient terms are comparable, being less than one fifth the value of the species

niass gradient tern. When the difference between the free-stream temperatures is larger
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than the 200K of the OH750 case, the ratios of the respective contributions may change;
indeed, for rocket propulsion applications, this difference will be one order of magnitude
larger.

Furthermore, to assess whether Cy,(¢) or VA;(¢) dominate each contribution, the
corresponding coefficients and gradicnts are separately cxamined using the FC-DNS for
the OH750 layer. The species mass-fraction gradient is the smallest but its associatecd
coefficient is the largest among all three cocfficients (not shown). The largest difference
between the filtered contribution and the contribution computed using the fittered flow
field is obtained from the pressure gradient term but since its coefficient is very small,
the overall contribution to the heat flux difference due to the pressure gradient is smalt
compared to that of the species mass-fraction gradient terin. Based on the high coefficient
values of the species mass-fraction gradient contribution (the main contributor of the heat
flux; see figure 4), it is natural to hypothesize that the modeling effort should focns on
the coefficients; this strategy was the approach of Selte et al. (2007). Although Selle
et al. (2007) were successful in modeling the coefficients, the heat flux representation
was deemed unsatisfactory. To investigate this paradox, we examine here both the mean
and the r.m.s. of the difference between the filtered term and the term computed using
the filtered How field due to the species niass gradient; the examination is both from the
standpoint of coefficients and total contribution to the g-correction. Figure 5(a) iltustrates
the xo-r.mus. of the differences in coefficients, gradients and heat flux at t* = 150. The
results show that although the difference between coefficient values is high compared to
that between the gradients, there is no correlation between the z,-distribution of the
coefficients’ difference and the heat flux difference, whereas, the difference in gradients
closely follows that of the corresponding term in the heat flux. This indicates that the

heat flux difference is governed by the gradients rather thau the cocfficients. Unrigorousty
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assuming that

Ca(9)VA(d) = Cale) VA(S). (6.1)

then the lieat flux difference, proportional to the difference in gradients, becoines
Ca VA~ Ca(9) VA(9) = o(VA - VA(9)). (6.2)

This implies that

Ca~Cald) ~a (6.3)
where a is approximately constant. Although, having an approximately constant coeffi-
cient value seems inconsistent with the aforementioned large difference in species 1nass
coefficients (see figure 5), this seemingly inconsistent result is understood if the coefficient
value is examined. Indeed, (C4 — C4(¢)) is only 2% of either of the coefficient’s values,
hence it can be considered negligible. This finding highlights why the models proposed

in the previous a priori study Selle et al. (2007), focussiug on the coefficient correction

rather than the gradient terms, had limited success.

6.1.2. Effect of the mathematical model

To measure the effectiveness of g-correction (2.37)-(2.42) models, the rs-r.m.s. activity
study of §6.1.1 is now perforined for No HF and M1-M5 and the results are listed in table 6
for N = 2. As clearly seen from table 6, the minimumn difference, % (m— m)
is obtained when using M1, followed by M2 and M4, as expected. These three models
are approximately 30% better than the No HF case. Model M3 is the least satisfactory.
yielding results no better than the No HF model, which confirms the importance of the
gradient reconstruction rather than that of the coefficients. The main deficiency of the
No HF model is the calculation of gradients from ¢, as in M3. This can be partially
avoided if the gradients are calculated from the approximated values instead, ¢*, as in

M1. M2, M4. The fact that models M2 and M4, which only differ in calculation of the
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coefficients, give similar results shows that different coeflicient calculations have small
effect on the final outcome, confirming the conclusions of §6.1.1, as also supported by the
M3 and No HF model results.

The evaluation of the models’ performance is also conducted through a visual inspec-
tion of the xy-r.m.s. activity for models M1 to M5 using N = 5. Figure 6 displays the
difference between the filtered heat flux divergence and the heat flux divergence calculated
from the filtered field at t* = 50 and 150. The results are consistent with the domain-
r.m.s. activity study; the best model is M1, followed by M2; M3 yields comparable results
with the No Model case; M4 produces similar results with M2. The explicit-filtering model

(M5) has a better performance than the No HF model at ¢* = 50, but not at t* = 150.

6.1.3. Influence of the ADM reconstruction order

Stolz et al. (2001) report that generally N = 3 gives acceptable approximations and
N > 5 does not lead to substantial improvement in the reconstruction. To investigate the
effect of the IV value for the present purposes, the M1 approximation is obtained using
N € [0.5]. For N = 0 one recovers M5. The results are displayed in figure 7. As expected,
as N increases the discrepancy between the filtered heat flux and that computed from
the filtered solution decreases. Howcver, consistent with the results of Stolz et al. (2001),
the improvement after N = 3 is minimal. Based on this analysis, we use N = 3 as the

reconstriuction order.

6.1.4. Impact of the discrete representation of the filter

Stolz et al. (2001) performed ADM using a discrete implicit Padé filter which is different
from the top-hat filter (in conjunction with the trapezoidal rule) used in our study. It is

thus legitimate to inquire if there is an cffect of the discrete representation for the top-hat
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filter on the reconstruction achieved through ADM. We thus investigate the explicit filter
of Stolz et al. (2001) along with three other filter formulations:

e Filter A. G(w) = (1 + cos(w))/2, top hat using trapezoidal rule.

e Filter B. G(w) = (2 + cos(w))/3, top hat using Simpson'’s rule

e Filter C. G(w) = (10 + 8cos{w) — 2cos(2w))/16. explicit Padé filter.

e Filter D. G(w) = (16 — 2cos(3w) + 18cos(w))/32. explicit filter.

for which the transfer functions are shown in figure 8 and the filter-to-grid ratio is 2,
except for the explicit Padé filter for which it is 1.5.

Figure 9 displays the r.m.s. of the difference between the divergence of the filtered
heat flux and that obtained from the model, i.e., (V : (E(be— 6(7))‘1\,)), where q(¢) is
calculated on the coarse grid 4Axzpns. For the No HF model case, E(TS)‘M = q(¢), which
is computed using the FC-DNS. The comparison is between the No HF 1nodel at t* = 50
or 150 and the equivalent quantity obtained from M1 using N = 5. In figure 9(a), the
largest and smallest deficits are obtained with Filters D and B, respectively. Considering
that Filter B is not as dissipative as the others (see figure 8), obtaining the smallest error
when using this filter is not surprising. When M1 is employed. more than half of the
discrepancy in heat flux divergence is avoided for all filters. A shmilar trend is observed
at t* = 150, however, the need for g-correction is reduced at t* = 150 compared to
t* = 50 (see figure 9(b)).

Filter A was adopted in the a posteriori study. in concert with our previous LES of

supercritical pressure flows (Tagkinoglu & Bellan (2010)).

6.2. A posteriori analysis

The a priori study indicates the need for a q-correction term in the energy equation, but
the ultimate test for the correction necessity is whether it does improve the LES solution

so that it compares more favorably with the FC-DNS, That is, as stated in §1, the desire
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is to rely on the g-correction to reintroduce some of the filtered physics back into LES.
Here, we assess whether the g-correction can indeed introduce filtered information into
LES additional to that introduced by the SGS-flux models. The assessment is for the
two DNS which were performed for different species mixtures, free stream temperatures
and initial layer perturbations, but that, however, have the same initial momentum flux
ratio value of unity. Examination of the g-correction model for different species mixtures
introduces generality to the concept since both the EOSs and transport properties are
species-mixture dependent.

We first examine the effect of the g-correction model directly on the heat flux tak-
ing as an example the OH750 simulation, and then we continue with an analysis of
the dependent variables from the standpoint of z2-r.m.s. mean values, fluctuations and
second-order correlations for the OH750 simulation and spatial visualizations for the

OHe600 simulation.

6.2.1. Effect of q-correction on heat fluz computation
The SGS-flux models used are GRC, SSC, SMD, and the mixed model MGRD. The

GRC and SSC models are used with their calibrated coefficient values for A/Arpys = 8

obtained from the corresponding DNS at t;,. = 150, as follows:

Car = 0.0910 GRC, (6.4)

Css = 0.4009 for A = 2A SSC. (6.5)

As stated in §2.4.1, among all possible dynaimnic 1nixed SGS-flux models, MGRD is here
selected based on the formulation of the GR model emphasizing the reconstruction of
a variable through its gradients (Okong'o & Bellan (2004b)), which as highlighted in
§6.1, play a crucial role in the heat flux reconstruction. LES is conducted either with

no SGS-flux model, denoted as “No SGS" model as already stated, or with SGS-flux
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models. The flow field ¢* obtained from the FC-DNS using M1 is labeled RFC-DNS,

where “R” stands for “Reconstructed”. When the q-correction is included in a LES,
the corresponding label for that LES has HF attached to the model, e.g. SMD HF. To
investigate the effect of the g-correction, LES without g-correction are first performed.
Then, LES using the same SGS-flux models are conducted, now with the g-correction
model M1 using N = 3 and Filter A. The results are compared with the DNS, and with
the FC-DNS or the RFC-DNS.

The comparisons in figure 10(a) are for the OH750 case and involve evaluating the -
r.m.s. activity of the divergence of the heat flux computed fromn the filtered flow field of
either LES or FC-DNS when no g-correction model is used, as in (2.43). The comparison is
with respect to the DNS quantity it ineans to reproduce, i.e., m The results show
that the target LES solution, FC-DNS, overpredicts the filtered heat flux divergence
(the maximum overprediction is 20% at z2/8,0 = G).: this is understandable since on
the coarse FC-DNS grid the computed gradients will be larger, and it was determined
in §6.1.1 that the gradients govern the heat flux. All LES nsing SGS-flux models also
overpredict the DNS, with the maximum overprediction being approximately 40% cxcept
for the SMD 1nodel for which it is 70% at z3/d,0 = 2. The heat flux divergence of
the No SGS model solution is twice as large as the divergence obtained from the FC-
DNS, yielding worse results than any LES using a SGS-flux model, thus indicating the
significance of the SGS-flux modelling. Illustrated in 10(b) is the filtered divergence of
the heat flux comnputed from the reconstructed flow field of either LES or FC-DNS when
the LES uses the g-correction as in (2.44); this quantity is also compared to the DNS-
extracted quantity it means to reproduce, i.e., m Figures 10(a) and 10(b) are

plotted at the same scale to facilitate the comparison between models without and with

g-correction. When implementing the g-correction one computes the divergence of the
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heat flux from the reconstructed flow field, ¢*, instead of the LES or FC-DNS flow field.
This leads to a better heat flux divergence approximation as the q-correction model shifts
the FC-DNS curve to the RFC-DNS which practically coincides with the DNS, with less
than 1% discrepancy (10(b)). Additionally, when the g-correction is employed, a clear
improvement is exhibited in the z,-r.m.s. values of the filtered heat flux divergence for
all LES, including the No SGS model case, as all LES better predict the filtcred DNS
heat flux divergence than the LES of figure 10(a). The remarkable improvement of the
predictions even in the absence of SGS-flux model indicates that the g-correction model
has the ability to insert considerable SGS activity into the LES equations. In fact, with
the exception of the SMD miodel overprediction, within the layer all SGS-flux model
predict values that almost coincide with m, with the best prediction within the
layer being obtained with the MGRD model.

Complementing the information in figure 10. displayed in figure 11(a) is the z,-
r.an.s. of (m— V. q(E)) where ¢ is cither the LES or the FC-DNS flow field

for LES devoid of the q-correction. Correspondingly exhibited in fignre 11(b) is the

ro-r.m.s. of (V-q(é) - V-q(d)*)) where ¢* is the reconstructed flow field of either
LES or FC-DNS for LES conducted with g-correction. Each of these quantities rep-
resents the difference between the value that shonld have eutered (2.3) accordiug to

the ideal LES based on the DNS and the value that has actually been used. The goal

of SGS modeling is to minimize (V -q(¢) -V - q(¢)) by using SGS-flnx models and

(V -q(o)— V- q(qb‘)) by using the combination of SGS-flux and g-correction models.

The effectiveness of the q-correction model is measured by the reduction in magnitude

from (v @) -V q(cb)) to (v a(é) - V- q(d)*)). For figure 11(a), since the LES is

conducted without g-correction, the evaluated difference represents the neglected SGS

lieat flux contribution in (2.3) according to cither the FC-DNS or the LES solution;
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for figure 11(b), since the LES is conducted with q-correction, the computed quantity
measures the deficit, despite g-correction modeling, between the ideal LES heat flux ac-
cording to the DNS and that included according to either the RFC-DNS or the LES
solution. Moreover, on both fignres 11(a) and 11(b) we present, for comparison, the ;-
r.an.s. of VTM)) computed from the DNS and note that it does not correspond to the
quantity stated on the ordinate axis. The ordinate non-dimensionalization is such that
the za-r.m.s. of W reaches a maximum of unity. Clearly, without g-correction, the
smallest neglected SGS contribution is that of the FC-DNS, which is still substantial at a

maximum of 35% of the ideal V - q(¢). At the other extreme of deviation from the ideal
W is the No SGS model for which the neglected SGS contribution is as large as
a factor of 1.85 of the filtered DNS heat flux; an overestimate is indeed expected since
without the dissipative effect of the SGS-flux models, gradients are larger, and as shown
above, the gradients govern the heat flux. With a SGS-flux model, this factor is reduced
to a maximuin of 1.5 of the filtered DNS heat flux. The SGS-flux model for which the
neglected quantity is smallest is the GRC model, presumably because its essence is to
focus on reconstruction through gradient computation, but even the GRC-model LES
is only slightly closer to the FC-DNS than those with other SGS-flux models. Thus,
without g-correction, the neglected value is as much as 1.5-1.85 larger than the filtered
DNS heat flux. With the g-correction, the divergence discrepancy computed using the
RFC-DNS is alimost null which fulfills the best expectation one may have, and that of
the No SGS model is reduced from the maximuimn of 1.85 to as much as a factor of 1.3.

When a SGS-flux model is used, the overestimate is reduced to a maxiinum factor of 1.2

for the MGRD model, which is the model having the smallest discrepancy. This means

that although the model V - q(¢*) for V - q(¢) is very accurate, as shown in figure 10(b),
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in LES with any SGS-flux model and even including the q-correction, the activity of the

SGS heat flux discrepancy exceeds that of the ideal filtered heat flux, V - q{¢).

According to statement (2.44), (V-q(¢') -V q(a&)) plotted in figure 11(c) repre-
sents the correction term added to (2.3) using the g-correction model. Examination of
the results illustrated in figure 11(c) indicates that with the implementation of the g-
correction in LES and the ntilization of the reconstructed LES flow field for heat flux
computation, this SGS heat-flux divergence diffcrence is similar to that of the RFC-DNS
for all SGS-flux models (with the exception of the No SGS model case for which it is
larger). This is the best that could be hoped and indicates that this remaining error is
irreducible for the SGS heat-flux divergence difference, as also immplied by the results of
figure 10(b).

It is thus clear that m where ¢~ is the reconstructed flow field from LES
including a SGS-lux model and the g-correction, is a much better approximation of the

filtered DNS heat flux divergence, V - q(¢), than is V - q(¢rgs) computed from a LES

which does not include the g-correction model (compare figures 10(a) and 10(b)).

6.2.2. Effect of the q-correction on flow-variable means, fluctuations and second-order

correlations

So far, the focus has been on the heat flux prediction and it was shown that irrespective
of the emnployed SGS model, the proposed q-correction method improves the LES heat
filux prediction. It is though also of intercst to cxainine whether the effect of g-correction
additionally improves the prediction of flow variablcs. For this purpose, the SGS model
most sensitive to the g-correction according to the above OH750 analysis MGRD
is selected and LES for the OH750 case, with or without q-correction (MGRDHF or
MGRD No HF, respectively) are compared. Comparisons arc first conducted for the

timewise variation and then for the spatial variation at the transitional time (¢}, = 150).
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The time variations are obtained by integrating the homogeneous-plane means for each
flow variable in the non-homogenous z;-direction. For any variable A, fluctuations are
computed either as A" = A — < A >, or for Favre-averaged quantities {A} =< pA >
/< p>as A"=A- {A}.

Figure 12 illustrates the time variation of non-dimensionalized quantities representing
the evolution of {T}.< p >, {T"},< p' >, < p' > and {¥3'}. Except for < p > and
< p' > which exhibit iniprovement over most of or over the entire history, respectively,
with the addition of the g-correction (figures 12(b) and (d)), the other variables’ variation
does not benefit from the g-correction by comparison with the FC-DNS template other
than towards the end of the calculation when the corresponding curve is redressed with
respect to the computation devoid of g-correction reaching towards the FC-DNS. This is
particularly pronounced for {T} and {T"} (figures 12(a) and (c)) which show that the
addition of the g-correction causes {T'} to increase and {T"'} to decrease. It is conjectured
that the less favorable agreement of MGRDHF with the FC-DNS than MGRD No HF
except towards the end of the simulation is due to the lack of strong HDGM regions
before that time, invalidating the need for g-correction. However, the positive impact of
the g-correction over the < p > and < p’ > timewise prediction foretells of corresponding
improvements in the velocity field that are explored below.

To check whether the g-correction indeed beneficially affects the solution at the tran-
sitional state. the variables examined in figure 12 are now spatially assessed versus the
non-honiogeneous direction at ¢, = 150 in figure 13. Although the positive effect of q-
correction is subtle for {T'},< p > and {T"} (figures 13(a), (b) and (c), respectively),
it is definitely discernible for < p’ >, < p’ > and {Y3'} (figures 13(d), (e) and (f),
respectively), particularly for < p’ > aud {Y3'} for which substantial imnprovement is

observed.
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Since the fluctuation part of the velocity field imparts to a turbulent flow its charac-
ter, in figure 14 both timewise (figures 14(a), (c) and (e)) and spatial variations (figures
14(b), (d) and (f)) are disptayed for each up,up, and u3 fluctuations. Clearly, with the
g-correction an amelioration of temporal quantity prediction is obtained especially at
the later times of the layer evolution, consistent with the development of strong HDGM
regions at those times. Noteworthy, for this LES the velocity field benefits morc than
the thermodynamic variables (figure 12) from the g-correction. The inclusion of the g-
correction also enables LES to capture the spatial variation of velocity fluctuations at
t;- = 150 with a dramatic rccovery of the FC-DNS template particularly in the cross-
stream and spanwise directions. Without g-correction, the fluctuating us velocity is un-
derestimated whereas the fluctuating us velocity is overestimated, which could partially
conceal in turbulent kinetic energy calculations the cffect of g-correction.

Finally, the spatial variation of second-order correlations is scrutinized including the

Reynolds stresses, < pu{uly >, < pujul >, and correlations between dynamic and ther-
Y 1U2 AUy Yy

modynamic variables < pu{Yy >, < pu3Yy' >, < pu{T" >, < pufT" >; the results
are displayed in figure 15. All second-order correlations substantially benefit from the
g-correction, but most considerably those involving w2 (figures 15(b), (d) and (f)). Since
recovery of the second-order correlations is at the heart of turbulence modcling, it is clear

that the g-correction considerably improves the accuracy of supercritical LES computa-

tions.

6.2.3. Effect of the q-correction on flow variable visualizations

To illustrate the effect of the g-correction model on flow visualizations, the OHe600
case is selected because at the same momentum flux ratio, (poU2/p1U#) ~ 1, it achieves

a 25% higlher value of Ren, ¢ (see table 3) than the OH750 case and thus the results are

slightly more relevant to fully turbulent flows.
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To assess the influence of the q-correction modcl for the OHe600, sclccted LES were
performed without and with the M1 g-correction model, and they were compared to the
FC-DNS. Results are displayed in figure 16 and on figure 17 for the SMD and MGRD
SGS-flux models, respectively. The comparisons are madc for |Vp| because the structure
of the HDGM regions crucially affects turbulence distribution in the flow field (Hannoun
et al. (1988)), p/po because of the strong coupling among thermodynamic quantities
through the EOS and because the accurate p prediction governs that of the vclocity
field, Y, because it is a manifestation of mixing, and T" bccause it is intertwined with q.

Considering figure 16 and comparing the results of the LES using the SMD model
devoid of g-correction model with the FC-DNS template, it appears that the former is
unable to accurately reproduce the HDGM regions of the FC-DNS, even though these
regions do not exhibit much small-scale structure. In this LES, the p ficld is overpredicted
in that regions of either small or large p arc cularged, and the detailed structure of both
Y, and T inside the vortex is missed although the size of the vortex is reasonably well
captured. The LES including the q-correction model is no more successful than that
devoid of this g-correction model in recovering the structure of the FC-DNS, indicating
that the overdissipative deficiency of the SMD model cannot be palliated by the q-
correction model since the ADM reconstruction is SGS-flux model dependent, as stated
in §2.4.2.

As shown in figure 17, when using the MGRD modcl alonc, without the q-correction,
the LES mispredicts all spatial distributions of |Vp|, p/po. Y, and T. The spatial extent
of the HDGM rcgions is overpredicted, the relative placement of the low and high p
regions is incorrcct, the size of the vortex is reduced with respect to that of the FC-DNS
and as a result the Y, and T fields are incorrect. Including the g-correction model in

LES enlarges the vortex size, although it is still somewhat reduced with respect to that



Orxygen/hydrogen mizing layers at supercritical pressure 37

of the FC-DNS, leads to a much better representation of the HDGM regions, redresses
the incorrect relative placenrent of the low and high p regions although all details of the
FC-DNS are still not captured, and improves the Y, and 7" distributions, althougl the
entire structure of the template is still not well reproduced.

Given the lack of predictive capability of the LES using the SMD model whether devoid
of or fir comjunction with the g-corrcetion model, and the scrious deficiencies of the LES
utilizing the MGRD model without q-correction, by elimination, the LES utilizing the

MGRD model and including the q-correction seems the most promising.

7. Summary and conclusions

A priori and a posteriori studies were both here conducted to identify the necessary
subgrid-scale (SGS) models in Large Eddy Simulation (LES) for predicting counterflow
fluid 1notiour, disintegration and mixing of either oxygen/hydrogen or oxygen/helium at
an initial pressure higher than the critical pressure of these fluids. The LES governing
equations consist of the filtered original equations for conservation of mass, momentuin,
species and total energy coupled with a real-gas equation of state (EOS); these equations
were previously solved using Dircet Numnerical Simulation (DNS) with transport prop-
erties which were functions of the thermodynamic variables. Identified in a previous a
priori investigation (Selle et al. (2007)), for these fluids, the SGS terms in the filtered
differential equations cousist of two types: (i) the typical SGS-flux terins, and (ii) a heat
flux correction in the energy equation accounting for the difference between the filtered
divergence of the heat flux computed using the DNS flow field and the divergence of
the heat flux computed fronr the filtered flow field. The second type of SGS term is

the direct result of the strong coupling between the flow dynamics represented by the

differential governing equations and the fluid tlrerniodynanrics represented by the highly
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non-linear EOS. This coupling manifests through the appearance of high density-gradient
magnitude (HDGM) regions having either a filamentary or blob-like aspect.

The configuration was that of a three-dimensional mixing layer with initially oxygen
in the lower streamn and either hydrogen or helium in the upper stream, and the DNS
followed, for each realization, the evolution of the layer from an initial laminar state to
a transitional state. The LES were carried out with the same numerical discretization
and time advancement nunerical scheme as the DNS. Both LES were conducted up to
the same non-dimensional simulation time as the respective DNS using the filtered DNS
initial conditions. In both cases, the LES grid volume was 64 tiines larger than the DNS
grid volume.

In the a priori study, we identified the primitive variable gradients, rather than their
associated coefficients, as controlling both the heat flux value and its spatial variation.
This indicated that the focus should be on reconstructing these gradients from the filtered
flow field rather than the coeflicients as previously done by Selle et al. (2007). Among
the three contributions to tlie heat flux due to temperature, species mass fraction and
pressure gradients, the gradients due to species non-uniformities were by far the most im-
portant contribution to the heat flux; it was conjectured that the relative importance of
these contributions may change in situations in which the initial temperature difference
between free streams is larger than that constrained in the present DNS by the necessity
to resolve the initial density gradient in the vorticity thickness layer. Several inodels were
proposed for the gradient reconstruction and the success in this endeavor was checked by
comparing the results to the filtered-and-coarsened DNS (FC-DNS), which is considered
the LES template. Additionally, analyses for the selection of the reconstruction filter
matheniatical form and reconstruction order were conducted, leading to the choice of the

Approximate Deconvolution Modet (ADM) (Stolz & Adams (1999)) using a reconstruc-
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tion order of 3 for the a posteriori study. With this model, the a prior: analysis showed
that the SGS heat-flux difference can be iniproved by as much as 60%. It was also shown
that as the filter-to-grid ratio increases, the importance of the heat fiux correction term
with respect to the resolved heat flux increases.

The a posteriori LES tests were perfonined without or with the heat-flux correetion
model. Because the heat-flux correction model is eomputed from a LES with a speei-
fied SGS-flux model (which also encompasses a null SGS-flux model), the result of the
heat-flux correction was intertwined with that of the SGS-flux model. The LES were
conducted for the oxygen/hydrogen case with two constant-coefficient (Scale-Similarity
and Gradient), two dynamic-coefficient (Smagorinsky/Yoshizawa and mixed Sinagorin-
sky/Yoshizawa/Gradient) SGS-flux models, and with a null SGS-flux model. For the oxy-
gen/helium case, LES were conducted with two dynamic-coefticient (Smagorinsky/Yoshizawa
and mixed Smagorinsky/Yoshizawa/Gradient) SGS-flux models either devoid of or in-
cluding the heat-flux correction model. The results showed that the heat flux representa-
tion is indeed improved through the heat-flux correction. For all SGS-flux models, with
the exception of the null SGS-flux model, the use of the heat-flux eorrection through the
ADM reconstruction effectively reduced the SGS heat-flux difference to that obtained
from a reconstructed FC-DNS, called RFC-DNS, and thus further reduction is theo-
retically impossible. Examination of timnewise and spatial cross-stream r.m.s. variations
of variable means, fluctuations and second-order correlations highlighted the beneficial
effect of the heat-flux correction. Flow wisualizations showed that by elimination, the
dynamic-coefficient mixed Sniagorinsky/Yoshizawa/Gradient SGS-flux model including
the heat-flux correction model was the most promising.

Lastly, the methodology of introdueing in LES othier SGS models than those address-

ing the SGS-fluxes may prove erucial for performing LES for turbulent flow in large
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geometries for which coarse grids are the only option. For these coarse LES grids, ne-
glected siall-scale effects otlier than SGS fluxes could be considerable and the ouly way
to reintroduce these effects into the LES computation may be through modeling differ-
ences between the unknown filtered quantity and the quantity computed in LES (using
e.g. ADM). Such models may be necessary not only for the heat flux, but also for the
pressure gradient in the momentum equation (see Taskinoglu & Bellan (2010)), for the
stresses in the momentumn equation, and/or for the work due to pressure or stresses
in the energy equation. This strategy may enable LES in situations in which they are
currently unpractical becanse the required grid for acceptable accuracy is too fine for

computational efficiency.

Appendix A. Transport properties for O,/He mixtures

For O3/He mixtures, the Prandtl number is approximated as
Pr = 0.68 + 0.0283¢ — 0.5017¢% — 0.5390¢% + A Pr (A1)
where
€ =min (0.5,Y2 - 0.816°3%) | 6= (T - 100) /800, 0< 8 < 1, (T in Kelvin)

For 0.02 < 0 < 0.368, A Pr = 2.42Y7*6 max (0.0, —0.23 (1 + In #)), otherwise APr = 0.
For O2/He mixtures, the Schmidt number is approximated as
Se =T (Ya) [1+(114/T)‘-5] KB (A2)
T < 200K: £ = (1.292 — 0.757Y + 0.444Y; — 0.757Y;)
T > 200K: £ = (1.318 — 0.772¥; + 0.453Y7 — 0.772Y;})

For p <30 MPa, A, = min (0.08,0.1264 + 0.226YR) + 0.1 exp (—24000*°) where Yg =

Y2 —min (1,0.5 + 0.780°€), otherwise A, = 0.
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Species m (g/mol) T (K) p.(MPa)

H2 2.016  33.0 1.284
He 4.003  5.19 0.227
O, 31.999 154.6 5.043

TABLE 1. Pure species properties.

System O2/H; O2/He
u=pr(T/TR)" n=0.75 n =0.59
(1.334 — 0.668Y> — 0.186Y; — 0.268Y7)

Sc = u/ (papD) Eq. (A2)
x [1 +(88.6/T)"°]

Pr = pCyp/ (mA) 1.335/T°! Eq. (A1)
QK Or OpK apr = 0.2 apkg = 0.25
T Range 200K-800K 100K-900K
p Range ~100atm ~100atm

TABLE 2. Transport propertics for binary mixturcs. Tr = (Th + T2)/2. T in Kelvin. apk from

Harstad & Bellan (1998) and Harstad & Bellan (2001).
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Run Reo T2;Th pz/pl /\1/(5‘,,,0 Fop Fip Ly x L2 x L3 Az Rem,er tir
m? 1074 m
OH750 750 400;600 24.40 7.29 0.1 0.05 0.200x0.200x0.120 5.77 1507 150

OHe600 600 235:287 12.17 9.31 0.05 0.0125 0.255x0.255x0.153  7.36 2004 220

TaBLE 3. Listing of the Direct Numerieal Simulation realizations and assoeiated resolution. Both
simulations were performed at po—= 100 atm and M. o = 0.4. L; is the size of the domain in the
zi direetion, in meters. For both layers, Ly=4A1, 6.,0=6.859x 10" % m. For both simulations the

grid has 352x 352x 208 nodes. The subseript tr denotes the transitional time.

Energy =25 t" =50 t* =100 t* =150
72; (peri;) 5239 123.67 191.59  199.63
7% [p(¢) 4] 21.09 5008 7811  81.56
o%. (5¢;) 17.17  40.80 40.10  32.22
a5 lorws (¢)] 1151 2107 2840 25.27

=L (A (Grk;))] 570  11.77  11.92 8.5

{').z:_,

%j (prijti) 0.36  0.82  0.82 0.65
o= [0y (@) @] 049 065 078 0.52
7 (A@mm)] 023 033 031 0.18

% {A (p) i} 0.11 023 021 0.16
% (pr; —pri;ai) 015 031 0.21 0.14
A(fy=1(@-1(9)
TaBLE 4. Magnitude (x2 r.m.s.) of terms in LES cquations at t* = 25, 50, 100 and 150. The
computation is performed using the Oz/Hz DNS databasc for A = 8Az. Units are

10°Jm 3571,
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Energy

2 (i)

2% [P (0) )]

a5 ()

22 farns (9]
755 (A (qrx5))
32 (Prisils)

7= {8 ()4}
o5 (PR3 — prisi)
355 [0 (9) ]

2 (A (57a0)]

Oz

t* =50 t* =100

36.51

21.44

13.39

2.64

1.69

0.52

0.10

85.03
51.29
29.25
7.02
3.78
1516
0.58
0.41
0.35

0.19

97.31
56.48
23.62
7.27
3.43
1.02
0.56
0.29
0.36

0.16

A(f)=T1(0) - f(9)

t* =150 t* =220

136.62
77.40
24.41
8.17
2.84
1.43
0.68
0.45
0.36

0.14

TABLE 5. Magnitude (zz r.m.s.) of terms in LES equations at {* = 50 100, 150 and 220. The

computation is performed using the Oz/He DNS database for A = 8Az. Units are 10°Jm™3s7 1,

No HF 32 (
M1 (g
] M2 & (qj (@) —g;(¢*)
M3 o2 (
Ma o 2 (
M5 2 (6@ -q ()

——r

M= 25 =150 =400 =150

5.70

1.60

2.67

3.93

11.77

4.01

5.89

11.17

6.83

8.80

11.92
3.22
4.78
11.39
5.55

10.48

8.15

1.46

2.09

7.81

2.38

8.74

TABLE 6. Comparison through the zz-r.m.s. of the modeled filtered heat flux term obtained with

the model approximations in (2.38)-(2.42) at t* = 25, 50, 100 and 150 using equation (2.35). The

computation is performed using the Oz/Hz DNS with A =8Azpns. Units are 10%Jm3s~1.
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FIGURE 1. Oz/H2 mixing layer configuration.
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FIGURE 2. The z2 r.m.s. of the lcading order terms in the energy equation at (a) ¢* = 50 and

(b) t* = 150. The computation is performed using the O2/Hz DNS with A = 8Azpns. HF

denotes the heat flux. The values shown arc non-dimensionalized by 7 x 10° Jm 3s L.
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FIGURE 6. The z2 r.m.s. of the difference between the divergenee of the filtered heat flux com-

puted using the Oz/H2 DNS with A = 8Azpxys, and the divergence of the heat flux divergence

obtained with the No HF model and M1-M5 reconstruetion models (equations (2.38)-(2.42)).

Results are shown at (a) t* = 50 and (b) t* = 150. The values shown are non-dimensionalized

by 6.5 x 10'® Jm~3s~. The filtering operation is denoted by square brackets.

(a)

1

o
o

0.6

Ve [anns] -Ve [qM]

o
N

1
=150

o o o
. (=2 -]
. r -

Ve laeone] - Ve la]

o
N

(b)

Ficure 7. Effect of order of reconstruetion (r.m.s. aetivity), N, on the heat flux correction at

(a) t* = 50 and (b) t* = 150. The computations were performed using the O2/Hz DNS with

A = 8Azpws. The values shown are non-dimensionalized by 6.5 x 10*® Jm 3s . The filtering

operation is denoted by square brackets.
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FIGURE 9. The z2 r.m.s. of the difference of heat flux divergence at (a) t* = 50 and (b) t* = 150.

The computations were performed using the Oz/Hz DNS with A = 8Azpxns. The values shown

are non-dimensionalized by 6.5 x 10'® Jm3s~!. The filtering operation is denoted by square

brackets.
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FIGURE 10. The zz-r.m.s. of several quantities: (a) The divergence of the heat flux eomputed
from the filtered flow field of either LES or FC-FNS; the LES is without heat flux correction.
(b) The filtered divergenee of the heat flux eomputed from the reconstructed flow field of either
LES or FC-DNS; the LES is with heat flux eorrection. The LES with heat flux correction is
denoted by HF and is obtained using model M1. The LES use various SGS-flux models, all
defined in §2.4.1. All results are displayed at 7, = 150. The eomputations were performed using
the O2/H, DNS with A = 8Azpws. The values shown are non-dimensionalized by 6.5 x 10'°

Jm 371, The filtering operation is denoted by square braekets.



Ozygen/hydrogen mizing layers at supercritical pressure 59

2 —=— DNS, [V q(¢)] =150 2 —®—— DNS, [V« q0)] =150
——— FCDNS RFCDNS
—N— NoSGS ——N—— NoSGS HF

_ s SMD 3 = s SMD HF
SR MGRD \ ] MGRD HF
F - GRC F |- — GRC HF
o, e 8 =i
B 4 E- 1
= 3z
v 0 -4 05

:5, ® 0.
= 3

0 1 ' ' lo 0

-5 0 5 1
(a) *#0u0 (b)

2 —8—— DNS, [V ¢ q(0)] 1*2150
— RFCDNS
—N—— NoSGS HF

= arememmseeeemsems - SMD HF

8 15F cieaan. MGRD HF

3 - GRC HF

L]

&

3

=

°

k-3

L] P

B

FIGURE 11. The zz-r.m.s. of several quantities: (a) The difference between the filtered divergence
of the (coarsened) DNS heat flux and the divergence of the heat flux computed from the filtered
flow ficld of LES or FC-DNS; the LES is without heat flux correction. (b) The difference between
the filtered divergence of the heat flux computed from the (coarsened) DNS heat flux and the
filtered divergence of the reconstructed heat flux using the filtered flow field of either LES or the
FC-DNS; the LES is with heat flux correetion. (¢) The difference between the filtered divergence
of the reconstructed heat flux and the heat flux computed from the filtered flow field of either
LES or FC-DNS; the LES is with heat flux correction. The LES with heat flux correction is
denoted by HF and is obtained using model M1. The LES use various SGS-flux models, all
defined in §2.4.1. All results are displayed at t7, = 150. The eomputations were performed using
the O2/Hz DNS with A = 8Azpns. The values shown are non-dimensionalized by 6.5 x 10'°

Jm~3s~!. The filtering operation is denoted by square brackets.
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Azres = AAZDNS pres = (P2 + p2)/2, Trey = (T1 + T2)/2 and prcy = po.
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T in K (fourth row) for the Oz/He layer at the tf, of the DNS (¢t* = 220) in the between-the-braid
plane (z3/Ls = 0.06) for: FC-DNS (first column); SMD without g-correction (second column);

and SMD with g-correction (third column). Az gps = 4Arpns.
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Abstract

The Large Eddy Simulation (LES) equations for multicomponent (MC) fuel single-phase (SP) flow and
two-phase (TP) flow with phase change are derived from the Direct Numerical Simulation (DNS) equa-
tions by filtering the DNS equations using a top-hat filter. Additional to the equations solved for singlc-
component (SC) fuels, composition equations enter the formulation. The species composition is repre-
sented through a Probability Distribution Function (PDF), and DNS equations for the PDF moments
are solved to find the composition. The TP filtered equations contain three categories of subgrid-scale
(SGS) terms: (1) SGS-flux terms, (2) filtered source terms (FSTs) and (3) terms representing the ‘LES
assumptions’, For SP flows no FSTs exist, The SGS terms in the LES equations must be either shown neg-
ligible or modeled. 1t is shown that for the composition equations, two equivalent forms of the DNS equa-
tions lead to two non-equivalent forms of the LES equations. Criteria are proposed to select the form best
suited for LES. These criteria are used in conjunction with evaluations based on a DNS database portray-
ing mixing and phase change, and lead to choosing one of the LES forms which satisfies all criteria. It is
shown that the LES assumptions lead to additional SGS terms which require modeling. Further consider-
ations are made for reactive flows.
© 2009 Published by Elsevier Inc. on behalf of The Combustion Institute.

Keyword: Multicomponent LES equations

1. Introduction

The modeling of MC-fuel mixing and combus-
tion has been a long standing goal as all practical
fuels used in energy production contain a myriad

" Corresponding author. Address: Jet Propulsion Lab-
oratory, California Institute of Technology, 4800 Oak
Grove Drive, M/S 125-109, Pasadena, CA 91109-8099,
USA. Fax: +] 818 393 6682.

E-mail address: Josette.Bellan@jpl.nasa.gov
(J. Bellan).

of species. When attempting to reduce the com-
plexity of large elementary-reaction mechanisms,
lumping of species has been proposed based on
‘similar’ species (like isomers) [1] and when mod-
eling flames, bundling for modeling diffusivities
has also been recommended (2]. In the same
framework, a formulation has been proposed [3

7] for modcling SP and TP MC flows using statis-
tical concepts that lump species according to their
molar mass, m, a quantity strongly related to the
diffusivity. DNS performed with this formulation
has unraveled many fundamental aspects of MC
flows. However, for practical applications, LES

1540-7489/% - see front matter © 2009 Published by Elsevier Inc. on behalf of The Combustion Institute.

doi:10.1016/j.proci.2008.06.005
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is more promising for the computationally effi-
cient simulation of turbulent flows. The LES
equations are obtained through filtering of the
DNS equations which represent the exact model
equations at all flow scales of interest in turbu-
lence. The filtering operation removes the exact
effect of the small scales and produces terms that
contain their effect, albeit in an unknown way
since these terms are not directly calculable from
the LES solution, and instead must be modeled.
Two categories of subgrid-scale (SGS) terms
appear in the LES equations: filtered-term SGS
contributions (SGS-flux and FSTs) that must be
modeled to reintroduce the lost information at a
scale smaller than that of the LES., and ‘LES
assumptions’ that must either be verified or mod-
eled as additional SGS terms. For volumetrically
dilute sprays modeled in an Eulerian frame for
the gas and a Lagrangian frame for the drops
(e.g. [8.9]), the SGS terms contain two types of
contributions: terms resulting from the filtering
of the convective terms and terms resulting from
the filtering of the source terms representing the
impact of the drop/flow interaction in the Euleri-
an equations. Modeling of the two types of contri-
butions has been performed both by analyzing the
small scale behavior in what is called a priori stud-
ies (e.g. [9]) and by using these SGS models in LES
and evaluating their performance in what is called
a posteriori studies (e.g. [10]). This body of cited
work has been devoted to SC flows. For SC TP
flow with phase change, the only quantity indicat-
ing the result of drop evaporation is the vapor
mass fraction temporal and spatial distribution.
No such studies exist for MC flows where the
interest is also in the vapor composition equiva-
lent distribution.

This study focuses on the composition equations
and aims at establishing the corresponding MC
LES equations. It is shown in particular that filter-
ing of the DNS equations leads to two non-equiva-
lent LES forms. A methodology is developed for
selecting which of the two forms should be adopted
for LES. This methodology is general and could be
applied to other situations where ambiguity of
choice exists for the LES equations and a DNS
database is available to guide the choice.

2. DNS and LES governing equations

The DNS governing equations for mixing and
evaporation have been presented in [5.6] and tran-
sitional states have been created and analyzed in
depth in [7]. Summarizing, the DNS equations
consist of two sets of coupled govcrning equa-
tions, one for gas, the other for the drops. For
the gas, the perfect-gas equation of statc is cou-
pled to three-dimensional (3D) Eulerian govern-
ing equations for mass, momentum, energy,
species partial density and vapor composition,

each equation including transient, convection
and diffusion terms. For the drops, Lagrangian
governing equations follow each physical drop
in its trajectory as it changes mass, momentum,
cnergy, species and liquid composition, due to
its dynamic and thermodynamic interaction with
the gas. here taken to be air. Because the drops
are much smaller than the Kolmogorov scale, they
can be treated as sources of mass, species, momen-
tum and energy for the gas [11] (e.g. [8]). Corre-
spondingly, the interaction of the drops with the
gas manifests as mass, species, composition,
momentum and energy source terms in the gas
governing equations, coupling thus the drops
and gas. Although a model is uscd to describe
the drops’ behavior and thus these simulations
arc not strictly DNS, this terminology [12] has
been adopted in the literature [8.9] and is also used
here for consistency.

The vapor composition is modeled following
the mathematical description for practical liquid
fuels containing many species [3]. The concepts
of Continuous Thermodynamic (CT) [13.14] arc
adopted. In the CT theory the chemical potential
for a mixture containing numerous components is
appropriately represented, and the Gibbs function
is derived through molecular thermodynamic
methods in terms of the PDF dcscribing the mix-
ture composition. The concepts are fundamental
and indcpendent of the physicochemical model
chosen for the chemical potential. Having spcci-
ficd an initial composition PDF, the evolution of
the mixture is govcrned by thermodynamic rela-
tionships  and/or  conservation  equations.
Although the most general PDF will depend on
many variables, it has been shown, with valida-
tion, that the single-Gamma PDF depending on
m can represent a homologous species class
[14.15]. Single-Gamma PDF models applied to
drop evaporation [3) have bcen shown [4] to bc
restricted to negligible fuel vapor in the drop-sur-
rounding gas. A combination of two Gamma
PDFs (DGPDF) as a function of m is necessary
to capture thc cvaporation of drops in a gas con-
taining substantial fuel vapor [4], as in sprays.
Because the DGPDF representation requires the
knowledge of five parameters, only five moments
of the PDF must be computed. Furthcrmore, it
has been shown [4] that onc moment can be
empirically determined, which reduces the calcula-
tion to that of only four moments. n € {1, 4|. Thus,
four conservation cquations are solved for the
vapor composition.

For reactive flows, the equation formulation of
[5.7] can be enlarged by adding source terms: the
molar reaction rate of vapor (gaseous fuel), @y,
where subscript X, denotes the mole vapor (sub-
script v) fraction, and sources of compositional
change issucd from reactive mechanisms, @;,,
where ¢, is the nth moment of the composition
PDF for the vapor. The interest here is in the
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.., equations, as all other equations emulatc the
LES equations of the SC study of [9] (not shown).
Mathematical manipulations of the moment, con-
tinuity and vapor partial molar-density cquations
lead to the DNS equation

A(pé) , Apbunts] _ 2 [,,g,%]

ox, Ox;

ot Ox; Ox; G

) X \]0., 6,
@ — 2 —{(S:. — EvnSmole
+2p% & [ln (m )] o, +y (St., — EunSmole)

+ EuSuun + 7 (0, — Eutin,) ()
v

where u is the velocity, #1s time, v is the spatial coor-
dinate indexed by subscript j, p is the mass density,
Z is an eflective diffusivity defined as the propor-
tionality coefficient between the vapor mass flux
and cmV(X,/m) where ¢ is the molar density,
0,(= &) 1s the mean vapor molar mass. Y, =
6.X,/m is the vapor mass fraction with m being
the molar mass of the gas (vapor and air), and
S:.1 Smole and Spag are evaporative sources of
£,,» moles and mass, respectively, for which mathe-
matical expressions have been given elsewhere [5-
7] The diffusion and diffusion-lke term of Eq. (1) can
be combined forming two equivalent expressions
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where
Koy = —p2V(Y&,/0.), L, = —pZV(Y,/0,) and
M = —PQV(Evn)

Because the LES equations are derived from
the DNS set by spatial filtering, the two equivalent
DNS forms, lead, expectably, to two non-
equivalent LES forms. With the usual notation
of () and () denoting regular and Favre averag-
ing, the generic LES momcnt equation is
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where 1, = 9(Eun, i), }(.7) = $% — §7 being
the variance of two quantities ¢ and y, and
k = 1,2 indicating Form | or Form 2 of the
LES equation
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where K., L, and M,, are computed from the fil-
tered flow field ¢, and LESassu comprises all dif-
fercnces between filtered DNS terms and the same
DNS term computed as a function of the filtered

flow field. e.g. [€unSmass — EvaSmass]. There currently
is no experience with choosing between non-
equivalent LES-equation forms. The focus of this
study is in establishing general criteria for making
such a choice and then examining the modeling
requirements for these specific equations. The
guidc in making this choice is a DNS databasc.

3. Description of the databases

The DNS equations for the non-rcactive casc
have been solved in a 3D temporal mixing layer
of dimensions (L) x Ly x L3) with (x;,x7,x3) being
the streamwisc, cross-stream and spanwise direc-
tions, respectively (see Fig. 1 in [6]) for 15 various
conditions listed in Tablc 1 of [7]. Perturbations
were used to excite the layer in order to induce
roll-up and pairing [9.16]. For TP flows, initially.
all the drops are in the lower stream and havc
the same temperature, T4 (subscripts d and 0
denote a drop and initial condition, respectivcly),
which is lower than the initial gas temperature T,
and the liquid boiling point temperature so as to
promotc evaporation; thc initial velocity of each
drop is the same as that of the gas phase at its
location. The drop sizc distribution is specificd
through the Stokes number St = t43AUq/d,0. as
given in Table 1; AU, = 2Uj is the initial velocity
difference across the layer with
Uy =Mo\/RiToCpa/Cva Where Mg is the con-
vective Mach number, R, = R,/m,, R, is the uni-
versal gas constant, subscript a denotes the carrier
gas (here air), and C, and C, are constant-pres-
surc and constant-volume heat capacities.
14 = p,D*/(18p) is a characteristic drop time con-
stant where p, is the liquid density, D is the drop
diameter and u is the gas viscosity; and 0, is
the initial vorticity thickness calculated as in [9].
The specified value of Reg = pgAUd.,0/1t is used
to calculate u. The thermal conductivity and diffu-
sivity are computed using this value of g and spec-
ified values of Prandtl, Pr, and Schmidt, Sc.
numbers (Pr =S¢, 0.696 at T, =2375K and
0.694 at Ty = 400 K [17]). For TP flows, the initial
number of drops, Ny, is determined by the initial
mass loading ML, (initial ratio of liquid mass to
mass of carricr gas in drop-laden part of domain).
The vapor molar fractions in the lower stream,

u

X!, and upper stream, X, are here specified
X! y=X",=10"* (an arbitrarily small non-null
value is necessary to avoid instabilities). For each
fuel, the free-stream vapor composition is found
from a single-drop simulation in air at the spcci-
ficd 7', being chosen to be the first-time-step sur-
face-vapor composition.
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Table 1
Initial conditions

Simulation Case #  Fuel Ty MLy  p {{De}} x10°  Npyx 107 o Rem s
die37SML2RS 1° Diesel 375 0.2 828 7.601 2586 100 1386
die375ML5RS 2 Diesel 375 0.5 828 7.601 6451 100 1336
died0OML2RS 8 Diesel 400 0.2 828 7.359 2670 100 1396
jetA37SML2RS 4 Jet A 875 0.2 800 7.732 2543 100 1365
Ty in K, p, m kg/m®, Dy in m. In all simulations, M. =0.35 0,0 =6.859 x 107 m, {{Sn}} =3 and

{{(Sro—{{Sro}} }}"‘ 0.5, the double curly brackets denoting drop-ensemble averaging Tao = 345K, and

v0 = ]0_

In all cases Rey = 500 and the grid is 360 x 400 x 216. The baseline case is indicated by a superscript

asterisk. The jetA375ML2RS simulation was performed on a SGI Origin 2000 platform (on 64, R12000, 300 MHz
processors); all other simulations were conducted on a SGI Altix 3000 machine (on 32, Intel Itanium2, 900 MHz

processors). ¢

;. denotes the non-dimensional transition time. Re,,

- Reg(Omur/dwo) is the momentum-thickness-based

Reynolds number and d,,, is the momentum thickness, both at r.

The boundary conditions in the (x;,x:) homo-
geneous directions were periodic, and adiabatic
slip-wall conditions derived for multicomponent
mixtures [6] were utilized in the x, direction.
Drops reaching the slip walls were assumed to
stick to them.

The numerics consisted of an eighth-order cen-
tral finite-difference discretization in space and a
fourth-order Runge-Kutta for temporal advancc-
ment. A geometric weighting factor distributes
each drop-source contributions to the nearest eight
grid points proportionally to its distance from the
drop location. The ratio of the drop volume by
the discretization volume is initially O(10~*) and
decreases with time as the drops evaporate. A
fourth-order Lagrange interpolation was used to
obtain gas-phase variable values at drop locations.
Drops the mass of which decreased below 3% of
the initial mass were removed from the calculation;
for all computauons, mass was conserved in the
system to a maximum relative error of O(107°).
The time step was controlled by the CFL number.
The grid size (Ax), Axy, Axs) was chosen such that
resolution was excellent as manifested by veloc-
ity-fluctuation-based  one-dimensional energy
spectra which showed no accumulation of energy
at the small scales [7]. The thirteen simulations
listed in Table 2 of [7] reached a transitional state,
evidenced by a smooth energy spectrum except for
a small peak at the perturbation frequency. The
momentum-thickness-based Reynolds number is
defined in Table 1 and its value at transitional (sub-
script tr) times f;, = #,AUq/d,p is listed in the
table. The full set of transitional states constitutes
the present database; for brevity, only the represen-
tative results of Tablc 1 simulations are here
discussed.

Fuel compositions [18] were provided by
Edwards [19] and were fitted elsewhere [6] as a sin-
gle-Gamma PDF. Thermodynamic and transport
properties for these liquid fuels are available [6.,7].
For specified initial conditions, the MC liquid was
the same for all drops; as the simulation evolved
in physical time, each drop developed its own
liquid composition according to its dynamic/ther-

modynamic history due to prcferential evapora-
tion or condensation of some species with
respect to others. Thus, information about the
vapor partial density is complemented by the
composition details both for the liquid and the
evolving vapor. The molar (mass) vapor composi-
tion is expected to have non-uniformities at a finer
scale than the vapor mole (mass) fraction in thc
gas; this is the simple consequence of the fact that
the vapor mole (mass) fraction is the sum of the
species mole (mass) fractions and thus for a given
number of species there is an infinite number of
species mole(mass)-fraction-value arrangements
that can result in the same vapor mole (mass) frac-
tion value. Examples of the DNS composition
spatial distribution at r;, are presented in Fig. 1
for some cases of Tablc 1. For dicsel, with increas-
ing MLy, the 6, and vapor PDF standard devia-
tion ¢,, upper range decreases (Fig. la vs b and
d vs e) because drop heating is impeded by the
large number of drops and the lower drop tcmper-
ature prevents the evaporation of the higher molar
mass species which have a higher boiling point.
Also, vapor originating from diesel evaporation
has a higher and wider 6, and o, range than vapor
originating from Jet A (Fig. la vs ¢ and d vs f).
emulating the liquid PDF (Fig. 2 in [7]) which is
much wider for diesel and spreads to much higher
molar mass species. The vcry strong non-unifor-
mity of both 6, and o, is notcworthy, and the goal
1s to recover it at the LES scale from the LES
equations.

4. Results

Thc databases are examinced at ¢, The data is
appropriate for analysis in the context of fully tur-
bulent flows because the range of scales at f], is
cven larger than that for equivalent SC liquid
DNS (7] for which databases were found relevant
to a priori studies [9], and for example, the SGS
momentum fluxes havc already an activity (on
an r.m.s. base) exceeding that of the resolved
stresscs in the LES equations (not shown).
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Fig. 1. Contour plois of 6, (a—) and ¢, (d-f) in the between-the-braid plane x3/Ly = 0.5 at 1}, for Case 1 (a and d), Case
2 (b and e) and Case 4 (c and f). Units for 0, and o, are in kg/kmol.

We propose several criteria for choosing
between Forms 1 and 2 of the composition equa-
tions. The desirable LES form will have the follow-
ing attributes: (1) Correlations and least-square-fit
slopes between #; terms and the database should
be as close to unity as possible. The rationale is that
modeling any term in a LES equation involves
assigning it a functional form multiplied by a cali-
brating coefficient. Thus, the primary focus is on
obtaining LES equations in which terms have a
high correlation with the database because they
would be a more accurate functional representa-
tion of the DNS; the slope’s departure from the
perfect unity is a secondary concern, as it could
be corrected by attempting higher accuracy of the
calibrating coeflicient. Also, given variations with
n, it i1s desirable that the best correlations and
slopes bc obtained for the smallcr 7 rather than vice
versa. (2) For each n, the terms in %, should be as
small as possible according to a given norm, in
anticipation of possibly neglecting them with
respect to other terms common to both forms; this
would address the desire for computational effi-
ciency. (3) The LES equations should have the

-smallest number of terms calculable as function
of ¢, for computational efficiency. (4) The form
should have the largest number of LES assump-
tions satisfied so as to minimizc the modeling and
computational effort. The criteria stated arc
entirely universal and do not depend on the
geometric configuration or filter functional form.

Whether Form 1 or Form 2 satisfies all four
attributes, and if not which are the most impor-
tant of these attributes, rcmains to be dctcrmined.

The investigation is herc performed using a top-
hat filter because othcr filters are not in concert
with the finite-difference discretization used in
the DNS that produced the database. This finite-
difference discretization is the choice for practical
applications because aliasing errors are signifi-
cantly smaller than for other discretization
schemes [20]; dealiasing can be both computation-
ally expensive and very difficult in complex geom-
etries, and also counter to the LES spirit of
rcduced computational costs.

4.1. Correlations and slopes

Examination of the correlation between the
exact and filtered terms (not shown), is made at
two filter sizes, A = 4Ax and 8Ax. Although out-
sidc of thc #; term inquiry, term (&y,Smasc) has
in all simulations and for both filter sizes a perfect
correlation_of unity with the exact term; term
[(Y,/8,) x S¢,] has a correlation of 0.961-0.971
at A = 4Ax, and of 0.894-0.909 at A = 8Ax with

the exact value; and [(Y,&,,/0,)Snoi] has a corre-
lation of 0.965-0.980 at A = 4Ax, and of 0.906-
0.934 at A = 8Ax with the cxact term. For a given
DNS case, the correlation slightly increases with
increasing n or decreasing A. The correlation
slightly decreases with increasing ML, or T, and
with increasing liquid volatility, as the subgrid
magnitude of the source terms increases. Across
all moments and the entire databasc, the slopes
arc a minimum of 0.906 for A = 4Ax and 0.791

for A = 8Ax.
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Addressing the #, terms, the special focus is
on correlations for the X, ¥,, .#, and A",
terms (defined in Table 2). Distinguishing between
Form 1 and Form 2, at both filter sizes, the corrc-
lations for Form | terms ', and %, monotoni-
cally increases with n, with the slopes being
randomly distributed in value over the n values
(not shown); while for Form 2 both correlation
and slope decrease with increasing n (not shown).
This aspect suggests that Form 2 is to be preferred
over Form 1 if the correlation value is similar for
the two forms since the lower moments in a PDF
are more important, with the higher moments
providing only ‘corrections’. Scrutiny of the data-
base (not shown) reveals that the .#, constituents
(OM,, ;/0x;) for each j = 1,2, 3 have a perfect cor-
relation with the DNS solution and unity slope.
A", has, over n=1-4, correlations betwecn
0.930 and 0.949 and slope values between 0.888
and 0.957 for A = 4Ax; correlations are between
0.844 and 0.885, and slopes are between 0.613
and 0.665 for A = 8Ax. Similarly, ', has, over
n=1-4, correlations between 0.878 and 0.914
and slope values between 0.737 and 0.789 for
A =4Ax; correlations are between 0.689 and
0.763, and slopes are between 0.466 and 0.523
for A = 8Ax. Finally, &, has, over n = 14, corre-
lations between 0.873 and 0.907 and slope values
between 0.689 and 0,774 for A = 4Ax; correlations
are between 0.681 and 0.732, and slopes are
between 0.415 and 0.512 for A =8Ax. Clearly,
on account of both the correlation and slope val-
ues, as well as their value distribution across
moments n, Form 2 has a better potential for
LES than Form 1.

4.2. Activity of terms in F

A comparison appears in Tablc 2 for the #
terms. Vreman et al. [21] utilized the L2 norm to
perform such a comparison. The selected norm
is here the domain r.m.s. (square root of the 12
norm) because it quantifies each term’s activity.
Listed in the table are domain r.m.s. of the
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Xy &L, M, and A7, terms and associated LES
assumptions for all four &, conservation equa-
tions at the two filtcr sizes above. The computa-
tion 1s made for Case 1 and is representative of
the entire Table 1 database. Examination of the
cntrics under Form | and Form 2 shows that
the r.m.s. values of Form 2 are smaller than those
for Form 1, and thus are more likely to have neg-
ligible contributions in the LES equations sincc
they must be compared to terms that are identical
in both formulations, according to Eq. (3). More-
over, for Form 1 both LES assumptions are of
same magnitude as the flux terms, and thercforc
cannot be ncglected. This observation holds for
all £,, at both A values. In contrast, for Form 2.
the term A(.#,) is generally one order of magni-
tude smaller than the two flux terms and can
thercfore be neglected. Whether A(17,) can also
be eventually neglected depends on comparison
of its value with the other terms in the LES equa-
tions. To inquire about this possibility, we next
examine the magnitude of terms in LES &, equa-
tions, having now eliminated Form 1 and chosen
Form 2 as the most likely to lead to a computa-
tionally efficient and functionally accurate LES.

4.3. Activity of terms in LES &, equations

In Table 3 we show the activity, according to
the domain r.m.s., of terms in the &, equation
which is reprcsentative of all four &,, (not shown).
The comparison reveals that A(_#,) is indeed neg-
ligible undcr all conditions, being at least one
order of magnitude and as much as three ordcrs
of magnitude smaller than the leading, convectivc
term._Other negligible terms are (EvnSmass) and
A(&ynSmass), being under all conditions typically
two and four orders of magnitude smaller than
the leading terms, respectively. Rcgarding
A(A",), it i1s generally three orders of magnitude
smaller than the leading terms and smaller by
two orders of magnitude than other resolved
terms for A =4Ax However, for
A = 8Ax, A(.4,) beccomes of same order of mag-

Table 2
Magnitude of terms (r.m.s.) a1 r;, for the iwo LES formulations
Moments R Form | Form 2
oo % AKX, AP, M, Ny A(H) AT
.1 units: 10* x kg?/(m’s kmol) 4 15 145 753 7.49 0.563  0.944 0.00841 0.307
. 8 958 9.9 9.34 9.22 0300  0.547 00692  0.366
&,» units: 107 x kg*/(tm’s kmol’) 4 252 235 124 1.23 0.184 0292 0.00277 0.0976
8 1.58 146 1.55 1.51 0.0977 0.168 0.0229  0.115
up units: 107 x kg*/(m’s kmol’) 4 436 397 211 2.10 0465  0.699 0.00706 0242
8 209 242 265 2.59 0.247 0401 0.0579  0.282
&ua units: 10" x kg*/(m*s kmol®) 4 778 698 372 3.72 1.08 1.54 00164  0.551
8 476 419 468 4.60 0.570 0877 0.133 0.640

Listed are the flux terms and associated LES assumptions for Case 1 of Table 1. All functions are calculated from the

filtered field.

K= bloe g =i My = =2 [ (§)]. R=B/Av A =

/(¢

S(4).
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Table 3
Magnitude (r.m.s.) of terms in LES equations al r;, using the formulation of Form 2
Vapor composition first PDF moment A = 4Ax A = 8Ax

1 2 3 4 1 2 3 4

5%’-(;';;?,,11},) 76.5 724 93.3 74.2 63.6 62.9 75.6 62.4
= (pm)) 4.77 4.67 5.99 4.20 6.51 6.23 8.31 5.87
M (D) 5.63 4.75 6.98 5518 3.00 2.53 3.64 2.70
A1) 9.44 7.57 12.6 10.1 3.66 4.42 7.17 5.79
A(HYy) 0.0841  0.0779  0.101 0.0745  0.692 0.523 0.680 0.555
AV 3.07 245 4.37 3.44 3.66 2.87 493 3.80
(V./0,) x S, 133 192 118 113 110 160 95.0 93.7
(Yv5v|/0v)5mo|e 122 183 106 105 98.7 150 83.3 84.5
Eo1Siine 1.71 2.84 2.17 2.20 1.45 242 1.83 1.86
Af( Y./0,) x S:.) i3 544 30.5 309 459 75.6 41.8 422
AV E01/0.)Smote] 21.5 50.7 26.4 27.4 40.2 69.9 35.8 37.0
BIS 1Bl 0.0126 0.0173 0.0183 0.0149 0.0224 0.0289 0.0317 0.0278
Units are 10° kg>s~' m~? k
'//1=9;—" A7) —2Mv/‘,;L ( )] A(f) = f(d) - £($).

nitude as .47, and sometimes exceeds the .#, mag-
nitude; the conservative attitude is to retain this
term. Other terms that must be retaincd are
Al( v/() ) x 8;,.] and A[( Y é‘,,/() Smoke] because
under all conditions they are elther comparable
to the leading terms for n =1 or exceed .#, for
n > 1 (not shown). The physical interprctation
for the source terms is that addition of mass
through (E,,,,Sm,.,) has a negligible impact on
vapor composition, and moreover because it is
almost equally well computed as a function of ¢
or ¢ according to the results of Table 3, this term
has only minor variation at the LES subgrid scale.
In contrast, for each &,,, the vapor composition is
substantially affected_either by sources of that
moment, [(Y,/6,) x S;_]. or py sources of moles
to the vapor through [(Y, 6‘"/9 S moke |- Moreover,
at the levcl of the LES subgrid, the variation of
these terms is substantial enough to lead to mises-
timatcs if computed as a function of ¢ rathcr than
¢. Because the correlation of thesc important fil-
tered source terms to the exact corresponding val-
ues is high, as discussed above, the expectation is
that with appropriate modeling, to be performed
in forthcoming a priori studies, the LES composi-
tion moment equations could be modeled.

4.4. Reactive-flow considerations

Brevity dictates that we focus here succinctly
on only two items: consistency of the formulation
with known physics and modeling requirements
for future LES. To check consistency we prelimi-
narily rely on a limiting case. The vapor PDF
before ignition is only known through ¢,
n € [1,4] and is not necessarily a DGPDF as dis-
cussed in [7]. To find the vapor composition from
a finite number of moments, one can use the tech-
niques described in [22]. Although not as accurate

as discrete species calculations, the PDF method is
consonant with species lumping techniques.
Because, as above, the term ¢,,Sn.s is expected
to have a minor contribution, whcther ¢,
increases or decreases due to source terms is deter-
mined according to Eq. (1) by the sign of
[Swn +(Usw. évn(smolc +d)xv)]~ For a pCl‘fCCtly
stirred reactor, Eq. (1) can be approximated by

évn = (Sw,, ot ws\,.)/ Smote + w\'v) (6)

Bcecause &, = 0, this means that for the vapor-
composition problem to be well poscd,
(Se, + ;) and (Smole + 0y,) must have same
sigh. Under typical evaporative conditions
Smote > 0, and under typical reactive conditions
wy, < 0 as vapor is transformed into reaction
products, making the sign of (Spoe + y,) subject
to temporal variation during concomitant evapo-
ration and reaction; no conclusions may be ob-
tained for this situation in absence of a
simulation. If phase transition is completcd (i.e.
Smote = S;,, = 0) before reaction, Eq. (6) implies
& = g, [y, which means that @, < 0, physi-
cally implying that ¥n, &,, — 0 with increasing 1.
This conclusion is consistent with known physics
in that the vapor will disappear during reaction.

Because chemistry rates are higher than evap-
oration rates in reacting sprays, similar rcquirc-
ments to those for LES of non-reacting-flow
source-tcrm modeling will be necessary for rcac-
tion source terms. This statement is also valid
for simulations where pre-vaporization is desired
before combustion. That is, modeling will be
neccssary in Eq. (3) for both filtered reaction
source terms and reaction-originated LES
assumptions due to high subgrid rates that do
not allow the replacement of a filtercd DNS
quantity by the quantity calculated from the fil-
tered solution.
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5. Conclusions

The LES equations have been derived for reac-
tive fully multicomponent single-phase flows and
two-phase flows with evaporation. The derivation
is consistent with species lumping for reaction
scheme reduction and species bundling for the dif-
fusivity matrix in flames. The LES equations were
derived by filtering the DNS equations. It was
shown that from two equivalent DNS formula-
tions, two non-equivalent LES formulations
emerge for the vapor-composition conservation
equations. Four criteria were proposed for choos-
ing the more promising LES formulation. Based
on an assessment using a DNS database, the more
promising formulation has been identified for
non-reactive flows that satisfies all criteria. For
this formulation, an examination of the activity
of all terms in the equations revealed terms other
than the SGS flux that will require modeling in
future a priori studies; these other terms include
LES assumptions for evaporation-originated
source terms. Based on the fact that reaction rates
are higher than evaporation rates, with corre-
spondingly higher local subgrid activity, it is fore-
seen that similar requirements will be necessary
for reaction-originated source terms in the com-
position equations.
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