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Abstract. This report introduces the work of BUPT (PRIS) in Entity Track in TREC2009. 

The task and data are both new this year. In our work, an improved two-stage retrieval model 

is proposed according to the task. The first stage is document retrieval, in order to get the 

similarity of the query and documents. The second stage is to find the relationship between 

documents and entities. We also focus on entity extraction in the second stage and the final 

ranking.  

1. Introduction 

Entity track is a new one in TREC. The overall aim is to create a corpus for the evaluation of 

entity-related searches on Web data. [1] The task is related entity finding. It is motivated to a 

large degree by the expert finding task at the TREC Enterprise track. But they are different 

from many aspects, such as the definition of entity and task, entity type, primary homepage, 

even some specific method of IR and IE.  

 The task of related entity finding is defined as follow. Given an input entity, by its name 

and homepage, the type of the target entity, as well as the nature of their relation, described in 

free text, find related entities that are of target type, standing in the required relation to the 

input entity. 

 In our work, we improve a two-stage retrieval model according to the task. Moreover, we 

focus on entity extraction and ranking. The process of document retrieval is realized by indri 

toolkit [2], which is based on a combination of the language modeling and inference network 

retrieval frameworks. 

 The report is organized as follows. Section 2 introduces our search model briefly. Section 

3 describes the process of related entity finding. Submitted runs shows in section 4 and 

section 5 gives the conclusion and Future work. 

2. Search Model 
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Figure 1. Search model 

In order to finding entities and ranking support documents, a two-stage search model which is 

used in Enterprise track before is adopted. [3] Furthermore, we improve it according to the 

task. The structure is shown in Figure 1. Take documents (d1, d2,…,dm) as a bridge between 

query(q) and entities(e1, e2,…,en). Then computing the score of query and entities transforms 

to two steps. The first step is to retrieve documents based a query. It is the same as general ad 

hoc retrieval. The second step is to find the relationship between documents and entities. The 

final score is got by combining previous results. The similarity of query and entity is:  
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Here m is the number of relevant documents. di is the ist document and ej is the jst entity. 

 The model is simple and original. In following sections, improvements for it will be 

elaborated, such as entity extraction and classification, computing the similarity of document 

and entity, also the final score which is used to rank entities.  

3. Related Entity Finding 

3.1 Overview 

The system architecture is designed as Figure 2. First, we preprocess data which include 

many html tags. Meanwhile, some useful information (id, title, URL) is extracted. Second, we 

use indri toolkit to build two kinds of index. One is ordinary. The other makes a title field 

additionally. The index is the core in the system. Third, the represented or expanded query is 

sent to the indri, and then ranked documents and similarity of the query and documents return. 

Next, entities are extracted from the documents. We choose one type of the target entity and 

find ranked documents related to these entities by indri again, in order to get the similarity. 

Finally, similarities integrate to ranking score, also entities and support documents are given.  
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Figure 2. The system architecture 

3.2 Document Retrieval Based Query 

The process of document retrieval is ad hoc retrieval. We focus on three aspects, query 

representation, the special field in the text and the number of returned documents. 

 The type of a query is shown in figure 3. Besides the entity name, other three tags are 

also useful. An entity URL uniquely identifies an entity. It can be located to a document. The 

type of target entity is necessary. There are three types in the task, people, organization and 

product. Each query maps to a particular type of entity. So we only need to extract the just 

one. The narrative field is optional. However, we find that if we add some words into a query, 

the result will be better.  

 
Figure 3. An example query 

 An ordinary full-text index must be built. It can be taken as a baseline in the experiment. 

Moreover, we find the title is essence in each web page. So we use it as an additional field. In 

the preprocess stage, titles of web pages are extracted. Then we modify the parameter file and 

build an index that includes a title field.  

 We don’t need all relevant documents for the ones at the bottom of ranking list are almost 

irrelevant to the query. Their contribution to the final score can be negligible. In addition, the 

computational complexity increases with the scale of document. Taking into account the 

above factors, we control the number of relevant documents in the range of about 20 to 100. 

3.3 Entity Extraction 

The methods of entity extraction include the statistic-based approach and rule-based approach. 



Both are adopted in our experiment. Recently, statistic-based approaches of Named Entity 

Recognition (NER) are widely used. NER labels sequences of words in a text which are the 

names of things, such as person and company names, or gene and protein names. It is usually 

involved in the theories of Maximum Entropy (ME) [4] and Conditional Random Field (CRF) 

[5]. Here we select a Name Entity Recognizer which is implemented by the Stanford NLP 

Processing Group [6]. The software provides a general implementation of linear chain CRF 

sequence models coupled with well-engineered feature extractors for Named Entity 

Recognition. It provides 3 types of entity, people, organization and location. According to our 

task, we modify its code and make it output the people and organization. The most serious 

problem is lack of training data, so we utilize MUC6, MUC7, and ACE et al. to train an 

appropriate model.  

 The name of people or organization often appears in some meaningful passage. However, 

the product may be in a list or table of a product’s web site. Only use the sequence labeling 

approach like CRF is not enough. We also use some rules and manual ways. A part of 

products and URLs are extracted by generative rules to some special web site. Then we 

choose them manually.  

3.4 Document Retrieval Based Entity 

As in eq. 1, the similarity of d and e should be calculated. Some common ways of statistics 

for all the document and entities are very complex. We adopt the retrieval approach to keep it 

consistent with the similarity of q and d. Then we can take entities as queries mentioned in the 

3.2 section. We get documents related to entities and their similarities. The ones appear in the 

relevant documents of query are used in the next step. They are just the bridge in the model, 

see also figure 1. Others are discarded.  

3.5 Ranking 

After previous work, documents and entities are both received. We need to find the most 

relative ones by some ranking algorithms. Considering that exponent function is monotonous, 

and the range is (0,1] while the domain is (-∞,0], it is fit for ranking entities. We define the 

score of a entity as:  
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in which α is a parameter for scaling. For each ranked entity, support documents can be 

listed by similarity.  



 Then we allocate a homepage for each entity. In our task, for each target entity at least 

one homepage must be returned. Documents returned in the homepage and Wikipedia fields 

must not be retrieved for multiple entities in the same topic. For a topic, we can't ensure that 

the homepages returned are absolutely correct. If it is forbidden to retrieve for multiple 

entities in the same topic, once the former homepages are wrong, the later homepages will be 

influenced. In that condition, for one topic only one entity and homepage (or WP) pair is 

returned in our experiment this time. So at least a homepage is shown, even some entities 

have Wikipedia page. HP or WP is determined by:  
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in which β is a empirical parameter like α.  

4. Experiments and Submitted Runs 

The Entity Track uses the “Category B” subset of ClueWeb09 dataset which is new. It 

contains about 50 million English pages. Three quarters are webpage, and others are 

Wikipedia page. The size decreases from 1.39TB to 267GB by preprocessing.  

Table 1. Four runs including numbers of entities and support documents 

 
Run1(ENT/SP) Run2(ENT/SP) Run3(ENT/SP) Run4(ENT/SP) 

Q1 100/18 100/9 100/9 28/12 
Q2 100/14 100/15 100/12 5/7 
Q3 100/6 89/6 95/6 36/6 
Q4 100/6 40/6 100/6 100/20 
Q5 7/4 1/1 4/3 2/5 
Q6 14/5 24/6 5/4 27/12 
Q7 100/6 100/5 98/6 100/16 
Q8 11/3 79/6 13/3 12/2 
Q9 13/6 11/7 10/5 51/17 

Q10 82/6 53/6 88/6 100/20 
Q11 51/10 16/11 9/4 44/17 
Q12 63/6 100/6 86/6 100/20 
Q13 4/3 1/2 3/2 2/6 
Q14 21/6 8/5 21/6 100/18 
Q15 16/6 26/5 75/6 100/19 
Q16 59/6 8/5 4/1 92/19 
Q17 4/3 7/5 9/5 18/14 
Q18 17/4 65/6 3/5 62/18 
Q19 15/6 50/6 23/3 61/19 
Q20 54/6 94/7 53/6 100/19 



 For each query, we return up to 100 related entities. Each entity corresponds to up to 10 

supporting documents. We treat different types of query as four runs, original queries, original 

queries and narratives, terms of queries must appear ordered and retrieving queries in title 

field. Table 1 lists the 4 runs including numbers of entities and support documents related to 

20 topics.  

5. Conclusion and Future Work 

In our work, an improved two-stage retrieval model is proposed according to the task. The 

first stage is document retrieval, in order to get the similarity of the query and documents. The 

second stage is to find the relationship between documents and entities. Final scores are 

computed by combining previous results. We also focus on entity extraction in the second 

stage and the final ranking. As of future work, we will care about entity disambiguation and 

entity-relationship recognition.  
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