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1 Objectives 
 
The WebMon, Web information monitoring system, was created to conduct web monitoring 

services for a few selected domains, such as Australian Government Web pages and health news 

web pages [7,8,9,11,13]. We have also conducted web publication analysis and search engine 

performance analysis using our web monitoring system.  Information overload was one of our 

main problems in web monitoring systems in earlier studies, thus to overcome this problem, we 

developed a web document classification system. The MCRDR (Multiple Classification Ripple-

Down Rules) knowledge acquisition methodology was employed to facilitate incremental 

knowledge encoding for classification knowledge. This project studied new technical challenges 

to resolve in order to extend the current Web monitoring system and make it applicable to collect 

data needed to investigate the influences of Internet based social networks to social issues and 

opinions. 

 

2 Status of effort 

1) Background studies 

A recent field study found that 95% of people under 30 and 28% of people aged above 50 use 

the Internet in South Korea.  97% of Internet users in South Korea have purchased goods 

using the Internet.  The same study showed that some other countries such as Australia show 

similar figures. However, the most significant figures are about social networking in South 

Korea.  58% of people have their own blog and 85% joined a certain form of social network.  

The average number of friends per person connected through this social network is about 75.  

The following figures show how many hours people in Korea are spending for various online 

activities during a week: Online news (8), Online chatting (11), Online game (7), online 

movie / music (9) Social network management (6), Blog management and visiting others (8), 

Internet Search (7) [2,3,4] 

From this figure, we can notice that the number of hours on the Internet is significantly high 

and they spend much time (35 hours) on online chatting and games as well as Blog 

management.  The main factor of this new life style in South Korea is bandwidth, not 

connectivity.  This pattern does not appear in several other countries known as Internet 

developed countries with lower bandwidth.   



In South Korea, because of overwhelming social services and connections via the Internet, it 

is difficult to get services without using the Internet, making the Internet a new must-have 

resource for households. This changes how people express their opinions to others.  71% of 

people who express their opinions about products use the Internet.  65% of these people use 

social medias such as blogs, community groups and messenger.  They also give more credit 

to people’s opinions that are found on the Internet when they have to make online shopping 

decisions.  While they give more credit to the Internet community, which is 85%, they only 

give 65% credibility to articles of newspapers or magazines. [2,3,4] 

 

2) Problems 

Although I explained a significant impact in South Korea, one of the leading Internet nations, 

influences of this type are still endurable for societies because the changes have only been 

made during the last several years.  The outcomes and impacts of these changes are still 

progressing.  Of course, the total impact of full scale Internet connectivity has yet to reach 

everybody in most other countries.  Only a few countries are about to reach the full potential 

of super-fast Internet technologies and advanced internet applications.   

The problem is that all countries are now joining this race towards super-fast Internet 

connections.  Some people like Alvin Toffler warned of the change of society based on the 

new media like the Internet. The current impact among Internet leading countries showed 

that we are not well prepared for it.  Comparing impacts between early Internet era (1970-

1990) and present, we can only expect a few local micro-level impacts in early stage while 

we are now facing with problems caused by unexpected macro-level impacts.    

The problem is that Internet developing countries as well as developed countries do not learn 

from previous mistakes and so they do not try and prevent it.  Within 10 years of all countries 

joining the race [1], it is obvious that we should deal with impacts in super macro level.  In 

order to keep this change in a “right and healthy” course whilst reducing damage to human 

societies, it is important to have a proper understanding for impacts and have appropriate 

tools to measure potential impacts qualitatively. 

 

 

 



3) Conclusions 

 

Develop a new research tool that collects data to identify new information patterns out of 

social media but also to provide analysis functions.  Without proper visual tools based on 

statistical analysis methods, it is difficult to handle large set of data from Web environments 

such as social Webs.  Investigations of the basic model for social Web analysis research and 

development of the system to convert collected Web data to this model are necessary. 

 

 Challenges to accomplish the recommendations 

The contents in social networks are different from traditional Web pages and there are 

two different contents generated by two different types of social network users, issue 

generators and conversation makers.  Issue generators are people who bring the 

information about issues to their social networks.   In fact, most journalists in newspapers 

or people who put up contents on Web sites are considered as issue generators.  In 

addition, there are groups of people who comment on or express their opinion on certain 

issues.  These are the conversation makers.  Some issues raised by issue generators 

become pubic issues when the public shows their interests and express their opinions 

(public opinion) on these. The impact study of social networks finds specific patterns that 

make public issues and the rolling patterns of public opinions on these issues.  

The problem of the original Web monitoring system is that it focuses on contents 

generated by issue generators and tries to find the best mechanism to deliver the 

information promptly.   The pages monitored by the systems are normally header/front 

pages for information.    For example, the front pages of CNN contains lists of links (Fig 

1) to content pages (Fig 2 and 3).   The real articles to be collected by the sysetm are 

located in content pages, not front pages.  In summary, after Web monitoring system 

identifies the location of updated information from the front page, the system follows sub 

layer to collect actual contents.   In collecting contents from second layer, the system 

collects only the main content, not other extra information such as banners, menu, and 

advertisement (Fig 2).   The problem is that comments added by conversation makers are 

not harvested.    



 

Fig 1.  This is the front page of CNN Web sites.  Pages are divided into several sections 
and Web monitoring system detects any updated links.  Then the system follows the links 
to download full contents.  For example the links in the red circle bring up the contents 
pages of this title (Fig 2 and Fig 3). 
 

The contents added by the conversation makers are normally overlooked or ignored.  For 

example, in the newspapers, the original articles are collected but comments sections are 

often ignored by the monitoring system.   However, a recent study shows that these 

comments may have more impact on public opinions than original articles.   Therefore, it 

is important to collect this information with relevant information such as dates of 

comments and number of replies.  Note that these comments are part of one article and 

comments are also updated regularly. The more people have interests, the more people 

add comments.  This requires another monitoring process for this page.  Hence there 

should be an independent monitoring schedule for this page and section analysis 

technology including new style of automated information classification for comments 

sections.   The classification here is whether the comment is in favour of or against to the 



original article. New functions to study impact factors of these comments will be added 

to our system.    

 

 

 



Fig 2.  The first part of the link from CNN front page (Fig 1).  This includes the content 
section (marked) to be collected by the Web monitoring system. 
 
 

 

Fig 3.  The second part of linked page from CNN front page.  This includes the comments 
section.  These were considered as the junk information by the original Web monitoring 
system. 
 



We also investigated the influence of social networks in the Internet leading countries as 

well as developing countries.   We investigated how different information spreads in a 

society and how people influence each other on Internet based social networks.  Are 

people really interactive or more obsessed by others while  they make and change 

decisions?  The challenge of this study was the method of extracting related information 

from collected data.  For example, the system should be able to analyze information 

based on information such as location, authors, time, topics and quantity of data.  We also 

identified important base factors for analysis and formed a new technology to extract 

these factors. 

 

 

 Recommendations 

Part 1: Web monitoring system.  

We recommend to develop an advanced version of Web monitoring system for social 

Webs such as community Web sites including online news media.  The main 

enhancements will be adding three components.   

The smart multi-contexts filtering, smart scheduling system and sentimental context 

classification system are required.   These functions are very important to collect and 

analyse contents from social network sites [17].   

To study the pattern of comments such as the number of comments and impact of 

previous comments to the follow-on comments, it is necessary to distinguish comments 

sections from the main contents.  Therefore, the system needs to be able to identify where 

the comments are located and divide it into individual contents. The implementation of 

multi-contexts filtering is expected to be a big challenge because Web page structures are 

very complex and non-uniform, making it difficult to identify all potential sections.   The 

more dynamic the page is, the more complex the task becomes.  This function will enable 

people to harvest valid information to analyse social behaviours and patterns with less 

garbage or noise in data set. The MCRDR method is recommended to maintain the rules 

to identify different sections on each page. 

Then the smart scheduler is required for the system to estimate how often new comments 

are updated.  The smart scheduler, event driven dynamic scheduler, was proposed in the 



original Web Monitoring system. At each monitoring session the event detector finds 

anomaly of document classification for each category, not all the classification results. If 

the number of documents classified into a specific category significantly increased at a 

specific monitoring session, the system regards this as an advent of an event and initiates 

an additional event-driven monitoring processes regardless of normal monitoring 

schedule.   This original approach is not much useful in monitoring comments or opinion 

sections because the change of schedule is decided by the topics/issues, not opinions.  In 

the new study, the patterns to make the prediction possible should be identified and we 

will integrate two different information, subject classification information and volume of 

opinions in the page in certain duration.  By checking the weight of topics and size of 

people who put comments within a specific interval, the system may be able to predict 

the next schedule.   

The third enhancement is going to be a classification system.  In original Web monitoring 

system, there is a classification system using MCRDR method.  However, this 

classification system focuses on subject like sports or politics.  This is because the 

original Web monitoring system focuses on colleting issues (information) not opinions.   

Opinions normally have more sentimental expressions while original issues have factual 

information.  It is commonly well known that the classification of sentimental 

information is more difficult.   In this system, we have to investigate how MCRDR can 

classify the sentimental information in opinions.  

Note that these smart functions are not only used for comment sections.  Different styles 

of social network systems have different frameworks to exchange ideas or opinions of 

users.  Therefore, the section filtering system should be smart enough to be adapted to 

these various styles of structures.   

 

Part 2: Analysis of impact patterns in different social networks. 

While the previous part is about the technology to develop the system to support the 

analysis of influences of various social networks, the recommendation of this part is to 

use the system to find to patterns that make online public opinion in Internet based social 

networks.  There are different types of media from a single person media such as a blog 

to forum type social media (http://en.wikipedia.org/wiki/List_of_social_ software).  Their 



impacts and acceptances are different in all societies.  There are various different factors 

in these differences such as cultural backgrounds, ages and accessibilities. Several 

different media types should be considered during the study.  

This study will focus on the impact social networks have on the forming of public issues 

and opinions.  We are already aware that new media like the ‘Internet’ are upsetting the 

traditional media industries and officials such as TVs or Governments [20].  Because 

there have been many cases that they are no longer a monopoly in raising or making 

public issues. At present, big media companies nor governments have a strong grip on 

public issues in many countries.  A big group of non-paid or non-professional journalists 

from networks named netizens are issue/opinion makers.  They generate their own issues 

or express opinions on other issues.   However, these issues are not yet qualified to 

become public issues or public opinions.  Some of published issues independently from 

opinions of publishers are regarded as public issues if much more netizens reprint and 

spread them to other networks repeatedly.   The public opinions require one more aspect.   

Discussions and opinions on such issues in each social network are necessary to be 

considered as public opinions.   These discussions have different format in different 

social networks types.  For example, comments on blogs are different from responses in 

forum style community.  There is one commonly agreed hypothesis that netizens will be 

exposed to more variety of opinions and it will make people less biased by a specific 

direction.  We propose the study that looks into this hypothesis in various circumstances.  

Different styles of social networks and different levels of network infra-structures should 

be observed.   

It is not easy to find a qualitative research method using the Web monitoring system.   

This part of the study has to be divided into three stages, Sampling targets, defining target 

contents in each domain and interpretation of collected datasets. 

Sampled targets/domains will be classified into three different perspectives and 

appropriate metrics will be used to define target domains for data collections.   The first 

one will study the impact of accessibility and connectivity.  The influence factors are not 

only the maturity of Internet infra-structure but also other factors such as age-groups and 

Internet skills.  The second one is the cultural background.  This has been always an 

important factor on human behaviour analysis.  The last one is application type.  The 



social network is made based on a certain type of applications.  Data from blog is 

different from Facebook style applications.   Sampling domains will be derived from 

matrix of these perspectives.  

Defining contents to be collected are related to each perspective described above and 

interpretations methods of data.  We need to identify what should be collected.  Also, we 

need to consider the factor that human behaviours are dependent on the situation-based.   

So, we need to collect the information with contextual information.  For example, time 

stamps on each information and different type of links such as comments or responses 

between information are important information for analysis.  Also we need to add some 

extra tags to each contents such as title, author and keywords. 

The last stage should be interpretation of collected data.  Of course, this interpretation 

should include statistical analysis including potentially data mining. The approach of 

quasi-foundationalists to interpret the collected data qualitatively can be considered.   

Hammersley [16], advocating this approach, defines his criteria for qualitative research to 

three terms, plausibility, credibility and relevance.  The study should justify the claim by 

statistical analysis outcomes.   
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3 Personnel Supported 

Prof. Tai Hoon Kim 
Hannam University, Korea 

4 Publications 

A few publications will be submitted to Journals / conferences / workshops in 2010.  
Target Conferences:    
 Pacific Knowledge Acquisition Workshop 
 Pacific Rim International Confernce on AI 
 And a few other journals. 
Titles of Papers (Proposed): 

Incremental Webpage Segments Classification for Social Network Analysis. 
Classification of opinions in social media communication. 
Note: Titles are subject to final contents and topics of papers. 

 



5 Interactions 
 

The technical challenges were presented  at the Program Review of Dr. Terry Lyons on 27 
Jan., 2010 in Arlington.  
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         None 
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        None 
 

8 Archival Documentation 
 
        None 
 

9 Software and/or Hardware (if they are specified in the contract as part of final 
deliverables):    

 
        None 
 
 




