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Overview 
 

This report describes a design study carried out at the Computing Research Laboratory, New 

Mexico State University. The goal was to investigate the feasibility of creating a visual 

interpretation of the messages passing between the crew of an unmanned aerial vehicle (UAV).  

The following tasks were carried out by the research team: 

 A general analysis of how images could be used to represent dialogs. 

 A more specific analysis of dialogs and parse trees produced from experimental UAV 

dialogs. 

 Participation in discussions and a simulated mission while visiting researchers at AFRL, 

Mesa. 

 Developed a set of icons and conventions to represent mission status and the form of 

crew member dialogs. 

 Designed a prototype visualization system – Chat2Pix. 

 Implemented the prototype using Visual Basic to run on Windows systems. 

 Redesigned the prototype to display more structured information. This was based on 

feedback on the first system from the Mesa AFRL research group. 

 Implemented and delivered a second version of the visualization system – Chat2Pix2 (see 

Appendix B). 

For the limited domain of UAV crew dialogs it seemed possible to produce visual 

representations of the message. Such messages could be used to communicate between UAV 

crew members who do not speak the same language, as well as to visually verify the spoken 

communication.  
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Background 
 
The Air Force Research Laboratory in Mesa, AZ is developing components for a simulated crew member for 

unmanned aerial vehicle (UAV) training missions under the management of Dr. Jerry Ball,. Normally a crew of 

three is needed; a mission controller, a pilot, and a payload specialist. While a mission is in progress these three 

interact both verbally and through a set of shared interfaces. In order to train for a mission a complete crew of three 

needs to be present. The AFRL team is working on the development of an artificial crew member capable of 

interacting in a realistic manner with the other, human, team members. If this is successful it will both reduce the 

cost of training and also make it possible to “refly” missions with consistent behavior by the simulated crew 

member. 

The crew member is being built using the ACT-R behavioral model (Anderson). The input to this model is language 

and flight status information and the output similarly commands and requests and appropriate actions by the crew 

member. In order to handle the language input the AFRL team had developed a parser which produced structured 

representations of the language. Various other components of the ACT-R simulation are also being built, but in the 

meantime it seemed possible to develop a non-linguistic representation of the crew dialogs as a way to debug the 

parser and to demonstrate its operation. 

Our task was to investigate the possibility of generating pictures from the structured linguistic input,. These pictures 

need to communicate essentially the same meaning/interpretation as that suggested by the input. We also needed to 

develop algorithms for mapping the input, into the pictorial representation. Where practicable, we intended to 

provide a computational implementation of these algorithms. The investigation results are incorporated in this final 

report focusing on the salient issues of this mapping and generation process. 

Language Processing 
 

Information can be assimilated through any number of paths (senses) – vision, hearing, touch, smell, etc. 

For human beings, one of the common ways is through a specialized system of auditory symbols that we call 

language. Over centuries, this system has been provided with a visual form – alphabetic writing. These specialized 

forms of symbolic communication access and activate the much more complex and multimodal internal meaning of 
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the symbols and their relationships. This process is not well-understood, though study of psycholinguistic has been 

done in this area. 

For example, the word “dog” seems to evoke a standard stereotypical image of a dog, with its associated 

typical characteristics – fur, four-legs, barks, chases cats – and probably also some personal memories of pet dogs 

and experiences of dogs, such as getting bitten by a dog. It also invokes links to other words, to pronunciation, and 

to social and pragmatic information. 

Individual words may evoke whole social schemas. For example, “voting” might evoke the entire 

democratic process of electing officials: party primaries, registering to vote, election day, voting booths, etc. 

Speakers often rely on evoked meanings to help convey their intentions when speaking. Thus meaning is often 

inferred and implied rather than directly stated. Communication is underdetermined by language. 

In addition, the communicative power of language symbols is increased by the concatenating of symbols to convey 

more complex relationships between the referents of linguist expressions. Hence, “John kissed Mary” conveys some 

specific information about the relationship between the persons referred to as “John” and “Mary.” Thus, it appears 

that the language facility in humans consists of both a large memorized vocabulary store of concepts and a fairly 

simple set of rules as how these concepts are to be combined to produce more complex meanings. 

The first attempts to communicate visually at a distance most likely involved pictures of the acts or objects 

to be communicated: petroglyphs, cave paintings, etc. Over time, these pictures became more stylized and abstract. 

These concept-pictures then became attached to particular words, producing ideographic writing systems such as 

Chinese. It took some time before there was an attempt to use these pictures to represent the sounds of the word, 

rather than the concept behind them. Hieroglyphics represent this stage. These were then modified to represent 

syllables, and finally the alphabet evolved with each symbol corresponding roughly to one phoneme in the language 

[23]. This elegant and compact solution for visually representing speech has one drawback. Since it represents the 

sounds of a language, one must be able to speak the language in order to understand the written communication. 

This has proved a difficulty for logicians, translators, and computational linguists. 

Bishop John Wilkins (1614-1672), for example, concocted a Universal Language [20] in which the letter 

and sound symbols that make up a word in his language are connected to concepts which when combined produce 

the concept designated by the word. For example, the word for “father” is “Cobara,” consisting of the syllable “co” 

which signifies an economical relationship, “b” and “a” for the first two subdivisions of this relationship, namely 



3 

consanguinity and direct ascendant, so that “coba” signifies parent. “Ra” then signifies “male”, thus giving “cobara” 

as “father” [19]. More contemporary artificial languages include Loglan, based on predicate logic and so universal 

in the same way that mathematical symbolism is universal [21]. 

Blissymbolics, invented or developed by Charles K. Bliss (1897-1985), represents an attempt to create a 

new ideographic, non-linguistic form of communication. Using stylized symbols to represent concepts (for example, 

a stylized clock face to represent time and tense, a stick figure to represent a man, the same figure with a “skirt” to 

represent a woman), these symbols can be combined following a rudimentary grammar to produce more complex 

concepts. For example, a subscript 1, 2, or 3 can be placed beside the male stick figure to represent “I (male)”, “you 

(male)” and “he” [22]. 

Computational linguists have attempted over the years to capture the meaning of language symbols and 

texts for various purposes: automatic translation, natural language understanding, information retrieval, etc. 

However, all such attempts have at some level simply reformulated language symbols in terms of another 

(unambiguous) symbol system. Most recently the interlingual symbol system has been enhanced by an ontology, 

which (supposedly) adds real world information to the interlingual symbols [2] [9]. Actually, this process only adds 

information about the relationship between the symbols, since they themselves remain ungrounded.  

In this project, we explored the possibility of extending the amount of information conveyed by a 

computational system by capturing the meaning of words and texts through pictorial means. Some initial work has 

been done in using pictures to communicate across languages [3]. Using pictures for all types of communication 

raises difficult questions of how to encode pictorially such things as abstract nouns (“sincerity”, “administration”) 

and complex constructions (relative or subordinate clauses, complex tenses).  

Here, we focus on a narrow domain of communication that is highly constrained and closely connected to 

the observable or measurable world – that of the communication between the crew members responsible for a UAV 

mission. Much of this communication is in an abbreviated speech, accessing schemas that are shared by the 

participants, but likely somewhat opaque to others [1]. We expect that focusing on this limited sublanguage will 

allow us to make significant advances in pictorial representation while avoiding the problems of dealing with the full 

complexity of standard speech. We hope as well that it will prove useful in providing insights into the development 

of the language processing components of the ACT-R simulation. 



4 

Key Problems  
 

Initial work involved discussions by the NMSU team into what exactly was feasible in terms of producing a 

useful, dynamic pictorial representation. These discussions were supported by inspection of training session dialogs 

and the parse structures derived from them by the AFRL parser. The research team also visited the AFRL site in 

Mesa, AZ and took part in a simulated flight as crew members. This exercise was very useful to understanding the 

sources of the dialogs provided us to AFRL and also to allow us to see the environment and screens used by crew 

members. We were also provided with the training software used to train research participants to take part in a 

mission. 

We also struggled throughout the project with deciding what exactly would be the purpose of the final 

pictorial representations. These discussions continued during our site visit and the delivery of the two prototype 

systems (see “Purpose of conversation visualization system”). 

 

The following issues are important to the project- 

 Appropriate representations 

 Representation of non-prototypical classes 

 Iconicity versus Arbitrariness 

 Compositionality 

 Schemas 

Appropriate representations 

 
Just as language underdetermines communication, pictures both underdetermine and overdetermine 

communication. Words are often understood as referring to abstract classes of objects and relationships, and having 

interest only as a symbol for that class. Pictures (except in rare cases) do not have that kind of symbolic relationship 

to reality. It is not always clear what a picture is intended to be a picture of. That makes the picture ambiguous in a 

different way from language symbols. In addition, pictures by necessity contain details that are not specified for the 

class they are intended to point to. For example, a picture of an airplane, even if stylized and iconic, will probably 

show details that are not found on all airplanes – a specific number of engines, a particular body design, etc. While 

we expected these problems to be somewhat alleviated by the use of iconic images (less detail) that are reasonably 

familiar to the communication participants (standard images), this was expected to still be an issue at some level. 



5 

Representation of non-prototypical classes 

 
Research [4] [5] has shown that people organize their semantic representations of reality by means of 

prototypical instances of a class. In addition, these prototypes are most accessible and communicable at a certain 

level of abstractness. For example, the concept of “chair” is at that medium level of abstractness, which allows 

common understanding of a prototype – what properties are characteristic of chairs, what exceptions there may be, 

what a protoypical chair looks like. It is this last property of prototypes that makes them particularly amenable to 

pictorial representation. Concepts that are more abstract, like “furniture”, do not lend themselves to such a 

representation. There are so many different kinds of furniture that any pictorial representation of a piece of furniture 

would most likely be taken to represent its prototype rather than the abstraction. Similarly with concepts that are 

more specific, e.g., “Queen Anne chair”. How to represent these overly abstract and overly specific concepts is a 

challenge. One possible solution was to represent the overly abstract class by a conglomeration of subclass 

prototypes. Overly specific concepts might be represented by a modifying relationship to a clear prototype. That led 

us to the next issue. 

Iconicity versus Arbitrariness 

 
Though it has been argued since the time of the early Greeks [19, pp.-17ff.], one of the key characteristics 

of language symbolism is its arbitrariness, as Saussure pointed out [17]. Recently there has been a resurgence of 

interest in the iconicity of language, particularly with respect to gestures [24], though without essentially challenging 

Saussure’s claim. One goal of a pictorial representation is to communicate less arbitrarily through more iconic 

representations, those that can be easily recognized even by those untrained in the symbolism. Sign language, for 

instance, is regarded as perhaps more iconic than spoken language. 

However, it is clear that there must be a tradeoff. Certain concepts, as indicated above, will not have such 

commonly-understood iconic representations and so will be at least partially arbitrary. Iconic representations by 

their very nature are somewhat abstract representations and also somewhat arbitrary. For example, once a red slash 

through a picture is understood as negation, it can be used in many icons quite comprehensibly. But the slash itself is 

only partially iconic.  
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Compositionality 

 
Even if one has iconic representations of individual lexical items, we needed to decide how to identify their 

relationships in context and to display those relationships meaningfully. The goal was to represent modified 

concepts by means of a composition of pictures. Ideally, we wanted to have a basic store of images or pictures, 

representing basic classes. These would then be combined to represent intersection of classes (adjectival 

modification) or other relationships between the classes. For example, the modified concepts “asphalt runway” and 

“concrete runway” could be represented by an iconic runway colored black, in the first case, and white, in the 

second.  These separate images would be fine if they were the only kinds of runway that were relevant. However, 

there are grass runways, dirt runways, gravel runways, etc. To represent all of these possibilities, it would be better 

to have one picture for a generic runway, and other pictures for various types of material and then combine these 

two images to produce one that signifies a runway composed of that material. But that requires a representation of a 

material or substance, which is difficult to represent iconically, as well as a representation of the relationship 

“composed of”.  

Schemas 

 
Much information conveyed by language is not conveyed directly. Rather it is communicated through 

pragmatic devices that are in the immediate context of communication (e.g., deictics, pronouns) or through shared 

context (shared knowledge) evoked by the communication. Schemas are in the latter category and represent shared 

understandings of relatively complex, but frequently recurring scenarios – eating out at a restaurant, taking an 

academic class, flying a mission, etc. [6]. When the scenario is evoked or activated, the entire scenario is available 

for reference. It appears that these scenarios are often evoked in the course of a mission by means of well-defined 

language schemas that reference parts of these scenarios in short-hand form. Thus the communication participants 

share not only semantic scenarios or schemas, but linguistic schemas that reference these semantic scenarios in a 

standard form. As part of this project, it was necessary to identify and understand these schemas, both in terms of the 

linguistic formalism used and of the underlying semantic frame. 

Purpose of conversation visualization system 
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The research group struggled for some time with the question - “Why should we want to convert text to 

images?”. The initial goal was to validate the output of the parser. Even here, however, there were issues that needed 

to be understood. For example “Who would be using the images to understand the parser output?” Initially, the 

answer to this question was the developers of the picture system themselves, who regularly produced odd looking 

sets of images as they had not fully understood the structures produced by the parser. In the long term the users of 

the system would be the parser developers, who would be given an alternative, independently developed, view to the 

annotated parse trees they normally produced from their analysis (See Appendix B. Sample Corpus and Parse 

Trees).  

As the project developed, other potential applications of a more general type emerged that might be 

supported by the dialog visualization system. Researchers investigating the system might be able to use a dynamic 

series of images to understand the dialog better. One aspect of this would be the possibility of showing disparities 

between the individual mission views of each of the participants, the “total” team view, and the actual state of the 

system. The final version of the system only shows a “total” status, but individual differences might be added. In 

terms of training and exercise reviews, the visualization system has the possibility of helping team members to 

understand what happened at critical points in an exercise, rather than just replaying the actual mission. 

The problem with supporting any visualization application is that mapping to any image, or series of 

images requires the use, and understanding of conventions. The conventions considered by the team were:  the 

meaning of icons, how space is represented, how time is represented, how causality is represented, how intent is 

represented, and how beliefs are represented. 

The possibilities are in fact very large, however the limited domain of UAV dialog reduces the number of 

possibilities we need to visualize. In addition there are images used on the control displays, maps, gauges etc., used 

by the team, which already have a meaning for team members. This is due to the crew having a shared context, 

through their mission goals and training. Other information that needs displayed such as reference to places, events, 

and things were less easy to define. In the end the developers decided on canonical images for various objects, and 

then added labels, if needed, to indicate which particular object was being considered. We also decided to use 

coloring conventions on boxes placed around images to indicate the pragmatics of a dialog – thus the images related 

to a question are surrounded by a green box, arrows are used to indicate the producer and recipient of each 
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statement. Given the limited screen real-estate available to the developers we decided not to handle shared 

viewpoints or multiple viewpoints. The system shows one single pictorial representation of the situation (see 

Appendix A). The prototype system shows a single snapshot of the mission, time is represented by a progression 

through the series of messages, which are displayed at the top part of the prototype interface to support its parser 

debugging function. One possibility here would be to have a separate display using the sparklines suggested by 

Edward Tufte [18] to show successive snapshots of system and/or belief status. This was not possible within the 

time frame of this project. 

Schedule of Work 
 

In our initial proposal, a significant part of the work would be spent on the development of a corpus of 

conversations and then analyzing this corpus to identify the common concepts and relations present in the corpus 

either explicitly or implicitly. We then proposed to understand the schemas involved in the dialogs and their 

interpretation in context. When the project started we were given both a corpus and a set of parsed structures from 

the corpus. At this point we could focus on the schemas and their pictorial representations.  

Technical Discussion 

 
We discuss each of the tasks in more detail. 

Developing a concept list 

We developed a list of the most common concepts (and their linguistic referents). This was done using a 

word count, program and by examination of the dialogs provided to the research team. The result was a list of 

lexical items (and the concepts they represent) that need pictorial representation. This is a kind of lexical-semantic 

analysis.  

We also developed a list of common relations represented in the corpus. These relations can be expressed 

lexically by means of verbs or nominalizations. They are also be represented by prepositions which relate lexical 

items. In the context of UAV dialogs these appear to be fairly unambiguous.  

The result of this stage of the research was a set of concepts and relations that require pictorial 

representation. 
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Pictorial Representation 

This stage of the research involved developing iconic representations for the set of concepts and relations 

identified in the previous stage. There have been a number of such semiotic systems proposed and implemented. 

Traffic signs, rebuses, hieroglyphic writing, universal technical pictographs (mathematical equations, musical 

representation, orchesography, chemical symbolism, etc.) are only some of these systems. The control systems used 

for UAV missions also provide a set of potential images. Our interaction with the AFRL research team helped us 

locate standard iconic representation for concepts that are already in current use or well understood. (3) We then 

searched the web for potential representations of the key concepts and relations.  

The result of this stage of the research is a set of pictorial representations connected to the sets of concepts 

and relations identified in the previous stage. 

Computational Implementation 

The research focused on implementing a program that takes as input UAV dialogs and outputs a pictorial 

representation of that communication. This implementation is a proof-of-concept rather than a full-fledged software 

product. Although it is not a broad coverage system, it has been tested with all the dialogs provided by AFRL and it 

appears to work accurately. 

The system is implemented in Visual Basic and uses as input the original dialogs and the parses developed 

by the AFRL team to analyze text to concepts, relations, and schemas; the program connects these items to pictorial 

representations; and combines these individual pictorial representations into a representation of the text. 

Research Team 
The research team consisted of the Principal Investigator, Dr. Stephen Helmreich; a psychology faculty 

member also trained in computer science, Dr. James Cowie; and a graduate student from electrical engineering, 

(now) Dr. Hung Huu Dang.  

The project group met on weekly to develop ideas and produce mockups for the prototype system. 

Helmreich also served as chief administrator for the project and primary supervisor of the graduate student. He 

provided the linguistic expertise for the project. Cowie was responsible for designing and overall implementation of 

the computational implementations for the project. Dang was the main implementer of the system.  
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Regular consultations were held with the funders to exchange information, present results, and guide the 

direction of the research project. One site visit in each direction was held during the course of the project. 



11 

Appendix A: Chat2Pix USER’S GUIDE 
 

I. Software overview: 

 

- Chat2Pix provides a pictorial interpretation of a text chat by displaying a series of 

pictures representing sentences in the chat. Each picture consists of images that are 

structurally organized. 

- Input: A text file that contains a pre-processed conversation (chat) between the AVO, 

PLO, and DEMPC during a flight. The text chat has been pre-processed by an external, 

separated interpreter to be free of filler words, and put in a format described by pre-

defined keywords.  

 

 

 
 

Figure 1. Chat2Pix main screen 

 

- Output: A series of pictures, each represents one complete sentence spoken by one party 

in the conversation. Each picture consists of images that are organized structurally. Each 

picture is drawn with the following goals: 

o Imply the sentence’s type by using different colors for the picture’s frame: blue 

for a statement, red for a question, yellow for a request, green for a confirmation. 

o Indicate the speaker and his/her targeted audience by showing the speaker’s 

representative image in a green frame, and green arrows pointing from the 

speaker to the targeted audience. 

o Interpret the meaning of the sentence pictorially by displaying images that 

represent the objects involved in the sentence. 

o Illustrate the relations between the objects. 

- As seen in Figure 1, Chat2Pix’s main screen consists of four frames:  

o The Text chat frame contains the original text chat. 

o  The Conceptual analysis frame contains the pre-processed text chat. 

Original 

text chat 

Pre-processed 

text chat 

Pictorial 

representation 

of one 

sentence 

Pictorial 

representation 

of situation  
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o The Pictorial representation frame contains the pictorial interpretation of the 

highlighted sentence in the Conceptual analysis frame. 

o The Situation frame contains the pictorial representation of the overall situation, 

which displays information regarding the current waypoint, the airplane, and the 

mission. 

 

II. How to run 

- Step 1: Double click on file pictorialization.exe to launch the software. The main screen 

will appear: 

 
 

Figure 2. Chat2Pix main screen at the beginning of a session 

 

- Step 2: Click on Load from file in the Text chat frame to load an original text chat from a 

text file: 

 
 

Figure 3. Main screen after the loading of an original text chat 

 

- Step 3: Click the Analyze button to load the pre-processed text chat from a text file. This 

text file must be in the same folder with the file loaded in the previous step. Its name 

must be the name of the file in the previous step concatenated by “-analyzed”. For 

example, if the original text chat file loaded in the previous step is textchat.txt then the 

pre-processed text chat file must be textchat-analyzed.txt. Chat2pix does not handle the 
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creation of textchat-analyzed.txt from textchat.txt, which has to be done by a separate text 

processor.  

o Note: The pre-processed text chat can be loaded without the original text chat by 

simply bypassing Step 2 and clicking on the Load from file button in the 

Conceptual analysis frame. 

o  

 
 

Figure 4. Main screen after the loading of a pre-processed text chat 

 

- Step 4: Click on the Pictorialize button to make Chat2Pix create a pictorial representation 

of the highlighted sentence from the Conceptual analysis frame. The pictorial 

representation is displayed in the Pictorial representation frame. 

-  

 
 

Figure 5. Pictorial representation of the highlighted sentence from the  

Conceptual analysis frame 
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Use the Forward or Back buttons to browse the sentences in the Conceptual analysis 

frame. The Pictorial representation frame will automatically display the pictorial version 

of the highlighted sentence. 

- The picture in the Situation frame will constantly update itself based upon the 

information given by the sentences that have been browsed. 

 

 

III. Interpret the pictures 

 

The picture in the Pictorial representation frame illustrates the highlighted sentence in the 

Conceptual analysis frame: 

- The color of the picture frame indicates the type of the sentence: blue for a statement, red 

for a question, yellow for a request, green for a confirmation. 

- Actions, such as “go-to-next-point”, are illustrated by animated GIF images. 

- Objects, such as “speed-restriction”, are illustrated by static JPEG images.  

- Images are connected to show the relations between them  

 

 

 
 

Figure 5. Pictorial representation 

 

The picture in the Situation frame illustrates the overall situation: 

- The left side of the picture shows the current waypoint with its properties: name, speed 

restrictions, altitude restrictions…. 

- The right side of the picture shows the airplane and its mission-related information: fuel 

level, next waypoint’s name, whether the plane is within range of the target for taking 

photo, whether the plane is stable enough for taking photo… 

 

Green box and arrows 

indicate speaker and 

audience 

Picture frame color 

indicates type of 

sentence 

Connected images 

illustrate objects and 

their relations 
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Figure 6. Situation frame 

 

IV. Format of the input text files 

 

The original text chat can be in an arbitrary format, for example: 

 
DEMPC AVO LVN is our 1st entry point a with a radius of 2.5 
AVO PLO speed? 

PLO AVO i don't have a speed for lvn 

DEMPC AVO PLO After LVN proceed to H-Area as a target 
AVO DEMPC PLO speed 340 

PLO AVO avo i'll need to be above 3000 for h area 

AVO DEMPC PLO above 3000 copy -- can we proceed to h-area yet? 
DEMPC AVO Yes H-Area 

DEMPC After LVN, we are going to target H-Area. 
DEMPC H-Area target has speed minimum 50, maximum 200, radius 5. 

PLO For H-Area, you need to stay above 3000 feet. 

AVO Copy. 
AVO Flight level for H-Area will be 3265, airspeed will be 161.  

PLO Copy.  

AVO Within range for H-Area.  
AVO Stabilized.  

PLO We have a good photo for H-Area. 

 

The pre-processed text chat must contain sentences in the following format: 

- 1
st
 word indicates sentence type: can be one of Statement, Question, Request, or 

Confirmation. 

- 2
nd

 word indicates the speaker: can be one of AVO, PLO, or DEMPC 

- 3
rd

 word indicates the targeted-audience:  can be one of AVO, PLO, DEMPC or ALL 

- The rest of the sentence must be a series of pairs of Object-Value such as speed-planned 

340, or Actions such as confirm-go-to-next-point. 

For example, the processed text chat of the original chat above is as follows: 
 
Statement DEMPC AVO current-point-name LVN current-point-type entrypoint current-radius 2.5 

Question AVO PLO current-speed-restr ?  

Statement PLO AVO current-speed-restr none 
Question AVO PLO current-alt-restr ?  

Statement PLO AVO current-alt-restr none 

Statement DEMPC ALL next-point-name H-Area next-point-type target 
Request AVO ALL speed-planned 340 

Airplane and its 

mission-related 

information 

Current waypoint 

with its properties 
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Request PLO AVO next-alt-restr-lower 3000  

Confirmation AVO ALL next-alt-restr-lower 3000 
Question AVO ALL go-to-next-point ? 

Statement DEMPC AVO confirm-go-to-next-point  

Statement DEMPC ALL current-point-name H-area current-point-type target 
Statement DEMPC ALL current-point-type target current-speed-restr-lower 50 current-speed-restr-upper 200 current-radius 5 

Request PLO ALL current-alt-restr-lower 3000 

Statement AVO ALL alt-planned 3265 speed-planned 161 
Statement AVO ALL inrange  

Statement AVO ALL stable  

Statement PLO ALL photo-taken  
Statement PLO ALL photo-okay  

 

V. Extra features 

- Change font size: click on menu Change text size to change the size of the text in 

Chat2Pix.  

- Image tour: click on menu Help and then Image Tour to see a list of the images used in 

Chat2Pix. 
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Appendix B: Sample Corpus and Parse Trees 
 

This appendix contains an example of a dialog and the types of annotated parse trees produced 

by the AFRL parser from inputs of this type. 

 
0:09 PLO 0 AVO, can I please be about 3000 feet or higher, please? 

0:28 PLO 0 Cancel. 

0:28 PLO 1 Cancel. 

0:36 AVO 0 Do I need to change my airspeed? 

0:43 AVO 0 I mean my altitude. 

0:47 DEMPC 0 Once I get the first, uh, sequence figured out, I'll let you know. 

2:20 DEMPC 0 First waypoint LVN is an, uh, ROZ access point. 

2:20 DEMPC 1 There is no flight restrictions, but the, uh, radius is, uh, 2.5 miles. 

3:43 DEMPC 0 I'm pretty sure you can take a bearing towards HAREA now. 

3:43 DEMPC 1 It looks like you're in within the 2.5 required for this entry point. 

4:02 PLO 0 AVO, can I please, uh, keep, uh, altitude over 3000 feet for this picture, please? 

4:14 PLO 0 Can you give me a range? 

4:19 DEMPC 0 The next target HAREA has a range of 5 miles. 

4:26 PLO 0 Copy. 

4:31 AVO 0 Was that above 3000? 

4:41 PLO 0 Yes, please. 

4:50 PLO 0 Can you also keep this current airspeed? 

4:57 AVO 0 OK. 

5:10 DEMPC 0 Next waypoint is HAREA. 

5:10 DEMPC 1 There is no altitude restriction, but the speed restriction is between 50 and 200. 

6:32 PLO 0 I have a picture, you can go. 
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Parse tree for: “Are there any altitude or airspeed restrictions?” 
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Parse tree for: “Go to the second waypoint” 
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Appendix C: Image Tour 
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