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Abstract

This paper describes our participation in the
TREC 2008 Blog Track. For the opinion task,
we made an opinion retrieval model that con-
sists of preprocessing, topic retrieval, opin-
ion finding, and sentiment classification parts.
For topic retrieval, our system is based on the
passage-based retrieval model and feedback.
For the opinion analysis, we created apseudo
opinionated word(POW),O, which is repre-
sentative of all opinion words, and expanded
the original query withO.

For the blog distillation task, we integrated
the average score of all posts within a feed,
and the average score of the most relevantN
post scores. We also examined the pseudo-
relevance feedback for the distillation task
by focusing on various document selection
schemes to expand the query terms. The ex-
perimental results show a significant improve-
ment over previous results.

1 Introduction

Blog track explores information seeking behavior in
the blogosphere. Blog track was first introduced in
TREC 2006. In TREC 2008, the Blog track has two
main tasks: the opinion finding task and the blog
distillation task.

Our approach to the opinion finding task is a
three-step process. The first is preprocessing step.
HTML tags and non-relevant contents provided by
blog providers such as site description and menus
are removed. In the topic retrieval step, we select the
top 3, 000 documents ordered by topic-relevance.

Our topic retrieval system, based on the passage-
level retrieval model, estimates the relevance be-
tween a document and a given topic. To find docu-
ments which express an opinion about a given topic,
we first estimate the degree of how opinionated a
document is. Finally, we interpolate the topically
relevant score and the opinion score of a document,
and select the top1, 000 documents as documents
that express an opinion about a given topic. Our
opinion analysis system is based on the lexicon-
based approach. For opinion analysis, we created a
pseudo opinionated word(POW),O, which is repre-
sentative of all opinion words, and expand the origi-
nal query withO.

Blog distillation is similar to the resource selec-
tion problem in distributed information retrieval. We
formed two hypotheses to evaluate the degree of rel-
evance between a blog feed and a given topic, and
made two models to support these hypotheses. Fur-
thermore, we propose a novel approach to select
feedback documents for the pseudo relevance feed-
back.

2 Preprocessing

TREC Blog06 collection contains permalinks, feed
files and blog homepages. We only used the perma-
link pages for the opinion retrieval task and the
feed distillation task. The permalinks are encoded
by HTML, and there are many different styles
of permalinks. Beside the relevant textual parts,
the permalinks contain many non-topical or non-
relevant content such as HTML tags, advertise-
ments, site descriptions, and menus, as well as topi-
cal contents.
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The non-relevant content consist of many differ-
ent types of blog templates which may be provided
from commercial blog service venders to personal
users. We propose a simple and effective algo-
rithm, DiffPost, to deal with the non-relevant con-
tent. Much of the non-relevant content does not
change in the same blog feed over a long period
of time. DiffPost assumes that unchanged content
between blog posts within the same blog feed are
non-relevant (non-topical) content, and regards only
changed content as relevant (topical) content.

To preprocess corpus, we firstly discarded all
HTML tags, and applied DiffPost algorithm to re-
move non-relevant content. DiffPost segments each
document into lines using the carriage return as a
separator. DiffPost tries to compare sets of lines,
and then regards the intersection of sets as the non-
content information.

For example, letPi andPj be blog posts within
the same blog feed. LetSi and Sj be the sets of
lines correspond toPi andPj , respectively.

NoisyInformation(Pi, Pj) = Si ∩ Sj (1)

We discard non-relevant contents through the
set difference between a document and noisy-
information. Finally, we removed stopwords from
the content results of the DiffPost algorithm.

3 Topic Retrieval

3.1 Passage Based Ranking

Generally, a blog post consists of several topics,
rather than presenting a single topic. Thus, even if a
blog post is relevant, it does not mean that all parts of
the blog post are relevant. Instead, only some parts
of the blog post will be relevant to a query. There-
fore, we extract some part or snippet of the blog post
known to be relevant to the query, and use it as evi-
dence for the topic retrieval.

To this end, we adopted the passage-based lan-
guage model for the topic retrieval task. One of
the most important issues in passage retrieval is the
definition of the passage. We used a completely-
arbitrary passage (Na et al., 2008c).

We used the score of the best passage, which in-
dicates the passage that maximizes its relevance to
a query, as the passage-level evidence. Our ranking

function is as follows:

ScoreP (Q, D) = max
P∈SP (D)

Score(Q,P ) (2)

In Eq. 2, Q is a given query,ScoreP (Q,D) indi-
cates the passage-level evidence of a documentD.
SP (D) is the pre-defined set of all possible pas-
sages. We can use the interpolation of the document-
level evidence,ScoreD(Q,D), and the passage-
level evidence as follows:

Score(Q,D)=(1−α)ScoreD(Q,D)+αScoreP(Q,D) (3)

whereα is the interpolation parameter, controlling
the impact of the passage-level evidence on the final
similarity score.

Each score is calculated based on the language
modeling approach. The relevance scores of doc-
ument, D, and passage,P , are defined as log-
likelihood of query of the document,D, and the
passage,P , respectively. For the document lan-
guage model, we used the modified Dirichlet prior
smoothing,DirV (Na et al., 2008a), which im-
proves the precision and handles the low perfor-
mance of retrieval for verbose type of queries at
the same time. Due to its high precision,DirV al-
low us to obtain a more improved performance after
the pseudo-relevance feedback. For the passage lan-
guage model, we used the Jelinek-Mercer smooth-
ing (Zhai and Lafferty, 2004).

3.2 Pseudo Relevance Feedback

Traditional pseudo-relevance feedback is document-
level feedback which assumes that the entire content
of a feedback document is relevant to a query (Zhai
and Lafferty, 2001). However, normal blog posts
are topically diverse so that they may contain non-
relevant parts as well as relevant parts about a given
topic. To remedy this problem, we adopted the com-
pletely arbitrary passage-level feedback (Na et al.,
2008b).

In a completely arbitrary passage-level feedback,
for topN documents, the best passages are extended
by enlarging their context by maximallyL length in
the forward and backward directions. We use them
as feedback context instead of topN documents, and
update the query model based on the model-based
feedback (Zhai and Lafferty, 2001).



Table 1: The topic and opinion retrieval scores
(topic/opinion) for the Baseline Adhoc Retrieval Task
runs

run id MAP p@10

1
08 0.4483/0.3671 0.6720/0.5560
Overall 0.4304/0.3252 0.6773/0.5000

2
08 0.4532/0.3684 0.7180/0.5860
Overall 0.4567/0.3418 0.7640/0.5340

3
08 0.4297/0.3484 0.7200/0.6060
Overall 0.4330/0.3250 0.7573/0.5527

4
08 0.4954/0.4052 0.7920/0.6440
Overall 0.4696/0.3485 0.7560/0.5487

5
08 0.4724/0.3822 0.7440/0.6160
Overall 0.4776/0.3543 0.7867/0.5580

3.3 Topic Retrieval Runs

In the baseline adhoc retrieval task, we submitted 5
runs, as follows:

1. KLEPsgRetT uses passage based ranking with
the title field of the topic

2. KLEPsgRetTD is KLEPsgRetT, with the title
and the description fields of the topic

3. KLEPsgRetTDN is KLEPsgRetT, with the ti-
tle, the description and the narrative fields of
the topic

4. KLEPsgFeedT uses passage based ranking
and passage based feedback with the title field
of the topic

5. KLEPsgFeedTDis KLEPsgFeedT, with the ti-
tle and the description fields of the topic

The results of our Baseline Adhoc Retrieval Task
are shown in table 1.

4 Opinion Finding

In this step, we evaluate the degree of how opinion-
ated a blog post is about a given topic. In the previ-
ous step, the top3, 000 documents are returned ac-
cording to the degree of topical relevance. We eval-
uate their opinion scores, and interpolate their opin-
ion scores and topically relevant scores. And then,
we select the top1, 000 documents as results of the
opinion finding task.

4.1 Opinion Scoring

For the opinion scoring module, most previ-
ous approaches can be divided into two types,
classification-based approachandlexicon-based ap-
proach(Ounis et al., 2006; Macdonald et al., 2007).
Our approach is based on the lexical-based ap-
proach.

To determine the opinionatedness of a blog post,
we create apseudo opinionated word(POW ), O,
which is a representative of all opinionated words,
and make a new query,POW-annotated query, Q

′
,

by addingO to the original query. For the opinion
finding task, we calculate the relevant score between
a document and a POW-annotated query,Q

′
, as fol-

lows:

Score(Q
′
,D) = (1−α)Srel(Q

′
,D) + αSop(Q

′
, D) (4)

whereα is the interpolation parameter.Sop(Q
′
, D)

andSrel(Q
′
, D) are an opinion score and a topically

relevant score of a document, respectively.
A topically relevant score of a document does not

have any relation with opinionated words. There-
fore, we can rewrite Eq. 4 as follows:

Score(Q
′
,D) = (1−α)Srel(Q,D) + αSop(Q

′
, D) (5)

whereSrel(Q, D) is a topically relevant score ob-
tained from the previous step, Section 3.

To estimate the opinion score of a document,
Sop(Q

′
, D), it is a simple and effective approach

to add up the opinion scores of all words within a
document. Because POW represents all opinionated
words,Sop(Q

′
, D) is calculated as follows:

Sop(Q
′
, D) =

∑
w

P (Sub|w)tf(w; D)

=
∑
w∈O

P (Sub|w)tf(w; D) (6)

where P (Sub|w) represents the subjectivity of a
word,w, that is, an opinion score of a word.

However, there are some problems with Eq. 6.
Each blog post has a different number of words. A
long blog post has more chance to contain opin-
ionated words than a short blog post. Therefore,
blog posts should be normalized according to their
length. There are many studies about document
length normalization in IR communities. We use



the Okapi framework as the method of document
length normalization. When using the Okapi model,
Sop(Q

′
, D) of Eq. 6 is re-written as follows:

Sop(Q
′
,D)∝ tf(O; D)

tf(O;D)+k1

{
(1−b)+bLEN(D)

avgLEN

} (7)

whereLEN(D) is the length function of the blog
post, andavgLEN indicates the average length
function value of all posts. We used unique term
count of a post as the length function, and estimated
the term frequency of Eq. 7,tf(O; D), using Eq. 6.

4.2 Constructing the Opinion Lexicon

In the lexicon-based approach, one of the most im-
portant problems is to define the subjectivity of a
word. We use different types of lexicons for defining
the subjectivity of a word - SentiWordNet, automat-
ically learned model from the review corpus.

4.2.1 SentiWordNet

SentiWordNet (Esuli and Sebastiani, 2006) is a
lexical resource for opinion mining. SentiWordNet
assigns to each synset of WordNet three sentiment
scores: positivity, negativity, objectivity. We use the
maximum value of the positive scores and the nega-
tive scores for all senses of a word as the degree of
subjectivity of a word. Letsynset(w) be the set of
synsets of a word,w.

P (Sub|w)= max
s∈synset(w)

(max(P (pos|s), P (neg|s)))

whereP (pos|s) andP (neg|s) represent the positive
and negative score of the synset of the word, respec-
tively.

That is, P (Sub|w) means the subjectivity ofw
whenw is maximally opinionated.

4.2.2 Corpus-Based Lexicon

In addition to SentiWordNet, we use Amazon’s
product review corpus and product specification cor-
pus to create the opinionated lexical resource. Users
of Amazon represent their opinion about products
through reviews and product ratings. Therefore, the
reviews contain opinionated words which the users
use to express their opinion. The product specifica-
tion is an objective document that consists of objec-
tive information such as product name, properties of

the product, and product manual. We regard the re-
view corpus as a subjective corpus, and the product
specification corpus as an objective corpus. Then,
we set the generative model of a word by two mix-
ture models,P (w|Sub), P (w|Obj).

Let R = w1, · · · , wn be a large review document,
which concatenates all reviews in the review corpus.
The generative process ofR is defined by the mix-
ture:

P (w) = λP (w|Sub)+(1−λ)P (w|Obj)(8)

logP (R) =
n∑

i=1

logP (w) (9)

To maximize the log-likelihood, we iteratively up-
dateP (w|Sub) by applying the EM algorithm. Af-
ter updating through iterations, we can obtain the
probability that a word is generated from the sub-
jective model,P (w|Sub). We also obtain the sub-
jectivity of a word,P (Sub|w), using the Bayesian
rule.

Finally, to combine the subjectivities defined in
SentiWordNet and learned from the corpus, we use
the term-specific mixture model where the prior
probability of termw for opinion class is assumed
to beP (Sub|w) of SentiWordNet. In other words, a
generative model for wordw in a review is modeled
by

P (w) = λwP (w|Sub) + (1 − λw)P (w|Obj) (10)

whereλw is P (Sub|w) of SentiWordNet.

4.3 Query-Specific Opinion Lexicon

4.3.1 Feedback-Style Learning

In this section, we address the query-specific
opinion lexicon. There are differences in the words
used to express user’s opinion, according to each
query (domain). Therefore, we should deal with
opinionated lexicon according to query. To this
end, we propose a feedback-style learning method
to make a query-specific opinionated lexicon.

Let TopN be the set of top-retrieved documents
in response to a given query. For each document,
we assign document-level subjectivity,P (Sub|D),
from the initial lexicon model. Then, the new model
of the opinion lexicon,P

′
(Sub|w), is estimated



from the initial model of the opinion lexicon and the
document-level subjectivities as follows:

P
′
(Sub|w) =

∑
D∈TopN

P (Sub|D)P (D|w) (11)

whereP (D|w) indicates how dominated a wordw
in documentD is. Let TopN(w) be the subset of
feedback documents which containw. We assume
thatP (D|w) is uniformly distributed onTopN(w).
To estimateP (Sub|D), we introduce the following
simple expectation of the subjectivity for each opin-
ionated wordw in documentD:

Ew(Sub|D) =
∑

w∈D P (Sub|w)
|D|

(12)

P (Sub|D) ≈ Ew(Sub|D)
maxD∈TopN Ew(Sub|D)

(13)

4.3.2 Using Passage Context

As mentioned above, a blog post consists of sev-
eral topics rather than presenting a single topic.
Therefore, we propose passage-level learning for
query-specific lexicon, instead of the whole doc-
ument. We firstly extract a best passage using
complete-arbitrary passage, and expand its context
by maximallyL length in the forward and backward
directions. After extracting the extended passage,
we calculateP (Sub|D) and P (D|w) for Eq. 11
based on the passage.

4.4 Opinion Finding Runs

In the opinion finding task, we submitted4 runs, as
follows:

1. KLEDocOpinT uses corpus-based lexicon for
opinionated lexicon resource, with the title field
of a topic

2. KLEDocOpinTD is KLEDocOpinT, with the
title and the description fields of a topic

3. KLEPsgOpinT uses query-specific opinion
lexicon for opinionated lexicon resource, with
the title field of a topic

4. KLEPsgOpinTD is KLEPsgOpinT, with the
title and the description fields of a topic

Table 2 shows our results of the Opinion Finding
Task.

Table 2: The topic and opinion retrieval scores
(topic/opinion) for the Opinion Finding Task runs

run id MAP p@10

1
08 0.5190/0.4569 0.8020/0.7200
Overall 0.4937/0.4061 0.7767/0.6287

2
08 0.4809/0.4160 0.7680/0.6740
Overall 0.4896/0.3937 0.8093/0.6273

3
08 0.5190/0.4515 0.8240/0.7100
Overall 0.4855/0.4024 0.7767/0.6200

4
08 0.4951/0.4219 0.7860/0.6640
Overall 0.4896/0.3984 0.8307/0.6467

5 Polarity Task

5.1 Polarity Classification

The polarity task is similar to the opinion finding
task. The difference is that the polarity task classifies
the semantic orientation of a blog post into positive
and negative orientations. Therefore, the approaches
which are applied to the opinion finding task are al-
most applied to the polarity task, too. In the polarity
task, we have to estimate the semantic orientations
(polarities) of a word,P (Pos|w) and P (Neg|w),
instead of the subjectivity of a word,P (Sub|w). Af-
ter estimating the semantic orientations of a word,
we again applied Eq. 7 to calculate positive and neg-
ative scores of blog posts by usingP (Pos|w) and
P (Neg|w), respectively.

pol(D) =


positive if Spolarity(D) > λ
negative if Spolarity(D) < −λ
neutral otherwise

(14)

whereSpolarity(D) is the difference between posi-
tive and negative scores, andλ is the threshold for
classifying the polarity.

Similar to the opinion finding task, we use the
Amazon review corpus to estimate the semantic ori-
entations of words. All reviews have user ratings,
and thus user ratings are used to decide the semantic
orientations of the reviews. That is, we regard the
reviews whose user rating is4 and5 as the positive
review corpus, and the reviews whose user rating is
1 and2 as the negative. We estimateP (Pos|w) and
P (Neg|w) using the EM training with each review
corpus.



run id MAP p@10 R-prec

1 pos
08 0.1865 0.2408 0.2130
Overall 0.1772 0.2262 0.2004

1 neg
08 0.1491 0.1687 0.1614
Overall 0.1218 0.1380 0.1330

Table 3: The performance of the Polarity Task

5.2 Polarity Runs

We submitted1 run in the polarity task, as follows:

1. KLEPolarity uses corpus-based lexicon for
polarity-tagged lexicon resource, with the title
field of a topic.

Table 3 shows the results of the Polarity Task.

6 Feed Distillation

Blog distillation task aims to find the blog feeds
which are recurrently interested in a given topic.
Thus, in the blog distillation system, the retrieval
unit is the blog feed rather than the blog post. We
form two hypotheses to estimate the degree of rele-
vance between a blog feed and a given topic.

• Global Evidence Model (GEM): We believe
that a blog feed which has more relevant posts
at a higher rate is more relevant. For example, a
blog feed that has10 relevant posts out of total
20 posts is more relevant than a blog feed that
has10 relevant posts out of total100 posts.

• Local Evidence Model (LEM): We believe that
a few posts that are highly relevant with a given
topic represent the blog feed. Typically a blog
feed addresses several topics. Therefore, the
relevance of the blog feed about a given topic
depends on some posts related to a given topic,
rather than all posts within the blog feed.

To estimate the degree of the relevance between a
blog feed and a given topic, we made two models to
satisfy these hypotheses. Furthermore, to update the
original query model, we proposed a novel approach
to select feedback documents.

6.1 Distillation Retrieval Model

To find blog feeds devoted to a given topic, we in-
tegrate two models, Global Evidence Model (GEM)

and Local Evidence Model (LEM). LetS(Q,F ) be
the final relevant score between a feed and a given
query, and letSGEM (Q,F ) and SLEM (Q,F ) be
relevant scores obtained from GEM and LEM, re-
spectively.

S(Q,F)=(1−λ)SGEM (Q,F)+λSLEM (Q,F) (15)

whereλ is the interpolation parameter, which con-
trols the weight of the GEM score and the LEM
score.

6.1.1 Global Evidence Model

GEM is originated from the assumption that the
blog feed which has relevant posts at higher rates is
more relevant.

GEM views a blog feed as a collection of blog
posts. In this regard, we can view the blog distilla-
tion problem as a resource selection problem. Our
GEM is similar to the Small Document Model (El-
sas et al., 2008). When regarding a blog feed as a
collection of blog posts, there are some considera-
tions. One is the problem when a small number of
very long posts represent the blog feed. Each post
has a different length. Therefore, a few very long
posts may represent the blog feed. The other is the
problem related to the size of the blog feed. Each
blog feed has a different number of posts. There-
fore, feeds with more posts have a higher probabil-
ity of being relevant. To remedy this problem, we
should normalize the blog feeds using the number
of posts within them.

To handle these problems, we made a scoring
function for GEM using the average score of all doc-
uments in a blog feed:

SGEM (Q,F ) =
∑
D∈F

Score(Q,D)P (D|F ) (16)

whereF represents the blog feed, andScore(Q,D)
represents relevant score of between a given query
and a document, andP (D|F ) indicates the probabil-
ity that the document,D, is generated from the blog
feed, F . In GEM, the usage of the average score
resolves the second problem.

To remedy the first problem, we regard the gen-
erative probability of the blog post,P (D|F ), as the
uniform distribution.

P (D|F ) =
1
|F |

(17)



where|F | is the number of total blog posts within a
blog feed. The usage of the uniform distribution can
remedy the first problem since it assigns the same
weight to each blog post.

We used the KL-divergence framework (Lafferty
and Zhai, 2001) to measure the relevance between a
document and a given query,Score(Q,D).

6.1.2 Local Evidence Model

LEM is originated from the belief that a few
highly relevant posts represent the relevance of the
blog feed about a given topic.

LEM uses the topN most relevant posts to esti-
mate the relevance between a feed and a given topic.
The view of the LEM is similar to Pseudo Cluster
Selection (Seo and Croft, 2008). That is, a blog feed
addresses several topics. Therefore, the relevance of
the blog feed about a given topic should be estimated
by using the relevant posts about a given topic, not
all posts within the blog feed. In this regard, we can
regard topN relevant posts as posts which are de-
voted about a given topic.

The ranking function of LEM is formed as fol-
lows:

SLEM(Q,F)=
∑

D∈TopN

Score(Q,D)P(D|TopN) (18)

whereTopN is the set of topN relevant posts that
are regarded as the same topic.

In Eq. 18,Score(Q, D) andp(D|TopN) are the
same as in Eq. 16.

6.2 Feedback Model

Relevance feedback is known to be effective for im-
proving retrieval performance. Performance of the
relevance feedback depends on how documents for
relevance feedback are chosen so that the system can
learn most from the feedback information (Shen and
Zhai, 2005). The traditional pseudo relevance feed-
back (PRF) assumes topN documents as relevant
documents, and uses them as feedback documents.
In this approach, the feedback information can be
under a bias toward dominant information within the
feedback documents. The biased information will
be harmful for improving entire system performance
through PRF. As the diversity of the feedback infor-
mation increases, we can expect a more robust feed-
back search.

Table 4: The performance of the Blog Distillation Task
run id MAP p@10 R-prec

KLEDistLMT 0.3015 0.4480 0.3601
KLEDistLMB 0.2852 0.4380 0.3428
KLEDistFBT 0.3031 0.4260 0.3454
KLEDistFBB 0.2994 0.4560 0.3508

To obtain diverse information about a given topic,
we propose a feed-based approach to select feed-
back documents. We empirically show that our ap-
proach improves the performance of the blog distil-
lation task. We used the model-based feedback as
feedback method.

Each blog feed consists of many posts which have
various viewpoints and represent various properties
(sub-topics) about a given topic. Therefore, when
we select feedback documents from various feeds,
we can obtain diverse information about a given
topic.

We propose two approaches for selecting feed-
back documents, as follows:

• Document-Based Selectionuses topK docu-
ments as feedback documents as most PRFs do.

• Feed-Based Selectionuses topN feeds to
feedback. For each feed, topK documents are
selected as the pseudo relevance documents.

6.3 Distillation Runs

In the distillation task, we submitted4 runs, as fol-
lows:

1. KLEDistLMT uses GEM and LEM, with the
title field of a topic

2. KLEDistLMB is KLEDistLMT, with the title
and the description fields of a topic

3. KLEDistFBT uses GEM, LEM and Feed-
Based selection method to feedback, with the
title field of a topic

4. KLEDistFBB is KLEDistFBB, with the title
and the description fields of a topic

Table 4 shows the results of the Blog Distillation
Task.



7 Conclusions

We have described our participation in the TREC
2008 Blog track. We developed an opinion find-
ing system based on the lexicon-based approach and
Okapi model. Our opinion finding system uses Sen-
tiWordNet and Amazon’s review corpus to create an
opinionated lexicon resource. We also proposed a
novel approach to make a query (domain)-specific
opinionated lexicon resource. The experimental re-
sults show that our approach significantly improves
previous performances in the opinion finding task.

For the blog distillation task, we made two as-
sumptions about relevance between a blog feed and
a given topic. The experimental results have em-
pirically shown that our hypotheses is effective at
capturing the relevance between the topic and the
blog feeds. Furthermore, we developed a novel ap-
proach to select feedback documents. This approach
increased the diversity of the feedback documents,
and led to significantly improve the distillation per-
formance.
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