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1 Statement of the Problem Studied

Multicore architectures, which contain multiple processing cores on a single chip, have been adopted by most chip
manufacturers due to the thermal- and power-related limitations of single-core designs. Most chip manufacturers have
released dual-core chips, Intel and AMD each have four-core chips on the market, and Sun’s Niagara and more recent
Niagara 2 processors are eight-core chips with multiple hardware threads per core. Furthermore, Intel has announced
plans to release chips with as many as 80 cores within five years [17].

In most proposed multicore platforms, different cores share on-chip caches. To effectively exploit the available
parallelism in these systems, such caches must not become performance bottlenecks. In fact, the issue of efficient
cache usage on multicore platforms is one of the most important problems with which chip makers are currently
grappling. In this project, we sought to address this issue in the context of soft real-time applications.

In our work, we mostly (but not exclusively) considered real-time systems that are defined as a collection of
periodic tasks. A periodic task is invoked repeatedly, and each such invocation is called a job of the task. In the variant
of the periodic model that we mostly focused on, each task T is characterized by a period T.p and a per-job execution
cost T.e: every T.p time units, a new job of T is released that executes for T.e time units. The quantity T.e/T.p

denotes the utilization of T . Each job is assigned a deadline corresponding to the release time of the next job of the
same task. In a hard real-time system, job deadlines should never be missed. However, in a soft real-time system,
deadline misses can sometimes be tolerated. Such misses are constrained to be within a specified per-task tardiness
threshold: a job with a deadline at time d will be guaranteed to complete execution no later than time d+ δ, where δ is
the tardiness threshold of the corresponding task. Such a guarantee ensures that each task T receives a processor share
close to its utilization, but allows some leeway in scheduling. A real-time task system is called schedulable if all of its
timing constraints (hard and soft) can be guaranteed. Schedulability tests are used to determine if such guarantees can
be made.

In the context of multicore platforms, care must be taken when deciding which jobs should be co-scheduled to
execute at the same time. In particular, some co-scheduling choices might be constructive while others are destructive.
Constructive choices, such as co-scheduling jobs that share data, decrease shared-cache miss rates. On the other
hand, destructive choices may increase shared-cache miss rates. This might happen, for example, if a set of jobs is
co-scheduled that together have a combined working-set size that exceeds the capacity of the last level of shared cache.

In light of these observations, we sought in this project to solve the problem of devising multiprocessor scheduling
policies that

schedule tasks so that each job of every task completes within its allowed tardiness bound, and shared-
cache miss rates are kept reasonably low by encouraging constructive co-scheduling choices and discour-
aging destructive co-scheduling choices.

Additionally, we sought to implement and evaluate such polices within a real operating system, and to also handle
such complexities as task synchronization, dynamic task behaviors, and mixed real-time/non-real-time workloads.
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2 Summary of the Most Important Results

Addressing the problem stated above led to many new results being obtained pertaining to real-time multiprocessor
systems. This research has led to the publication of eight journal papers and 38 conference papers. The following
paragraphs present an overview of our most most important results.

Algorithmic foundations. On multiprocessors, two basic approaches exist for scheduling real-time systems: par-
titioning and global scheduling. Under partitioning, tasks are statically assigned to processors and those assigned to
each processor are scheduled upon it using a uniprocessor scheduling algorithm. Under global scheduling, tasks are
scheduled from a single run-queue and may migrate among processors. As part of this project, we conducted the
first ever comparisons of such approaches based upon real implementations [8, 15]. Our studies showed that, for hard
real-time systems, partitioning algorithms are usually preferable, while for soft real-time systems, global algorithms
are better. This is due to the following reasons. In the hard real-time case, most partitioning and global-scheduling ap-
proaches have rather similar schedulability tests in the absence of overheads. As a result, partitioning approaches tend
to be better because they have lower run-time overheads. (Techniques for assessing schedulability are impacted by
such overheads.) In contrast, in the soft real-time case, partitioning approaches are subject to bin-packing limitations
that can be eliminated through the use of global algorithms. In particular, we have shown that most global algorithms
are capable of ensuring bounded deadline tardiness on an m-processor platform for any periodic task system with total
utilization at most m (i.e., that does not over-utilize the platform) [16, 18]. This is true even if tasks are required to
execute non-preemptively (in which case, system overheads are very low, because migration costs are low). This result
was shown to apply to a wide class of global algorithms wherein each job’s priority is defined by a point in time (e.g.,
a deadline)—such points are even allowed to vary dynamically at runtime. In contrast, there exist task systems with
total utilization slightly higher than m/2 that no partitioning scheme can schedule, even if bounded deadline tardiness
is allowed. Such limitations are the reason for the better performance of global algorithms (in terms of schedulability)
in the soft real-time case.

Cache- and platform-aware real-time scheduling algorithms. We have developed several new global scheduling
algorithms that take into account the hardware characteristics of a multicore platform to improve performance. Of
most relevance to the problem stated in Section 1 is a cache-aware global scheduling algorithm that is the central result
of John Calandrino’s Ph.D. dissertation [10]. This algorithm exploits the tardiness result mentioned in the previous
paragraph, which allows a job’s priority to be varied at runtime without causing tardiness to become unbounded. In
the cache-aware algorithm, if it is constructive to co-schedule a set of jobs, then this is encouraged by increasing
the priority of all jobs in the set whenever any one of them is scheduled [11]. Encouraging desirable co-scheduling
choices has the effect of also making undesirable choices less likely. To determine which choices are desirable, a
cache profiler was incorporated into the scheduler [12]. This profiler estimates the cache footprint of each ready job
by using hardware performance counters. This cache-aware scheduling algorithm was shown in several experimental
studies to lessen cache miss rates in comparison to non-cache-aware algorithms.

In other work, we developed new scheduling algorithms for asymmetric multicore platforms, or AMPs [14]. In
the AMP architecture that we considered, a mixture of “fast” and “slow” cores are present. Such platforms have been
suggested as a means for dealing with workloads in which some tasks are inherently sequential (and thus may benefit
from being assigned to a fast core) while others are parallelizable (and thus may execute across many slow cores). In
other work, we have investigated very large multicore platforms with hierarchical cache layouts [13]. We found that,
for such platforms, an approach that mixes aspects of partitioning and global scheduling is preferable. In particular,
while task migrations within a cluster of cores that share some lower-level cache might be acceptable, migrations
among cores that are “far apart” in the cache hierarchy are expensive.

Prototype development. The experimental studies described above were conducted using a Linux-based system
developed by us called LITMUSRT (LInux Testbed for MUltiprocessor Scheduling in Real-Time systems) [1, 3, 7,
9, 15, 19]. LITMUSRT extends Linux (currently, version 2.6.24) by allowing different (multiprocessor) scheduling
algorithms to be linked as plug-in components. The development of LITMUSRT has been a major component of this
project. LITMUSRT is currently running in our lab on four machines: (1) a four-socket, single-core-per-socket Intel



Real-Time Computing on Multicore Platforms 3

Xeon platform with 2.7 GHz cores; (2) an eight-core, single-socket Sun UltraSPARC T1 (codename “Niagara”) with
1.2 GHz cores; (3) a four-core, single-socket Intel Xeon E5420 (“Core” architecture) with 2.5 GHz cores; and (4) a
four-core, single-socket Intel Core i7 (“Nahelem” architecture) with 2.66 GHz cores. As a result of our LITMUSRT-
related work, key Linux developers are now planning to incorporate “hooks” into the scheduling code of mainline
Linux (as LITMUSRT does) so that researchers can define and experiment with different scheduling policies. To the
best of our knowledge, LITMUSRT is the only (published) system wherein global multiprocessor real-time scheduling
algorithms are implemented in a real operating system.

A scheduling framework for mixed real-time and non-real-time workloads. We have developed and imple-
mented in LITMUSRT a hierarchical scheduling framework that allows hard and soft real-time tasks and best-effort
jobs to be simultaneously supported and be temporally isolated from one another [3]. In this framework, hard real-
time tasks are statically assigned to processors (i.e., are partitioned) and are accorded higher priority than soft real-time
tasks and best-effort jobs, both of which are globally scheduled. Capacity reclamation techniques are used to improve
best-effort response times and soft real-time tardiness. Spare processing capacity arises that can be reclaimed when
jobs of real-time tasks (soft or hard) execute for less than their reserved allocations. In experiments conducted using
LITMUSRT, the usage of capacity reclamation resulted best-effort response times approaching that of an idle system.

A new real-time multiprocessor synchronization protocol. Lock-based synchronization can be problematic in
real-time systems due to the potential of priority inversions existing. A priority inversion is said to exist when a
higher-priority job is forced to wait on a lower-priority job to release a lock. If the resulting waiting time is excessive,
then the higher-priority job may exceed its tardiness threshold. Real-time synchronization protocols seek to limit the
durations of priority inversions so that such violations do not occur. Such protocols have been well-studied in the case
of uniprocessor systems. However, much less work has been done in the multiprocessor case. Multiprocessor real-time
synchronization protocols tend to be much more complicated than uniprocessor ones, because waiting dependencies
can be more complex.

In prior work on multiprocessor real-time synchronization, global scheduling algorithms were not considered at
all. To enable locking to be supported under such algorithms, we developed and implemented in LITMUSRT a new
real-time synchronization protocol called the flexible multiprocessor locking protocol (FMLP) [2, 5, 4, 9]. The FMLP
provides support for both spin-based and semaphore-based locking under both global and partitioned scheduling. The
FMLP is the only real-time synchronization scheme known to us that can be used in global scheduling algorithms. In
addition, its impact on real-time schedulability in partitioned systems is much less than is the case with prior schemes.
In recent work, we also extended the spin-based variant of the FMLP to support reader/writer locks [6]. Such locks
allow read accesses to occur concurrently (write accesses are exclusive). This can greatly reduce blocking times in
workloads wherein locks are used to protect read-mostly data.
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