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This paper presents a master/slave cellular-based mobile ad hoc
network architecture for multihop multimedia communications.
The proposed network is based on a new paradigm for solving the
problem of cluster-based ad hoc routing when utilizing existing
wireless local area network (WLAN) technologies. The network
architecture is a mixture of two different types of networks:
infrastructure (master-and-slave) and ad hoc. In this architecture,
the participating slave nodes (SNs) in each cluster communicate
with each other via their respective master nodes (MNs) in an
infrastructure network. In contrast to traditional cellular networks
where the base stations are fixed (e.g., interconnected via a wired
backbone), in this network the MNs (e.g., base stations) are
mobile; thus, interconnection is accomplished dynamically and in
an ad hoc manner. For network implementation, the IEEE 802.11
WLAN has been deployed. Since there is no stationary node in
this network, all the nodes in a cluster may have to move together
as a group. However, in order to allow a mobile node to move to
another cluster, which requires changing its point of attachment,
a handoff process utilizing Mobile IP version 6 (IPv6) has been
considered. For ad hoc routing between the master nodes (i.e.,
MNs), the Ad hoc On-demand Distance Vector (AODV) Routing
protocol has been deployed. In assessing the network performance,
field test trials have been carried out to measure the proposed
network performance. These measurements include packet loss,
delays under various test conditions such as a change of ad hoc
route, handoffs, etc.

Keywords—Ad hoc networks, cluster networks, IEEE 802.11,
mobile IP, wireless local area network (WLAN).

I. INTRODUCTION

Motivated by the growing need for multimedia appli-
cations such as video image and data, multihop ad hoc
networking is emerging as a viable technology for many
civilian, military, as well as commercial applications. For
instance, wireless ad hoc networks can be deployed in
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situations where there is no communications infrastructure
or the existing communications infrastructure might have
been destroyed. Such endeavors include emergency re-
sponse to natural disasters, bomb threats, search and rescue,
cleanup operations, etc. Under these conditions, a team of
high-performance robots capable of transmitting video and
other sensor data can be rapidly deployed.

To provide a large coverage area for such applications,
multihop communication has been vastly favored over
long-range single-hop links. The use of multihop is to
combat the rapid decay of the electromagnetic received
signal strength as communication distance increases. In
addition, multihop communication between distributed
mobile nodes offers pathways around electromagnetic
transmission obstacles that would otherwise prevent the
formation of a long-range network. Another important
factor is that the high-performance sensor network for video
communications would require broad-band/wide-band links
so that it can distribute video for a large number of nodes
within a coverage area. Unfortunately, the deployment of a
large number of nodes operating in an ad hoc mode would
severely constrain the performance of a routing protocol and
consequently affect the reliability of the linkage. In order
to reduce the number of ad hoc nodes in this paper, a new
cluster-based network architecture has been proposed. Such
a network is based on the assumption that different sets of
nodes move as a group and the network should be capable
of providing handoff for isolated nodes moving from one
cluster to another. To implement the proposed network,
existing wireless local area network (WLAN) technologies
have been used to provide wide-band access for multimedia
communications.

In this paper, we present the design aspects of the pro-
posed network architecture. Section II introduces the pro-
posed cluster-based mobile ad hoc network for IP version 4
(IPv4), as well as a brief description of the ad hoc routing pro-
tocol used for our experiments. The handoff aspects, where
a node changes its point of attachment using IP version 6
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Fig. 1. Master/slave cluster-based mobile ad hoc network.

(IPv6), are presented in Section III. Section IV presents a
brief overview of the IEEE 802.11 b WLAN technology that
was used in implementing the proposed network. Finally, the
paper presents the experimental testbed to measure the effect
of a route change and handoffs. The network performance is
presented in terms of multihop delays, handoff delays, and
packet-loss rates under full mobility conditions.

II. PROPOSEDCLUSTER-BASED NETWORK

The concept of cluster-based networking has been exten-
sively studied in the past several years [1]–[5]. This con-
cept is based on dynamically selecting a cluster head among
the active nodes. The main drawback of this approach is the
routing complexity (as the number of nodes increases), net-
work management, and large overheads that may become a
bottleneck in a cluster [5]. Although there has been consider-
able effort in recent years to improve the routing performance
and reduce the overhead, in this paper we present a simple yet
easily implementable cluster-based networking scheme. The
network architecture utilizes existing WLAN technologies
and, thus, can provide wide-band access for multimedia com-
munications [20], [21]. The proposed network implementa-
tion is based on a master/slave network architecture where
the ad hoc routing would involve only the master nodes.

Fig. 1 illustrates a basic network configuration for a
master/slave cluster-based network. The proposed archi-
tecture consists of two types of networks: infrastructure
(managed) and ad hoc. In addition, there are two types of
nodes in this network: master node (MN) and slave node
(SN). The MN, which operates as a moving base station in a
cluster, communicates with its slave nodes in an infrastruc-
ture mode. Communications among the MNs are performed
in an ad hoc manner.

For implementation, IEEE 802.11 b [6] WLAN access
point (AP) can be used to represent a mobile MN. However,
the main difficulty is that the AP cannot operate in an ad
hoc mode for communicating with other MNs. To overcome
this problem, we have designed a simple architecture that can

allow an AP to work in an ad hoc mode (e.g., achieving a pro-
tocol conversion from infrastructure to ad hoc mode). In this
architecture, packets that are received by an AP are routed
via a LAN interface to a wireless LAN card (using PDA or
laptop) so that it can operate in an ad hoc mode. As will be
shown later (see Fig. 2), an MN consists of an AP, a LAN in-
terface, and a wireless LAN card (e.g., using laptop or PDA
devices), whereas an SN uses only a wireless LAN card (e.g.,
using PDA). In this network, only SNs operate in an infra-
structure mode and, thus, are allowed to associate with only
one AP at a time [7]. In addition, since in this architecture
there is no stationary node, every master node (MN) acts as
a mobile base station. This would require a special arrange-
ment for ad hoc routing, which will be discussed next.

A. Network Implementation

For the infrastructure network using IPv4 configuration,
Fig. 2 shows an example of class C private IPv4 addressing
for a network of four clusters [7]. Each cluster has been as-
signed to a unique network address (network suffix). For ex-
ample, for a network of clusters, 192.168.1.0 is allocated
to cluster 1 (Net-1), 192.168.2.0 to cluster 2 (Net-2), and

to cluster (Net- ) and so on. Under this ar-
rangement, SNs in Net-1 can use IP addresses ranging from
192.168.1.2 to 192.168.1.244. Similarly, for Net-, the range
would be between to . Note that

has been allocated to the
LAN interface, which is connected to the AP, of the MN
in Net- MN . In addition, we assigned

to the WLAN interface of the MN
for operation in an ad hoc mode between the MNs. This net-
work will be referred as Net-0 in this paper.

As an example, let us consider the scenario depicted in
Fig. 3, where the correspondent SN (SN-S) in cluster 1
(Net-1) with IP address 192.168.1.2 want to send packets to
the receiving SN (SN-D) in cluster 3 (Net-3) with IP address
192.168.3.2. Since the SN-S can communicate only through
its associated MN in Net-1MN - , the gateway to other
network addresses is always the infrastructure interface
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Fig. 2. IPv4 addressing for infrastructure/ad hoc networking.

Fig. 3. End-to-end system using infrastructure/ad hoc routing.

in the MN - (i.e., 192.168.1.1). In this configuration,
suppose an ad hoc routing protocol is utilized for the WLAN
interfaces in MNs. As the SN-D is not in the same cluster as
SN-S, the MN - must find the route to the MN - for
sending the packets to SN-D.

Since the cluster of Net-3 is known by the IP address of
MN - , the responsibility of an ad hoc routing protocol
is to find a route from the MN - : 192.168.0.1 to the
MN - : 192.168.0.3. Once the route is established, the
packets from the SN-S are transmitted to the MN- via
the MN - and then forwarded to their final destination
SN-D.

However, the main difficulty with this arrangement is
that not all nodes in this network are ad hoc nodes (see
Fig. 3). Under this condition, IP packets received by one
MN (e.g., MN - ) cannot be directly routed to another
MN (e.g., MN - ) via an ad hoc routing protocol. In
other words, as far as routing protocols are concerned,
MNs should be regarded as the only mobile nodes in the
network. Thus, in order to solve this problem, we devel-
oped a tunneling technique where packets that are locally
received by an MN are encapsulated using the Net-0 IP
address header. Under this arrangement, packets can now be
forwarded to their destination MN in an ad hoc mode. For
instance, if MN - receives packets from one of its slave
nodes (e.g., SN-S) destined to another slave node (SN-D),
which is attached to MN - , the packets should first be

Fig. 4. Example of creating tunneling arrangements for a network
of three clusters.

encapsulated at MN - using Net-0 addressing. Fig. 4
shows such tunnelling arrangements for a network of three
clusters. As shown in this example, the encapsulated packets
use MN - : 192.168.0.3 as the destination address and
MN - : 192.168.0.1 as the source address. Subsequently,

GHARAVI AND BAN: MULTIHOP SENSOR NETWORK DESIGN FOR WIDE-BAND COMMUNICATIONS 1223



Fig. 5. AODV multihop routing example.

packets received at MN - are decapsulated and then for-
warded to their final destination (SN-D) via the infrastructure
mode.

B. Ad Hoc Network Routing Protocol

There is no stationary infrastructure in this network, and
even the base stations (MNs) can move randomly around
the coverage area. Currently, there are a number of ad hoc
routing protocols that have been proposed by the Internet En-
gineering Task Force (IETF) [8]. These include two promi-
nent on-demand ad hoc routing protocols known as Ad hoc
On-demand Distance Vector (AODV) Routing [9] and Dy-
namic Source Routing (DSR) [10] protocols.

Although both routing protocols share the same on-de-
mand behavior, they are different in terms of routing
mechanism. For instance, the DSR uses source routing in
hop-by-hop operations, whereas the AODV is based on
table-driven routing and destination sequence numbering.
The on-demand nature of these protocols simply means
that routing discovery begins whenever there is a need to
transmit data packets to a destination.

Both protocols have received considerable attention in re-
cent years, and there are a number of publications that have
evaluated them in terms of delay, number of nodes, packet
transmission rate, and mobility [11], [12]. However, since
our main objective in this paper has been to verify the fea-
sibility of the proposed network, we have arbitrarily chosen
the AODV routing protocol.

The function of the AODV routing protocol is to discover
a routing path between the source and destination MNs. This
is performed by means of a route request (RREQ) and route
reply (RREP) query cycle. The operation of AODV is de-
scribed by a simple example depicted in Fig. 5, where the
AODV is running within the WLAN network interface as-
sociated with each MN. For instance, when a source MN
MN requests a route to a destination MNMN ,

it first broadcasts a RREQ packet throughout the ad hoc net-
work. Each node receiving this packet may unicast a RREP to
the source if it is either a destination node or an intermediate
node (i.e., a hopping node that has a route to another hopping
node or the destination node). Otherwise, it rebroadcasts the
RREQ and this process continues until the destination node
is cached (e.g., MN ). Please note that the nodes that
have already received the RREQ, with the same originator
IP address and RREQ ID, will ignore the RREQ. In addi-

tion, all the receiving nodes refresh their routing table en-
tries with information such as the destination IP address, hop
count, precursor, next hop, destination sequence number, etc.
[9]. In a continuation of this process, if the source node re-
ceives a RREP with a greater sequence number, or the same
sequence number with a smaller number of hop counts, it
may then update its routing information for that destination.
Please note that for a bidirectional link (symmetrical), the
same procedure should be repeated in the reverse direction
(i.e., MN -to-MN ).

Once a link between MN -to- MN is estab-
lished, the route remains active as long as data packets are
transmitted from the source MN to the destination MN
through the same hopping nodes (MN , MN , and
MN ). When packets are not transmitted after a certain
period of time, the link is no longer considered active and
the routing information will be deleted. If a link breakage
occurs, which is normally expected due to the mobility
nature of the nodes, an error message (RERR) will be sent
back to the source. The source then reinitiates the route
discovery process.

As soon as the connection is established between the
source and destination MNs, the encapsulated IP packets
received by the destination MN will then be decapsulated
and forwarded to their final destination (i.e., SN).

III. M OBILITY AND HANDOFF

So far in this network, it has been assumed that all the
nodes in a cluster move together (as a group) and SNs will
always have the same point of attachment. However, in the
case when a mobile node (SN) moves to another cluster,
the handoff procedure will occur at the link layer but the
change of address support would be needed in order to redi-
rect the IP packet to its new point of attachment. Unfortu-
nately, the current Internet suite of Protocols have been de-
signed on the assumption that the end systems are stationary
and change of address makes transparent mobility impos-
sible. This is because Internet routing uses an IP address to
identify the point of attachment of the end system device.
To achieve transparency, a number of IP-based mobile net-
working protocols have been proposed [13]. Moreover, the
IETF has adopted a mobility system whereby each mobile
node retains its home address regardless of its current point
of attachment [14]. This is arranged by establishing mobility
agents such as Home Agent (HA) and Foreign Agent (FA).
For instance, in this network, each SN has a permanent IP ad-
dress that is attached to its home network (e.g., cluster) and
regardless of its current point of attachment, all its receiving
packets are first intercepted by the HA.1 If the destination SN
is located at its home cluster, the packets are then forwarded
directly to the SN. Otherwise, a care-of-address associated
with the FA of the visiting network is used to route the packet
to the mobile SN.

1It is possible to route packets without going though the HA, which is
known as route optimization [23]. Support for route optimization is a fun-
damental part of Mobile IPv6.
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Fig. 6. Handoff via triangle routing for Mobile IPv4.

Forwarding of the packets to the new address is also done
via a tunneling process. In this case, the intercepted packets
at the home cluster are first encapsulated by adding a new IP
header representing the forwarding address as their destina-
tion address. The FA in the visiting cluster then deletes the
tunnel header and the packets are subsequently delivered to
the mobile SN with their original IP address. On the reverse
link, the packets can be directly forwarded from the SN to the
source node without undergoing the tunneling process. This
asymmetrical routing, as shown in Fig. 6, is known as triangle
routing. If the source itself is a mobile SN and has moved to a
new location with a different point of attachment, the packets
transmitted in the reverse direction will go through the same
packet redirection process.

As discussed earlier, AODV has the responsibility of
establishing the multihop routing to the destination cluster
where a mobile SN has been originally registered (see
Fig. 6). When the SN moves to a new location covered
by a different cluster, the APs are expected to provide
seamless roaming. However, for a smooth handoff, the
protocol should be able to update the change-of-address
registration as quickly as possible to avoid the loss of a large
number of packets. The registration process would require
updating the care-of-address and the association between
the care-of-address of the visiting cluster and the home
cluster as well as the registration lifetime. This is known as
“binding” information, which needs to be updated to support
redirecting the packets to the mobile SN. These forwarding
procedures, however, can cause handoff latency, whose
severity also depends on the MAC layer. Consequently, for
real-time applications such video, the handoff latency could
cause the loss of a large number of packets, thus affecting
the resynchronization of the received video information
[20], [21].

However, the mobility can be handled with greater flexi-
bility by utilizing the IP version 6, known as IPv6 [15]. Since
a mobile SN can automatically configure its unique IPv6 ad-
dress in each cluster via stateless address auto-configuration
mechanism [19], there is no need to assign an FA in Mo-
bile IPv6. With Mobile IPv6, the source node can receive
the binding updates about the change of address and can
then send the packets directly to the destination node’s new
care-of-address using an IPv6 routing header rather than IP
encapsulation [16], [17]. In addition, the binding updates can
be sent to the MNs in previously visited clusters (including

the home cluster) in order to establish forwarding of packets
from previous care-of-addresses to the new care-of-address.

At each node, as soon as the interface is up, the auto-
configuration process creates a link-local address based on
the link-layer address (i.e., MAC address), which normally
begin with : prefix. Link-local addresses are special
addresses that are only valid on a link of the interface. In
other words, the packet with the destination of a link-local
address would never pass through a router. Nodes use
the Neighbor Discovery protocol [19] to monitor which
neighbors are reachable and which are not and to detect their
link-layer addresses. With the stateless mechanism each SN
then generates its site-local address using locally available
information (link-layer address) and information advertised
by a IPv6 router (network address). Each SN also sets the
link-local address of the router (source address of the router
advertisement) as the default gateway (router) in its routing
table. When an SN moves to another cluster, it will receive
the router advertisement from the MN in this cluster (e.g.,
via router solicitation). If the prefix does not already exist in
the list, the SN creates a new site-local address as described
above. Normally, the node uses this new address as the
primary address to send packets.2

In our implementation, each MN is an IPv6 router and
sends router advertisement and router solicitation messages3

toward its infrastructure network as specified in [19]. This
would allow SNs to configure their IPv6 addresses and de-
fault gateways (routers) automatically via stateless address
autoconfiguration. The gateway of SNs in this case is the
IPv6 link-local address of the LAN interface of its corre-
sponding MN. For example, for cluster, we have used a
network prefix . With this network prefix,
a node generates an address based on the MAC address. This
address is unique as long as each network interface has a
unique MAC address. The detailed description of the agent
discovery process, registration process, and updating the en-
tries of the routing table is beyond the scope of this paper,
but further details can be found in [18], [19].

A. IPv6-in-IPv4 Tunneling

As mentioned earlier, this network is composed of two dif-
ferent types of networks: ad hoc for communication between
MNs, and infrastructure for communication between an MN
and its associated SNs. For our experimental setup, a com-
bination of IPV4 for AODV4 and IPv6 for Mobile IP have
been considered. In other words, the IPv6 addressing has
been used for operation in the infrastructure mode whereas
the communication in the ad hoc mode is based on IPv4.

As discussed before, since only MNs are involved in ad
hoc routing, a tunneling process would be needed to forward
packets from one SN to another via ad hoc routing. In this
case, IPv6-in-IPv4 tunneling is used instead of IPv4-in-IPv4
as discussed earlier. As before, the function of IPv6-in-IPv4

2Unlike IPv4, IPv6 allows an interface with multiple IP addresses.
3The implementation of router advertisement daemon is available at

http://v6web.litech.org/radvd.
4The use of IPv4 for AODV is mainly due to the unavailability of its IPv6

software implementation for Linux.

GHARAVI AND BAN: MULTIHOP SENSOR NETWORK DESIGN FOR WIDE-BAND COMMUNICATIONS 1225



Fig. 7. Example of packet routing using IPv6-in-IPv4 tunneling technique.

tunneling is to encapsulate packets using the source and des-
tination addresses that are allocated for ad hoc routing (i.e.,
Net- : , ).

As an example, let us consider a network where the source
SN in cluster SN-S is sending packets to the desti-
nation SN in cluster SN-D . In this case, MN
encapsulates the IPv6 packets received from SN-Sand
then send them to MN by using a new
IPv4 header with a source address of . Once
these packets arrive at MN , they are then decapsu-
lated and subsequently forwarded to their destination SN
SN-D using their original IPv6 addressing header.

For better clarity, Fig. 7 shows the overall IP addressing,
including tunneling, for a network of three clusters.

With this arrangement, we were able to apply the Mobile
IPv6 protocol to provide a handoff if an SN changes its point
of attachment (i.e., moving to a new cluster). As soon as the
SN associates with the AP in the new cluster, the SN will
then creates a new site-local address (if not created before)
by combining a prefix from the router advertisement and the
link-layer address. This new address is then used as a primary
care-of-address.

B. Network Malfunction

Another form of handoff in this network is arranged to
handle a situation when a master node fails to operate prop-
erly (e.g., is malfunctioning). This situation would cause the

slave nodes that are attached to this master node to lose their
communication links with other slave nodes in the network.
Let us assume that SN-x is a slave node whose home agent
(HA) is MN and is currently in its home cluster.

Under these assumptions, as soon as MN stops func-
tioning, SN-x will naturally associate itself with the closest
master node within its communication range (e.g. MN
in cluster ). In this case, SN-x can still send packets to other
slave nodes that are attached to other clusters. However, a
problem arises if other slave nodes attached to different clus-
ters try to send packets to SN-x. This is mainly because other
slave nodes cannot update their binding caches for SN-x.
Note that under normal handoff conditions, they can send
packets to the home address of SN-x, expecting these packets
to be forwarded to the right location (if the SN-x is away from
home), and the SN-x will eventually send back the binding
updates. However, since this process can only be accom-
plished via the MN , in its absence, a special arrange-
ment would be needed, as discussed in the following.

This problem can be resolved by assigning multiple home
(permanent) addresses to each slave node as a backup. For
instance, with IPv6, because each slave node is allowed
to have a unique IPv6 address at each cluster, the SN-x
could have two home (permanent) addresses belonging to
Net- and Net- (i.e., Net- home address and Net-home
address). Equivalently, MN and MN become
the home agents of SN-x. In this case, whenever the SN-x
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changes its point-of-attachment, it always sends the binding
updates (BUs) not only to MN , but also to MN .

With this arrangement, the SN-x will be reachable at least
through the MN , even in the absence of MN . For
instance, if other slave nodes fail to send packets to the Net-
home address of SN-x, they can simply try an alternative
(Net- ) home address. As long as MN is alive (and there
is a route between the SN-x and other slave nodes), they can
initially send packets to SN-x through MN and then di-
rectly to SN-x via MN (after receiving BUs).

IV. IEEE 802.11

The IEEE 801.11 standard defines two different types
of radio-frequency-based LANs for the physical layer:
direct sequence spread spectrum (DSSS), and frequency
hopping spread spectrum (FHSS) [6]. In addition, the
standard defines the carrier sense multiple access protocol
with collision avoidance (CSMA/CA). The protocol can
support WLAN in two different modes: infrastructure and
ad hoc. In the infrastructure network mode, mobile nodes
should communicate with each other via an AP. Both DSSS
and FHSS physical layers can be used to implement this
network. The main advantage of using DSSS is to do with
its higher throughput rate (up to 11 Mb/s) as compared
to 1 or 2 Mb/s FHSS (e.g., using two-level or four-level
GFSK modulation) [20]. However, when there is a relatively
large number of clusters, the cochannel interference may
become a major concern if the DSSS system is deployed.
It should be noted that since DSSS can operate in three
nonoverlapping channel frequency bands, up to three APs
can be collocated without causing too much interference.
At the same time, the IEEE 802.11 FHSS system, which
hops from narrowband to narrowband (within a wideband),
can select one of its 79 possible hopping sequences to avoid
interference. Thus, if a larger number of clusters is expected
to overlap, the FHSS system may find to be more suitable
for the cluster-based network. We should point out that
overlapped clusters can occasionally collide on a hop and
consequently affect the system throughput. However, the
possibility of a large number of clusters moving close to
each other to cover a small region depends on the nature of
the operation or specific tasks. Nevertheless, when small
number of clusters is deployed, the DSSS has the advantage
due to lower cost and better throughput rate [6].

Although no attempt has been made in this paper to com-
pare these systems for our application, based on the above
observation, we have considered FHSS for the infrastructure
part of the network that deploys APs. For the ad hoc part,
however, DSSS can also be considered. This is mainly be-
cause all the WLAN cards operating in the ad hoc mode (i.e.,
Net-0) have to use the same hopping sequence in order to
communicate with each other. Thus, the DSSS system, with
its higher throughput rate, was found to be more suitable
for transmission via multihop routing. Nevertheless, such an
option has not been considered in our current experimental
setup.

Fig. 8. Throughput performance for one node.

Fig. 9. Throughput performance for two nodes.

Regarding the IEEE 802.11 error correction capabilities,
it provides only Automatic Repeat reQuest (ARQ) for the
retransmission of corrupted packets. It uses a positive ac-
knowledgment (ACK) when a packet is successfully received
without errors. The integrity of a packet is checked by its
cyclic redundancy check (CRC) at the receiver. If the trans-
mitting node does not receive an ACK of its packet, it will
make more attempts to retransmit the packet. According to
the IEEE 802.11 standard [6], the sender is allowed several
retransmission attempts.

The retransmission however, may not always be a very ef-
fective mechanism for real-time applications, particularly for
transmission over multihop networks. Fortunately, the stan-
dard has defined a parameter, which could allow the max-
imum retry attempts to a desirable setting to suit specific
applications.

V. EXPERIMENTAL SETUP

We have constructed a network consisting of three clus-
ters where each cluster comprises two SN nodes using PDA
devices. As mentioned earlier, this network is composed of
two networks: ad hoc between MNs and infrastructure be-
tween MN and its SNs. The MN is implemented using an
IEEE 802.11 FHSS compliant AP, a laptop with an Ethernet
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Fig. 10. Propagation delay distributions for 1-hop communication.

Fig. 11. Propagation delay distributions for 2-hop communication.

port, and an IEEE 802.11 FHSS compliant WLAN card. This
Ethernet interface is directly connected to the AP through the
cross RJ-45 cable. The SN, which operates in an infrastruc-
ture mode, uses an IEEE 802.11 FHSS wireless LAN card
and a PDA device. In addition, the data rate for all the IEEE
802.11 FHSS devices have been set to 1 Mb/s. The operating

system for the PDAs and laptop PCs is Linux with kernel
version 2.4.x, which can function as a router to forward IP
packets from the AP (the Ethernet port) to the WLAN card,
and vice versa. To evaluate the performance of the proposed
network, various tests have been carried out to measure de-
lays and packet-loss rates in a multihop chain transmission.
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Fig. 12. Propagation delay distributions for 3-hop communication.

In our first set of experiments, the source SN transmits
UDP packets to the destination SN. The source SN (SN-S)
and the destination SN (SN-D) may belong to the same cluster
or attached to different clusters. We define SN-S and
SN-D ,as thesourceanddestinationSNsthatareattached
to clusters and , respectively. The number of MNs that are
involved in the transmission defines the number of hops that
a packet travels. For instance, if both nodes are located in the
same cluster (i.e., ), the number of hops is one. In this
case, communication is performed in an infrastructure mode.
It should be noted that the amount of traffic, in this mode,
includes transmission from SN-S to the AP and then AP to the
SN-D in the same cluster (i.e., 1-hop transmission). As will be
shown later, this can affect the throughput performance for the
1-hopascomparedwith the2-hop transmission.AsmoreMNs
are involved in the transmission process (i.e., via a multihop
chain), the cochannel interference may become the main
factor affecting the network performance. Such interference
could reduce the system throughput as the number of hops
increases.

During the first set of experiments, we made sure that
for each experiment all the SNs remain within the cov-
erage area of their associated MNs and the nodes remain
stationary to prevent any change of routing or handoffs. In
addition, since this network has been primarily designed to
transmit real-time multimedia information [21], our main
objective was to evaluate the effect of the retransmission
mechanism that is supported by IEEE 802.11. Thus, in
these experiments, the number of maximum retransmissions
(max.retries) has been set either to 0 (i.e., deactivating the
retransmission mechanism), or 3 on all the 802.11 devices.

Fig. 13. Average delay.

For these measurements, we used the free software “iperf” 5

to generate a sequence of 400 bytes length UDP packets at a
constant bit rate (CBR).

These tests were carried out many times, and the first
set of results are depicted in Figs. 8 and 9. These figures
show the system throughput performance when packets are
transported via routes with differing number of hops and
max.retries when one or two nodes in the same cluster are in
contention. Fig. 8 presents the network performance when a
single node is involved in the transmission, and Fig. 9 shows
the results when two nodes in the same cluster are involved
in the simultaneous transmission of real-time data.

5This software is available at http://dast.nlanr.net/Project/Iperf
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Fig. 14. AODV route change scenario.

As can be observed from both figures, at lower bit rates
the system throughput increases almost linearly due to lower
packet drops. The throughput performance begins to saturate
at higher bit rates as the number of transmitting packets can
overwhelm the available channel resources. An interesting
observation is that the best performance is achieved in the
case of 2-hop transmission. As explained earlier, this is due
to the higher traffic in a 1-hop transmission as a result of the
destination node being in the same cluster.

Regarding retransmission, we noticed that increasing the
number of max.retries to 3 cannot significantly improve the
network performance. However, at higher bit rates, the re-
transmission can have a better impact on the throughput per-
formance for the two-nodes case (Fig. 9).

In terms of delay performance, Figs. 10–12 show the mea-
sured probability density functions of the end-to-end propa-
gation delays for 1-hop, 2-hop, and 3-hop, respectively. In
particular, these figures include the delay distributions for
128, 384, and 768 kb/s with max.retries of 0 and 3. These
measurements were based on a time resolution of 10 ms (i.e.,
0–10, 10–20, 20–30). We should point out that the prop-
agation delay is the time difference between the received
and transmitted packets. We used the Network Time Pro-
tocol (NTP)6 [24] to measure the delays by synchronizing
the clock of the source and destination.

The average propagation delays as a function of the source
bit rate for 1-hop, 2-hop, and 3-hop with max.retries settings
of 1 and 3 are also shown in Fig. 13.

Looking at these figures we can deduce that the average
delay remains almost unchanged when the bit rate is much
smaller than the system throughput (e.g.,256 kb/s). As
the bit rate approaches the system throughput, the average
delay rises rapidly and then reaches the saturation value.
Comparing 1-hop with 2-hop transmission, we notice that
the 2-hop has smaller delays at bit rates between 300 and
600 kb/s. This delay increases slightly at higher bit rates
(e.g., 768 kb/s). Again, this behavior is due to the fact that
2-hop has smaller peak traffic (i.e., the highest traffic in the
channels between the source and destination) than the single
hop transmission. In terms of number of max.retries, we
noticed that the max.retries of 3 has larger average delays.
This is naturally due to the extra delay caused by the retrans-
mission. In particular, the delay further deteriorates with an
increase in the number of hops and/or bit rate. Obviously,
more hops can cause additional delay and a higher bit rate

6The implementation of NTP protocol is available at http://www.ntp.org

Fig. 15. Average packet loss in AODV route change.

would result in more backoff time for retransmission due to
the increased contention for the channel.

A. Effect of Ad Hoc Routing

Our next set of experiments were mainly concerned with
evaluating the effect of ad hoc route change on the network
performance. As discussed in Section II-B, the AODV
routing protocol has been considered in our experimental
setup. For each test, we created an environment where a
change of route can occur without causing any handoffs.
Fig. 14 presents the test scenario that we used to evaluating
the network. Fig. 14(a) shows the initial stage where the
source SN (SN-S) in Net-1 sends a sequence of UDP packets
to the destination node (SN-D) in Net-3 via MN and
MN . As can be observed, there is no intermediate hop-
ping nodes in the ad hoc routing (i.e., direct route between
MN and MN ), and this has been referred to as
route A in Fig. 14(a). Next, we created a situation where a
change of ad hoc route can occur during the transmission. In
this case, a route change will be via MN (intermediate
hopping node) referred to as route B in Fig. 14(b).

To make sure that these measurements were performed
under the same conditions throughout our experiments, we
used a special software tool known as “mackill.” 7 With this
tool, we can intentionally change the routing path by fil-
tering the packets at the MAC layer of the source and the
destination nodes (e.g., MN and MN in this ex-
ample). In other words, the function of the “mackill” is to

7This software is available at http://www.apetestbed.sourceforge.net
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Fig. 16. Delays in AODV route change.

block packets at the MAC layer that are sent from MN
to MN (and vice versa). This would prevent any com-
munications at the IP layer in which the AODV protocol
operates. Consequently, MN will no longer be consid-
ered as MN ’s neighbor during the AODV route dis-
covery process. Under such conditions, only MN will
become a neighbor to MN as MN to MN
[see Fig. 14(b)]. As soon as the MN loses its route
to MN , MN sends a RREQ to MN via its
neighboring node, MN . After the route B has been es-
tablished, the packets sent by SN-S go through route B in-
stead of route A.

It should be noted that the time required to change
route from A to B depends on some of the AODV pa-
rameters such as (the number
of lost Hello messages that a node can tolerate before
considering the link is broken) and
(the interval between transmitting a hello message)
[9]. In these experiments we have used the default
values specified in [9] ( ,

ms). Under these conditions, we
observed that the time required to change from route A to
route B is about 2 s.

It should be noted that despite selecting the above de-
fault values for our experiments, these parameters should
normally be selected in such a way as to suit specific
applications. For instance, and the

are parameters that indicate when the link

is broken and, thus, more periodic Hello messages can help
speeding up the route change or handoff. Consequently, this
would be at the expense of higher bandwidth consumption.
Therefore, there is a tradeoff when setting the values for
these parameters. Nevertheless, we should also point out
that it is possible to eliminate the Hello message entirely by
relying on the underplaying link layer. For example, in the
IEEE 802.11, a node can detect a link failure (to the next
hop) by utilizing link layer notifications, such as an absence
of ACK, failure to get clear-to-send (CTS) after sending
request-to-send (RTS) [6], or overhearing the transmission
attempt made by the next hop. Such an arrangement is
currently under implementation.

In the first experiment, the average number of missing
packets during a route change [e.g., from Fig. 14(a) to (b)]
has been measured and the results, as a function of source
transmission rate, are shown in Fig. 15. As can be observed,
the average packet loss goes up almost linearly as the bit rate
increases. This behavior is mainly due to the fact that the time
required to change a route is almost the same regardless of
the bit rate. Furthermore, comparing the max.retries 0 and 3,
we can also observe that the retransmission may not signifi-
cantly improve the network performance.

In terms of delay performance, Fig. 16 depicts the prop-
agation delays caused by the route change. This figure in-
cludes samples for 128 kb/s and 768 kb/s with max.retries 0
and 3. Note that when the bit rate is low (e.g., 128 kb/s), the
delays before and after the route change have little effect on
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Fig. 17. Handoff with Mobile IP.

the average propagation delays. The average propagation de-
lays at a higher bit rate (i.e., 768 kb/s), as displayed in Fig. 16,
increases rapidly before reaching the saturation level around
the average delays shown earlier in Fig. 9. This is due to the
fact that the traffic in the ad hoc channel immediately after
the route change is very low.

B. Handoffs Effect

As discussed in Section III, Mobil IPv6 has been con-
sidered for the handoff process. The handoff performance
is examined in accordance with the scenario depicted in
Fig. 17. In this scenario, MN is the home agent of
destination SN (SN-D) while the source SN (SN-S) is
attached to MN . Initially, SN-S sends packet to SN-D
via MN and MN (i.e., route A in Fig. 17). Then,
SN-D changes its point of attachment by associating with
the AP in Net-3 thus triggering a handoff at the link layer.
SN-D configures the primary care-of-address (COA) based
on the router advertisement from MN and its own MAC
address. Subsequently, SN-D sends the binding update (BU)
to the HA MN to update its binding cache (BC) for
SN-D. Note that to achieve this, MN should know the
route to MN . Otherwise, MN will send a RREQ to
its neighbor, which is MN in this case. As soon as the
route between MN and MN (via MN which
itself hosts the source node in this example) is established,
MN will send the binding acknowledgment (BA) to
MN . Since at this stage, SN-S does not yet know the
change of location of SN-D (assuming SN-D is not yet in
the SN-S’s BU list), its packets will be intercepted by the
HA of the old network MN before being forwarded
to the new COA of SN-D in MN (route B). Note that at
this stage, the communications between SN-S and SN-D are
performed via triangle routing. As soon as SN-D receives
the encapsulated packets from MN , it sends the BU to
the sender (SN-S) to notify its new address. SN-S will then
update the BC for SN-D in order to send packets directly to
SN-D in MN (route C).

Under the above test environment, in our first experiment
we measured average number of missing packets during the
handoff (from MN to MN ) as a function of the
source UDP bit rate. Fig. 18 shows the average number of

Fig. 18. Average packet loss in Mobile IP.

missing packets during the handoff. As can be observed, the
average number of missing packets increases almost linearly
as the bit rate increases. This is because the time required to
complete the handoff process almost remains the same, re-
gardless of the source bit rate and max.retries. Note that such
behavior may change if there is other traffic in the ad hoc
channel.

In our next experiment, we measured the samples of
propagation delays versus the transmitted time during
the handoff process. These results, which are depicted in
Fig. 19, correspond to the time that is required to complete
the handoff process. For instance, as SN-D moves to a new
cluster, it cannot receive the packets from SN-S until the
HA MN updates its BC for the SN-D. This causes
packets to be lost for a certain duration. Such a duration
depends on the traffic, routes (before and after a handoff),
as well as the minimum and maximum router advertisement
intervals (MinRtrAdvInterval and MaxRtrAdvInterval)
defined in [19]. We used the recommended values of 0.05
and 1.5 for MinRtrAdvInterval and MaxRtrAdvInterval,
respectively [19], for the router advertisement at MNs.

After moving to a new cluster, SN-D temporarily receives
the packets through the HA (route B). As shown in Fig. 19,
the delays are much larger for route B, particularly at the
higher bit rates (e.g., 768 kb/s). This is because route B goes
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Fig. 19. Delays in Mobile IP.

through more hops than route A and C. Furthermore, within
the ad hoc channel, route B is dealing with more traffic than
the other routes. For example, compared with route A or C,
route B is handling higher traffic in the ad hoc channel be-
cause packets go through MN , MN , MN , and
MN (see Fig. 17).

Finally, in our experiments, we observed that the main lim-
iting factor with expanding the number of MNs is the large
delay that is mainly caused by a route change in AODV. Con-
sequently, this can result in a loss of many packets, which can
have a serious impact for real-time multimedia communica-
tion. In addition, as shown in our experiments, packet retrans-
mission, although effective, cannot contribute significantly
to recovering the lost packets. For instance, for real-time ap-
plications it may become necessary to deploy forward error
correction codes at the application layer as well as develop
robust error resilient coding for video streaming [20]. Al-
though such an investigation had been carried out during the
course of this project, its detailed description is beyond the
scope of this paper. However, the experimental setup verifies
successful operation of the proposed multihop ad hoc net-
work capable of providing video communication for tactical
operations. We hope to measure the network performance
when a larger number of clusters have been utilized. In addi-
tion, we expect to evaluate the network performance utilizing
other ad hoc routing protocols such DSR and optimized link
state routing (OLSR) [25].

VI. CONCLUSION

In this paper, we have proposed a multihop, master-slave
cluster-based network architecture. This network has been
designed on the assumption that all the nodes within each
cluster move as a group. However, to allow handoffs for some
isolated nodes, Mobile IPv6 has been considered. The most
important feature of the network is that only master nodes are
involved in the ad hoc routing. The AODV routing protocol
has been used for ad hoc routing.

The paper presents detailed design aspects for the IP-based
network for IP version 4 (IPv4) and IP version 6 (IPv6).
The network has been implemented using the IEEE 802.11
WLAN technology. An experimental testbed was developed,
which was then used to evaluate the performance of the net-
work. This included a number of experiments to measure de-
lays and packet-loss rates under various test scenarios, such
as change of routing and handoffs. This network has been pri-
marily developed for video-based sensor networks and has
been successfully tested for field trials.
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