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1. Summary

The U.S. Army Research Laboratory (ARL) conducted numerous model runs of the Advanced
Research version of the Weather Research and Forecasting (WRF) model at horizontal
resolutions of 3 and 1 km. ARL’s research emphasis in this study focused on sensitivity
experiments of the model parameterizations including model time steps, vertical resolution,
explicit microphysics, and the planetary boundary layer. Model output was studied for numerous
different meteorological parameters but most of the effort was aimed at analyzing surface
features such as wind, temperature, moisture, and precipitation to better understand how the
different parameterizations influenced the surface-based observations.

2. Introduction

The U.S. Army Research Laboratory (ARL) Battlefield Environment Directorate (BED) has
performed research involving various aspects of the Advanced Research version of the Weather
Research and Forecasting (WRF-ARW) model (Skamarock et al., 2008) version 3.0.1.1 during
2009. This research focuses primarily on the utility of the WRF-ARW for limited-area short-
range forecast and nowcast purposes at grid spacing ranging between 0.3 km and 3 km, and is
being partially supported through the Air Force Weather Agency (AFWA). ARL tested various
perturbations involving model vertical resolution, time stepping, microphysics, planetary
boundary layer (PBL) and turbulence parameterization, observation nudging data assimilation,
and sub-nesting to hundreds of meters grid spacing (Dumais et al., 2009). To provide proper
metrics using traditional statistical and newer object- based verification approaches, the National
Center for Atmospheric Research (NCAR) Model Evaluation Tool (MET) was implemented as a
part of this research (see Model Evaluation Tools | DTC User’s Support Page in the references).

ARL has performed case studies investigating the performance of various Numerical Weather
Prediction (NWP) models over many years to highlight appropriate weather forecast applications
for predominantly military use. Previous studies have included some traditional statistical
measures including mean error (ME), mean absolute error (MAE), and root mean square error
(RMSE) values, but resource constraints dictated a fairly small number of data points used for
the calculations. The development of MET allows for more comprehensive statistical
evaluations of current DoD options for using the Weather Research and Forecasting (WRF)
model. MET was used to generate ME, MAE, and RMSE values based on weekly WRF runs
over a 10-week period during the spring months of 2009. As a matter of convenience, results are
noted to two decimal places even though the data are not significant to that degree of accuracy.



Wind direction errors were omitted for any observed wind speed less than 1 m/s.” MET
calculates wind direction mean errors in two different ways.

1. Forthe “ROW_MEAN_WDIR?” line, each of the input lines are treated separately and
given equal weight. The mean forecast wind direction, mean observation wind direction,
and the associated error are computed for each of these lines. Then the means are
computed across all of these forecast wind directions, observation wind directions, and
their errors.

2. For the “AGGR_WNDIR” ling, the input lines are first aggregated into a single line of partial
sums where the weight for each line is determined by the number of points it represents.
From this aggregated line, the mean forecast wind direction, observation wind direction,
and the associated error are computed and written out.

Both are included in this report, although the errors seem smaller than expected. Bias values
near 180 degrees are misleading since they are actually very close to a 0 degree bias.

A second research area is focused upon the development of the WRF-ARW four-dimensional
data assimilation (FDDA) for the same limited area domains and grid space resolutions being
studied over the Dugway Proving Ground (DPG), UT, region. The model version used in this
part of the study was WRF version 3.1. A final research effort is investigating the potential for
sub-kilometer grid space nesting in the WRF-ARW, and is aimed at exploring issues such as
whether or not to use PBL parameterization, terrain treatment, lateral boundary condition effects,
two-way nesting potential, domain size and computational feasibility, and time step influence.
Neither of these two research areas will be discussed in this report.

3. Model Configuration

The model runs in this study use a 3-km and 1-km double nest configuration, and the National
Center of Environmental Prediction’s WRF-based North American Model (NAM) 218 grids as
initial conditions and lateral boundary conditions for the outer nest. The specifications of the
ARL WRF-ARW nests, along with a control set of namelist (model control) options, are shown
in table 1.

* Note that “s” or “sec” is used interchangeable throughout this report for the unit “second.”



Table 1. Namelist options for WRF-ARW control run used in this model study.

Namelist Parameter Option Selected
Shortwave radiation scheme Dudhia scheme
Longwave radiation scheme RRTM
Explicit moist microphysics WSM-5 class
Cumulus parameterization None on both nests
PBL scheme Yonsei State University (YSU) non-local closure
Surface layer Monin-Obukhov
Land surface scheme NOAH land-surface model
Time step (sec) to grid-spacing (km) ratio 3:1
Horizontal subgrid diffusion 2" order on coordinate surfaces
Subgrid turbulence closure Horizontal Smagorinsky 1% order closure
Number of vertical etap (eta-pressure) terrain-following levels | 60
Vertical velocity damping Yes
Feedback Yes—with smooth-desmooth-smooth filter
Nesting Two-way
Terrain slope/shadow Yes

In table 2, the set of perturbations from the control run that are also being simulated are shown.

Table 2. Individual simulation perturbations from WRF-ARW control run that were executed.

Thompson explicit moist microphysics

Lin explicit microphysics

Mellow-Yamada-Janic (MYJ) PBL scheme with MYJ surface layer

Time steps (s) to grid spacing (km) ratio of 1:1

Number of vertical etap terrain-following levels =40

Number of vertical etap terrain-following levels=80

Both the control and the subset of perturbations were run for a small number of predetermined
case studies, with the grid domain centered over DPG. For all cases, a full 24-hour (h)
simulation period was examined starting at 0600 universal time coordinates (UTC). The location
of the model domain was selected based on several factors: excellent complex terrain area with a
nearby large inland lake, seasonal changes in meteorology, which run a wide spectrum of
synoptic phenomena, proximity to the Utah Mesowest, and the potential for additional ground



truth boundary layer meteorology measurements via the West Desert Test Center at DPG. The
size of the modeling domains was similar to what has been utilized in ARL meteorological
modeling applications for the Army, while the NAM 218 is similar to the operational resolutions
run currently at AFWA at a four times daily frequency (15 km, 5 km). In this particular study
the outer domain (domain 1) with a 3-km resolution was 183*183 grid points while the inner nest
(domain 2) was 103*103 with a 1-km resolution.

WREF output on standard surface and pressure levels was generated with the WRF Post Processor
Version 3 (WPPV3), and those values were compared to point observations including surface,
upper air, and radar wind data. All the observations were within 16 minutes before or after the
model valid time on the hour. The observations for domain 1 were obtained from the National
Center for Environmental Prediction’s PrepBinary Universal Form for the Representation of
meteorological data Prep(BUFR) files. These observations are considered acceptable for
operational use. Approximately 20-25 PrepBUFR surface station observations were available
each hour for domain 1, with only a sporadic single observation within the domain 2 grid (see
figures 1 and 2). The PrepBUFR observations also include two upper air sounding locations and
a single radar wind profiler site, Elko, NV, and Salt Lake City (SLC), UT, and VADWND on the
map showing the two WRF domains. Based on the lack of PrepBUFR observations available for
evaluation in domain 2, mesonet observations were obtained from the Meteorological
Assimilation Data Ingest System (MADIS), which included up to 24 surface station observations
within domain 2. No MADIS observations were available for 8 April 2009, so some of the
PrepBUFR evaluations were skipped on that date. No upper air observations were available
within domain 2 for this study. Many more surface observations could be incorporated into the
domain 1 evaluations if MADIS mesonet observations were used rather than the PrepBUFR
observations, but no attempt to use them or to compare their quality values was attempted for
this study based on time constraints.



Figure 2. Domain 2, the inner nest over DPG with sites where Surface Atmospheric Measuring Systems
are located.



4. Meteorological Analysis

Four model runs were done over DPG during this study, each with unique modeling issues. A
description of the larger-scale weather is listed for each case.

4.1 Casel

Case 1: 26 March 2009 — A 540 dm upper low was located just northeast of SLC at 1200 UTC,
26 March 2009 with a strong, digging jet max on the southwest side of the upper low over
Nevada. At the surface, the lowest pressure was over north central Colorado with a warm front
over eastern Colorado and a cold front extending from the low through southern Utah. The cold
front had already passed through most of domain 1 and all of domain 2 by 0600 UTC, which led
to a deep west to northwest flow at most levels of the atmosphere, along with strong northwest
upslope flow on the west side of any mountain ranges. The 1200 UTC SLC sounding, as
displayed in figure 3, showed a moist layer from 800 to 630 hPa with a temperature of -31.5 °C
at 500 hPa, which led to considerable mid-level instability. This resulted in significant mountain
snows but little snow accumulation in the valley locations due to dry air advecting in from the
northwest in the boundary layer. By late afternoon, most of the region was cold and dry with
winds veering to a north-northeasterly direction.
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Figure 3. Upper-air observation for SLC at 1200 UTC, 26 March 2009.

Note: Source is http://weather.uwyo.edu/upperair/sounding.html.



The key focus in this model run was the precipitation amounts. As seen in the 1200 UTC SLC
sounding, the layer from 650 to 800 hPa is nearly saturated. However, by 0000 UTC, 27 March
2009 (refer to figure 4), only a modest amount of moisture remains in the layer. The precipitable
water has dropped from 7.19 mm to 4.10 mm at SLC and the associated mixing ratios have also
diminished. Thus, as expected, much of the precipitation occurred in the early hours of the
model run and over the higher terrain.

72572 SLC Salt Lake City QK
100 pposqn —n ;
WL ‘ % SLAT 4077
V. / SLOM -111.95
VN o SELV 1289,
i L 78 SHOW 6.76
- % LIFT 634
I LFTV 692
1 \\ s : SWET 5071
200 paaza - : ¢ T KINK 810
SNCXBELSTN b =k
PR VALY VAP A A4 " VTOT 29.10
\ \ TOTL 4320
300 ﬁ;ﬁ <\ / CAPE 0.00
) v 3 CAPY 0.00
h CINS 0,00
e X sl K LA T
WK 7 VA £ EGLY -9999
- —t e e - EQTY -9999
_— ST N XN 7 AKX AN, LFCT -9393
My YA N NFW A LFCY -9339
600 Ko A £ A N A S [ £ BRCH 0.00
. T AVS T, f BRCY 0.00
?00 DO‘{H}. 5 _:nV\ = ).’ AW "J\ /c' LCLT 254.3
il kY N . VALY, V_ g~ i f f ] f LCLF 6821
800 ;@a‘;{ﬂ/ i i A v A "o / MLTH 2861
200 AL MLMR 1.32
E: B A8 ETAN ,;." ;{ ‘3 nﬁl.lxﬂ'_ ﬂnlf‘.fi_mg}if:_/l THCK 5312
PWAT 4.10
.40 -30 <20 -10 0 10 20 30 40
00Z 27 Mar 2009 University of Wyoming

Figure 4. Upper-air observation for SLC, 27 March 2009 at 0000 UTC.

Note: Source is http://weather.uwyo.edu/upperair/sounding.html.

Since no surface observations are available on the higher terrain it becomes impossible to verify
actual precipitation totals. Radar data is probably too far from the location and is not particularly
useful in this case. However, there is still the issue of precipitation amount and the different
parameterization over high terrain. Table 3 shows the model maximum precipitation over the
high terrain of the Deep Creek Mountains on the southwestern border of domain 2.



Table 3. Total 24-h maximum precipitation (mm) from 26 March, 0600 UTC to 27 March, 0600 UTC, over Deep
Creek Mountains.

Model Parameterization 24-h Total Precipitation Over I—!ighest Peaks of
The Deep Creek Mountains (mm)

Microphysics 4 50 mm
Microphysics 2 65 mm
Microphysics 8 33 mm

MY J Boundary-layer scheme 45 mm
40 model levels 40 mm

80 model levels 50 mm
3-second time step 55 mm

Table 3 shows a wide variety in orographic precipitation with microphysics option 8 producing
the lowest total (33 mm) and microphysics option 2 producing the highest total (65 mm) over the
24-h forecast period. Plotting some of the key moisture variables through the forecast does give
some hints as to what the moisture differences are between microphyics 2 (Lin routine) and
microphysics 8 (Thompson routine). Figure 5 shows the vertical motion field in m/sec for the
Lin microphysics case while figure 6 displays the vertical motion field for Thompson’s scheme.

26 Mar 06 24—h fcst PHYS=2 39.8 —113.95 W

Figure 5. Vertical motion field (m/sec) from 0600 UTC, 26 March to 0600 UTC, 27 March with
height (km) at 39.8N-113.95 (over Deep Creek Mountains) using microphysics 2
parameterization.
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Figure 6. Vertical motion field (m/sec) from 0600 UTC, 26 March to 0600 UTC, 27 March with
height (km) at 39.8N-113.95 (over Deep Creek Mountains) using microphysics 8
parameterization.

While there are minor differences in the vertical motion field, they are very similar in having a
shallow layer of rising motion overlaid by a deep layer of sinking motion above it. This result
was a little surprising at first because the atmosphere was unstable; however, it is possible that
most of the lifting was weaker and from upslope alone on the western side of the mountain
range. While not shown here, there are only slight differences in grain (rain water mixing ratio),
gsnow (snow mixing ratio), and the vertical distribution of the relative humidity (RH) in the
results of the two different microphysics options. However, as figures 7 and 8 indicate, there are
large discrepancies in the gice (ice mixing ratio) fields.
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Figure 7. Qice (kg/kg) from 0600 UTC, 26 March to 0600 UTC, 27 March with height (km) at
39.8N-113.95 (over Deep Creek Mountains) using microphysics 2 parameterization.
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Figure 8. Qice (kg/kg) from 0600 UTC, 26 March to 0600 UTC, 27 March with height (km) at
39.8N-113.95 (over Deep Creek Mountains) using microphysics 8 parameterization.
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Overall, the model performed well for this case—a highly dynamical system, with a strong
surface cold front. As an example, the forecasted surface wind field at 0700 UTC, is shown in
figure 9 and the observed wind field at 0700 UTC is displayed in figure 10. It can be seen that
the model handled the wind directions well capturing the northwest to north surface winds over
the domain. The forecasted wind speeds average about 10 m/s in the valley locations with
stronger winds on the downslope or east side of the Deep Creek Mountains. Due to the lack of
available observations over and near this mountain range, it is impossible to see if these wind
speeds verified; however, the one observation near the mountain range does show a measured
wind speed of 9 m/s.

The temperature fields were also handled well by the simulation as seen in figures 11 and 12.
The forecasted temperatures were about 278 K (5 °C) in the valley area while observations were
generally 4-5 °C in the region.

26 March 2009 Control 0700 UTC wind (m/sec)
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Figure 9. Wind direction (arrows) wind speed m/sec (shaded) at 0700 UTC, 26 March 2009 over
domain 2 for the control run (microphysics option 4).
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Figure 10. Wind direction (wind barbs) along with wind speed (m/s) at 0700 UTC, 26 March 2009
over domain 2 from observations on Mesowest.
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Figure 11. Surface temperature (T2) in K with terrain (contours) at 2300 UTC, 26 March 2009 over
domain 2 for the control run.
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Figure 12. Surface temperature (°C) with wind direction at 2300 UTC, 26 March 2009 using
Mesowest observations in domain area.

4.2 Case?2

Case 2: 21 April 2009 - This day featured a deep 534 dm upper low over Michigan with an
upper ridge over the western United States, including the Utah area. The surface conditions were
clear with light winds. The main purpose of this day was to study the basic terrain-induced wind
circulations in the region on a day with no synoptic or dynamic interference.

At 1400 UTC, 21 April 2009 temperatures in the valley locations ranged from 6 to 9 °C, while
higher surface temperatures (11-13 °C), were observed on the higher terrain or at the foothills of
the mountains. A peak temperature of 15 °C was noted on the higher slopes to the southeast side
of the grid. The observed winds were what might be expected for the early morning under a
clear sky—nocturnal downslope or drainage winds off the higher terrain and a general south to
north (downvalley) flow in the basin area. Given these observations, it could be assumed that
there exists a strong temperature inversion, and this is verified by looking at the 1200 UTC SLC
sounding (refer to figure 15), which indicates a 15.2 °C at 850 hPa.

4.2.1 Temperature and Wind field

Using the control run, the WRF overforecasts the surface temperature by approximately 3 °C as
can be seen in figure 13. This overforecasting problem was not limited to the control run as can
be seen in figures 16-19. In figure 17, the MYJ PBL was employed and shows a stronger bias to
overforecast the surface temperatures with temperatures 4-5 °C higher than the observed. While
the study size is still small, it appears that the MYJ PBL trended toward the highest temperature
bias of all the model runs. The 80-level model (figure 18) and 40-level model (figure 19) runs
both showed a bias of approximately 2-3 °C although the high-temperature bias was about 1°C
over the basin areas. All models runs showed a light and variable wind pattern with weak
circulations imbedded in the flow. None of these can be verified given their small size and lack
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of higher resolution surface observations, although some areas of convergence can be seen in
figure 14 in the northwest corner of the region and in two places near the higher terrain.

This tendency to have a bias in the temperature forecasts is not unique to just the 21 April case.
The highest temperature error through this study was in the first six hours of the model
simulation, which coincided with the overnight hours and early morning hours. Even more
interesting is that the 21 April case had the largest statistical errors.

21 April 2009 Control 1400 UTC Dom 2 T2 (deg C)
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Figure 13. Surface temperature (°C) at 1400 UTC, 21 April 2009 over DPG grid (domain 2) for the
control run.
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Figure 14. Observed temperature field (°C) at 1400 UTC, 21 April 2009 over domain 2.
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Figure 15. Upper-air observation at 1200 UTC at SLC 21 April 2009.
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21 April 2009 3-sec 1400 UTC T2 (deg C)
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Figure 16. Surface temperature (°C) at 1400 UTC, 21 April 2009 over DPG grid (domain 2) for the
model run with 3-second time step.
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Figure 17. Surface temperature (°C) at 1400 UTC, 21 April 2009 over DPG grid (domain 2) for the
model with MYJ PBL parameterization.
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Figure 18. Surface temperature (°C) at 1400 UTC, 21 April 2009 over DPG grid (domain 2) for the
model run with 80 vertical levels.
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Figure 19. Surface temperature (°C) at 1400 UTC, 21 April 2009 over DPG grid (domain 2) for the
model run with 40 vertical levels.
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At 2300 UTC, temperatures had warmed to about 25 °C over much of the grid. Upslope winds
were noted near the higher terrain and surface winds were from a northeasterly direction, perhaps
influenced slightly by the Great Salt Lake.
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Figure 20. Surface temperature and wind directions observations over domain 2 at 2300 UTC, 21
April 2009 from Mesowest.

The model runs captured the general trends at 2300 UTC as seen in figures 21-24. The control
run (figure 21) output matches well with the observed data. The surface winds are from the
northeast across the western part of the grid, with a more northeasterly wind on the east side of
the grid. The upslope winds are well depicted on the higher terrain with a general upvalley flow.
The maximum temperatures in the basin are 25-26 °C, which agrees well with the SAMS data
over the region. The other model runs displayed here agree with this; however, they do indicate
a more easterly wind flow on the northern part of the grid. Otherwise, the temperature and wind
fields are forecasted well.
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21 April 2009 Control 2300 UTC T(C) and winds
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Figure 21. WREF surface temperature (°C) at 2300 UTC, 21 April 2009 over DPG grid (domain 2) for
the control run of the model.
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Figure 22. WREF surface temperature (°C) at 2300 UTC, 21 April 2009 over the DPG grid (domain 2)
for model run using MYJ PBL.
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Figure 23. WRF surface temperature (°C) at 2300 UTC, 21 April 2009 over DPG grid (domain 2) for
model run using 80 vertical levels.
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Figure 24. WREF surface temperature (°C) at 2300 UTC, 21 April 2009 over DPG grid (domain 2) for
model run using 40 vertical levels.
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4.2.2 Vertical Motions on the Boundary

An interesting phenomenon was noted along the southwest boundary of the inner domain when
investigating the model vertical motion field. A strong area of upward vertical motion develops
through the 24-h model cycle; however, it exists on model level 1 (etap) only, and appears only
when using the two-way nest feedback option in the namelist.input file. It has been seen before
for other modeling experiments run at ARL with past WRF-ARW versions, and is believed to be
a fictitious artifact of the feedback option’s interpolation and smoothing of heights and
geopotential fields at the lateral boundary between parent and child nests. It seems to have no
consequence on other model fields throughout the simulations. However, it does appear to be
exponential as shown in figures 25-27 for the control run on 21 April 2009. While only the
control run is shown here this vertical motion feedback feature did occur for all the model runs.

In figure 25, at 0800 UTC, there is light sinking motion or neutral vertical motion across the grid
on a clear, calm night. At the far southwestern corner, there is an area of light rising motion to
0.6 m/sec. By 2000 UTC (figure 26) on 21 April, there is still generally weak sinking motion on
the grid with some light rising motion over the higher terrain. However, along the boundary,
motions of 5.5 m/sec are noted. In figure 27, by 0500 UTC, 22 April 2009 there are areas of
light rising and sinking motions on the grid, but the area of rising motion has increased to

10 m/sec on the southwest border. Since it is difficult to see the small area of enhanced vertical
motions, a closer view of this is provided in figure 28.
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Figure 25. Domain 2 on 21 April 2009 with 0800 UTC level 1 vertical motions plotted.
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Figure 26. Model level 1 vertical motion field in m/s on 21 April 2009, 2000 UTC.

22 April 2009 05Z Control Domain 2 W (m/s) Surface

HOIN

432N

GrAlrs: QOLA/IGES

1148 11300 113.8W 1E37W 11 daw 1135w 1134 I3 113IW 1130w 1138 112w

D00H=-08=14=1%18

Figure 27. Vertical motion field at model level 1 in m/s on 22 April 2009, 0500 UTC .
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Figure 28. Close-up view of rising vertical motions on the border between the inner nest (domain 2)
and parent nest (domain 1) at 0500 UTC, 22 April 2009 for the MYJ PBL run.

4.2.3 Short-wave Radiation and the namelist.input file

Another interesting discovery involved the short-wave radiation (model name SWDOWN)
output. As displayed in figure 29, at 2300 UTC, 21 April 2009, the highest values of SWDOWN
were noticed over the highest peaks of the Deep Creek Mountains on the southwest corner of the
domain. There is a trend of higher values of SWDOWN over the peaks but the differences
during the late afternoon hours were only 10-20 w/m?. It was also interesting to note that the
lowest values were forecasted to be to the northeast of the Deep Creek Mountains. On a sunny
day such as this, it did not immediately make sense to see a difference of 50 w/m? over this area
and at first it appeared that it was due to shading from the local mountain range. However,
looking at some of the other model runs, this proved that it was not related to shading as seen in
figure 30. The shape of the lowered SWDOWN area was different using microphysics option 2
than the control run, which would be impossible given that solar angle and terrain do not change
from run to run of the model. In figure 30, the shading area was aligned north to south and
closer to the mountain range than the area in figure 29, which is displaced further downstream
from the mountain range. The situation became even more problematic when looking at the case
of microphysics 8. Using that parameterization, the shading area near the highest terrain did not
exist as shown in figure 31. This required even more study and it was discovered that for
domain 2 the shading option in the namelist.input file, the model control and parameterization
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file, was not even turned on. While this oversight was attributed to an error in the WRF Users
Guide not mentioning that this variable must be declared for both domain 1 and domain 2, it did
not explain why the different physics routines still had different values for SWDOWN.
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Figure 29. Plot of short-wave radiation (w/m?) for 21 April 2009 at 2300 UTC over domain 2 for
control run of the WRF-ARW.
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Figure 30. Plot of short-wave radiation (w/m?) for 21 April 2009 at 2300 UTC over domain 2 for
model run using microphysics option 2.
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Figure 31. Plot of short-wave radiation (w/m?) for 21 April 2009 at 2300 UTC over domain 2 for model
run using microphysics option 8.

Thus, an investigation of the moisture parameters and vertical motion in the model output was
conducted. These parameters included gsnow, qvapor (water vapor mixing ratio), qcloud (cloud
water mixing ratio), grain, gice, W (z-wind component), and RH. There was little dissimilarity
in many of these fields. No gcloud was produced nor was there any grain generated on any of
the model runs. Additionally, there was no precipitation forecasted at any time in any of the
model runs. It was noted that a layer of higher RH was forecasted in all model runs between 12
and 13 km MSL. The highest forecasts of RH were 60% in this layer. The only variable with
some variation between the different model simulations was gice. As an example, in figure 32,
the plot of gice for the control run at 40.0N (looking east-west across the grid). It shows a layer
of gice being forecasted around 12 km MSL, which coincides with the higher RH area. Qice in
microphysics option 8 is shown in figure 33. The concentration of gice is an order of magnitude
less than the control run and also a much smaller area. It was concluded that these values of gice
were the actual cause of the slight reduction in SWDOWN seen in the control run and most of
the other model runs. However, the lack of gice might be the reason why the model run using
microphysics option 8 did not produce a reduction in SWDOWN. Additionally, this influence of
gice on SWDOWN did not exist until 2200 UTC. The presence of gice continued through the
remaining hours of the model run until 0600 UTC, 22 April 2009, but SWDOWN was only
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observed until 0100 UTC when the sun set on the grid and the influence of gice appeared to be
minimal at that point in the control run.
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Figure 32. East-west plot of gice 21 April 2009 at 2300 UTC at 40.0N over domain 2 for model
run using microphysics option 4, the control run.
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Figure 33. East-west plot of gice 21 April 2009 at 2300 UTC at 40.0N over domain 2 for model run
using microphysics option 8.



As an experiment, the control run was performed with the correct changes to the namelist.input
file, which properly “turned on” the slope-rad and topo-shading terms. The results can be seen
in figure 34 and they illustrate more realistic values of SWDOWN. Areas just east of the terrain
have a reduction of SWDOWN at 2300 UTC of over 100 w/m?. The same influence was
detected in the morning hours when the sun was rising or lower in the eastern sky, and
SWDOWN was reduced on the west side of the mountain ranges.
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Figure 34. Plot of short-wave radiation (w/m?) for 21 April 2009 at 2300 UTC over domain 2 for
control run (microphysics=4) with slope_rad and topo_shading turned on for domain 2.

The plot in figure 34 also introduced another interesting effect on the boundary of domain 2.
While it is difficult to see on the figure, significant drops of SWDOWN of over 500 w/m? are
noted along the boundary. This appears to be a similar problem to the excessive vertical motion
found on the southwest side of the grid when the feedback option is turned on in the
namelist.input file. There is evidence that this also happens when plotting T2 (surface
temperature at 2 m above ground level [AGL]), TH2 (potential temperature at 2 m AGL), and Td
(surface dew point). The problem is not seen after SWDOWN is off, when there is no solar input

43 Case3

The 19 May 2009 case was another complicated case even without the influence of any large-
scale weather influence. There was a strong upper high over Oklahoma at 1200 UTC, 19 May
2009 with a 546 dm upper-low over southwest British Columbia, Canada. At the start of the
forecast period there was weak southwest flow aloft. At the surface level there was a low
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pressure center in southeast British Columbia with a cold front to northwest California. The

1200 sounding is shown in figure 35.
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Figure 35. Upper-air observation at 1200 UTC, 19 May 2009 for SLC, UT.

The morning sounding shows a moist layer from 500 hPa to 350 hPa, with a deep dry layer
below that. Winds are generally from the south in the low and middle layers with a more
westerly component in the higher levels. At 1400 UTC, surface observations available at the
time reported ceilings of between 14000 and 20000 feet AGL over Utah, with south surface
winds. This led to an unseasonably warm night in the region, given the cloud cover and winds.
The local observations from the SAMS data at 1400 UTC is shown in figure 36. The control run
of the model is shown in figure 37, with the wind flow and temperature (°C). Similar to the case
of 21 April, the forecasted temperature at 1400 UTC is 2 °C warmer than the observations for the
control run. The run using the MYJ boundary-layer parameterization (not shown) also indicates
a forecast about 2 °C warmer than observed.
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Figure 37. WRF model output of temperature (shaded in °C) and wind field for 1400 UTC, 19 May
2009 for the control run.

Analysis of the model runs at 2300 UTC showed another interesting case of the SWDOWN
variable and the relationship with the upper-air moisture fields. Figure 38 shows the SWDOWN
field for the control run. The model has isolated streak-like regions where SWDOWN is only
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150-200 w/m? just a few kilometers from areas of 600 w/m?. While this can be realistic, it
became necessary to investigate the cause of these wide differences over short distances.
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Figure 38. WRF model output of SWDOWN (w/m?) field for 2300 UTC, 19 May 2009 for the control
run.

At etap level 25, a significant amount of mid-level moisture was found. It can be seen that this
higher RH coincides well with the decrease of SWDOWN at the surface as displayed in figure
39. While this result is not unexpected, when looking at the gice, the wind field and the vertical
motion field, it was found that all these parameters combined to cause the decrease in
SWDOWN. In figure 40, the wind field appears to be divergent in the areas of rising vertical
motion, which also agrees with the rapid decrease of SWDOWN at the surface. A final
intriguing point of interest in this part of the study was the grain field at level 25. As shown in
figure 41, the temperature field where the grain is forecasted indicates temperatures as low as
-10 °C at that level. Apparently, the model produces rainwater at temperatures well below 0 °C.

30



Figure 39. WRF model output of SWDOWN (contours in w/m?) field in contours for 2300 UTC, 19
May 2009 for the control run along with the RH (shaded in percent) at level 25 of the
model.

19 May 2009 23Z Control Lev 25 W and winds

Figure 40. WRF model output of vertical motion (shaded in m/sec) at 2300 UTC, 19 May 2009 for
the control run along with wind vectors at level 25 of the model.
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19 May 2009 23Z Control Lev 25 grain and temp (C)
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Figure 41. WRF model output of the grain (shaded) field at 2300 UTC, 19 May 2009 for the control
run along with temperature contours (°C) at level 25 of the model.

The surface pressure field is often overlooked as a parameter in model verification and
validation. However, statistical evaluation for the 19 May case indicates a large pressure error
during the afternoon hours centered at 0000 UTC. The RMSE for the surface pressure was
nearly 5.00 hPa. In figure 42, the forecasted surface pressure field is plotted for 0000 UTC,

20 May 2009, while in figure 43 the observed SAMS pressure and wind field is shown. It can be
seen that the average forecasted pressure is 1002—-1003 hPa in the basin, while the observed
values are shown to range from 997.3 to 999.0 hPa with some higher values on the western side
of the grid. It is uncertain why this occurs, but earlier in the day at 1200 UTC (not shown)
pressure differences were only about 1-2 hPa.
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20 May 2009 Control 0000 UTC Pressure (msl)
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Figure 42. WRF model output of the surface pressure (hPa) field at 0000 UTC, 20 May 2009 for the
control run.

Figure 43. Observed surface pressure (hPa) field and surface wind observed at 0000 UTC, 20 May
2009 over the DPG grid (domain 2).
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44 Case4

The upper-air map showed a strong upper ridge over Oklahoma with a trough axis from eastern
Washington to western Nevada. This put Utah in a moderate southwest flow aloft with winds
from 225 degrees at 37 knots at 500 hPa with low-level winds from the south.

72572 SLC Salt Lake City
100 1s580m .
LA\ / S/ SLAT 4077
SLON -111.95
v/ SELV 1289,
SHOW 0.03
3 57 LIFT 025
/ LFTV 013
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500 Y LFCT 6308
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122 26 Jun 2009 University of Wyoming

Figure 44. Upper-air observation at SLC 1200 UTC, 26 June 2009.

The sounding is moist for the time of year and it features a combination of “monsoonal”
moisture along with the influence of the upper-level trough moving through the region. As
expected the models did generate areas of convection during the 24-h model run initiated at
0600 UTC, 26 June 2009. One feature of the day was that drier air moved into the region during
the day as the trough passed to the north, thus, shifting the winds to a weaker northwesterly flow
along with mixing drier air to the boundary layer. Most of the rainfall was over by late in the
afternoon. Table 4 shows the rainfall in certain regions of the grid for each different model
simulation. In the table it can be seen that there is a wide variation in rainfall from model
simulation to model simulation with the highest rainfall associated with the microphysics 8
option and 3-sec time steps. The lowest rainfall amounts occur with the control run
(microphysics 4) and microphysics 2 options. In most of the grids, the heaviest rainfall amounts
occur in the southeast corner of domain 2 with the lowest rainfall forecasted in the highest terrain
in the southwest region of the grid. Figures 45 and 46 show two examples of the rainfall
amounts for the 80-level case and microphysics 8 option.
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Table 4. Precipitation amounts (mm) for various regions of the grid on 26 June 2009 for each of the seven model

simulations.
Maximum Highest
Model Precipitati Southeast Corner | Northwest Corner Precipitation over
. . recipitation on
Simulation the Grid (mm) Area (mm) Area (mm) Deep Creek
Mountains (mm)
Control Run 114 114 8.1 10.2
(microphysics=4)
Microphysics=2 12.7 11.4 12.7 7.6
Microphysics=8 25.4 27.9 16.5 0.0
MYJ PBL 14.0 14.0 9.7 8.9
40-level simulation 20.3 20.3 3.8 3.8
80-level simulation 22.9 22.9 8.9 6.4
3-second time steps 27.9 27.9 8.9 8.9
] Grall5 2,025 HFE
6-26-09 80-levs 2300 UTC rainne (in)
4058
404N 0.9
o8
403N
a7
402N =K
0.5
401N
04
0.3
o2
3348 01
J8.8N
e HW' TI3SW 11380 113TW 113EW  1135W 4% 1133W NME2W 1130w IIJ'M 1129w
| Gralis: COLA/MGES _H09-07-23-17:38 |

Figure 45. Rainfall totals (mm) at 2300 UTC for the 26 June 2009 model run using 80 levels in model
run.
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Figure 46. Rainfall totals (mm) for 2300 UTC for the 26 June 2009 model run using the microphysics
8 option.

A few other interesting features did appear on the 26 June model simulations that involve the
model interaction between domain 1 and domain 2. As an example, figure 47 shows the wind
flow in domain 2 using microphysics option 8. The surface winds are from the south or
downvalley by late afternoon as might be expected on a warm summer day. In the northwest
corner of the grid, north of 40.3N, there are northwesterly surface winds that appear to be
coming from some larger-scale feature. A look at domain 1, the 3-km grid, helps to see this as
shown in figure 48.
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6-26-09 Phys8 2300 UTC SFC W wind elev
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Figure 47. The 26 June 2009 plot of surface winds and vertical motion field (shaded) at surface using
microphysics option 8.

Looking at figure 48, the northwest winds appear to be “spilling” over from the larger grid and
are being caused by convection on the 3-km grid.
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26 June 2009 PHYS=8 2300 UTC winds and precip
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Figure 48. The 26 June 2009 plot of surface winds and accumulated rainfall (mm) at surface using
microphysics option 8 for a section of domain 1 (3-km output).

Another model feature is the vertical motion due to the terrain. The model simulations appear to
handle the upslope and downslope well with the expected vertical motion fields. While there is
no particular way to validate vertical motions, they do make physical sense as seen in figure 49
using the MYJ PBL for domain 2 at 2300 UTC. It can be seen that MY J scheme produces a
south-to-north wind flow down the valley through much of the grid, although there is westerly
and some northwesterly wind flow on the western quarter of the domain. Part of this might be
driven by convection from the outer domain but it also interacts with the high terrain on the
southwest corner of domain 2. The wind component is strong from the west, using the MYJ
PBL with rising motions of 3 m/s on the western slopes where upslope is strongest, while sinking
motions are strongest at the highest peaks and the downslope side where motions of —2 m/s are
forecasted. There are also some areas of weak convergence where the downslope flow interacts
with the downvalley winds at the base of the mountain chain. Figure 50 shows this same
scenario for the control run. Overall, the two plots show little disparity although the control run
shows weaker surface winds and slightly weaker vertical motions.
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6-26-09 MYJ 2300 UTC SFC W wind elev

Figure 49. The 26 June 2009 surface winds and vertical motions (shaded) at 2300 UTC using the MYJ
PBL.

6—-26-09 control 2300 UTC SFC W wind elev

Figure 50. The 26 June 2009 surface winds and vertical motions (shaded) at 2300 UTC using the
control run and the YSU PBL.
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5. Statistics

Tables 5 and 6 show the surface temperature, dew point temperature, RH, sea level pressure,
u-wind component, v-wind component, wind speed, and wind direction for standard surface-
level. The results are expressed in ME, MAE, RMSE, and count (CNT), which is the total
number of observations for the variable on each day the model was run. Note that the model was
run on 8 April 2009, but no surface data was available. The results during the spring months of
2009 show some slight differences between the domains and different parameterizations;
however, for the meteorological fields studied, these differences are not significant. There
appears to be an improvement in the forecasted temperature field on the 1-km grid compared to
the 3-km grid. The root mean square error (RMSE) for the 2-m temperature on the 3-km grid is
2.19 compared to 1.85 on the 1-km grid. Another disparity appears in the pressure field when
the RMSE for the larger domain, domain 1 using a 3-km horizontal resolution, is 2.12 compared
to 2.96 for the 1-km grid over domain 2. For all other variables (dew point, RH, pressure, and
wind) the results were nearly identical or showed only slight differences that were not considered
significant.

Table 5. Statistical output for outer nest, domain 1 using the 3-km WRF for nine days during the spring of

2m Temperature (K} 2m DewPoint Temp (K] 2m Rel Humidity (%) Om MSL Pressure | hPa)
ME MAE | RMSE| CNT ME MAE | RMSE | CNT ME MAE | RMSE [ CNT ME MAE | RMSE CNT
0326 0.25| 151 1.93] 570 0.51 1.59| 2 0D 553 2.91] 2.86| 11.50 553 2.15 2.21 267 553

040l| -D.35) 166 2.10 504) 245 250 366 438 564 13.84| 17.8D 488) 131 154 150 428

0415 1.14] 1385 236 B45 0.13 156 227 625 -5.07| 1208| 16.54 625 04D 205 254 625

0421 083 226 285 437 025 242 255 424) -3.62) 10.20) 13.07 424) -1.53 212 271 424

0425 -0a3 133 2.238] 463 125 2.26| 3.01 448) 1.81 2.82] 1143 44g| -0.02 1.14 148 446
0506( -D.48| 215 263 A3E| 233 2.3;‘ 3.54 424 637 10594] 13.43 424] 0.3% 1.62] 157 424
D0513( -D.18| 159( 1.59| 452] 154 2.21 3.82 432(  4.41] 7.24 5.53 432 D.35 1.00| 130 432

0515 D43 212 268 447 -001 256 3.20 433) -0.82 7.52| 10.53 433] -172) 155 242 433

0527 D40 226) 2.20) 448 154 237 305 435 227 1005 123D 435 -112) 1ed4] 205 435

10m Wind Dir (deg)
10m U-comp [m/s) 10m V-comp (m/s) 10m Wind Speed [m,/s) ROW_MEAN AGGR
ME MAE | RMSE | CNT ME MAE | RMSE | CNT ME MAE | RMSE | CNT ME MMAE CNT ME CNT
0326 -1.05 266( 3.41 566 -123 3.03 3.85 566| -0.25 252 3.08 566| -14.58| 14.77| 25 -16.77 53E|
0401 | -D.35| 217 2.85 457 -173 2.70| 3.85 457 013 21 2.76| 457| -12.55| 23.32 25 15.40 464
0408 0| 0| 0| 1] 0|
0415( -D.17| 253 3.13 B0l -0.56 3.27 431 E0l| -D.26| 2Bl 3.32] E01l] -5.05) 32.24 25 -3.78 561
0421 0.29| 1 36| 1.93 416 -0.24 1.58| 2 08| 416 -1.14] 173 2.18| A16| 2.75| 61.56| 25| -172.54 315
0425 0.15] 187 243 440 -0.43 1.75] 231 440 -0.63 154 2.44) 440| -36.82| 47.18| 25 -20.03 371
0506 0.24 209 2.70) 432 -0.E3 2.35 3.00) 432 -0.65 209 2.68 432]| -30.61| 35.54 25 -15.27 375
0513( -D.44 183 235 424 010 1.57] 252 424 -0.65 150 2.42 424] -5.54| 17.16] 25 -8.53 382
0515 1.05 257 3.37 4359] -0.43 2.60| 3.40 435 -0.41] 222 2.85 435] -26.43| 31.12] 25 -21.11 403
0527 -0.13 145 2.02 424] -057 1.65 214 424 -D.56| 17 2.1% 424] -16.55] 45.55 25 -14.50 334
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Table 6. Statistical output for inner nest, domain 2, using1l-km WRF on nine days during the spring of
20009.

2 m Temperature (K} 2m DewPoint Temp (K) 2m Rel Humidity (%) Om MSL Pressure (hPa)
ME MAE | RMSE | CNT ME MAE | RMSE | CNT ME MAE | RMSE | CNT ME MAE | RMSE | CNT

0325 151 161 195 605 -062) 175 235 605 -8.77] 11.55| 1515 605 250 253 328 A8

0401 043 1.34 175 605| 248 2683 327 604 638 864 1173 604 197 204 242 A8

040E| 0 0 0| o
0415 164 202 236 602 -231) 285 38 GSE| -16.00| 18.00( 2109 585 001 1e5 204 471

0421 124 208 263 5562 -051) 279 33X 5B6| -7.34| 11.85| 16.05 586l -297 297 316 442

0425 047 1.31 164 582 053] 168 208 586| -D15| 707 9.0 586l -0D.25( 175 216 462

0506 -110{ 206 245 584 385 3585 4.5 GSE| 5051 11.33| 1341 588 -156 179 217 445

0513( o052 145 202 605 035 202 262 5g8| 087 369 52 585 -D36) 175 210 450

0515 055 1.8 206 580l -0D.21) 176 240 596 -055 351 507 586 -547 547 558 446

0527 071 1.3 238 5ol 287 303 350 G606l 385 686 B.32 B06| -32.56( 355 377 478

10m Wind Dir {deg)
10m U-comp (mys) 10m V-comp {my's) 10m Wind Speed (my's) ROW _MEAN AGGR
WE MAE | RMSE | CNT ME MAE | RMSE | CNT ME MAE | RMSE | CNT ME MAE CNT WE CMNT

0325 055 2.4 284 S87] -1.21) 245 3210 S87| 127 238 2% 587 3.28) 594 25 273 S8l

0401 153 230 2599 ted -1.30) 264 223 CE4| 054 215 278 S84 13.35( 30.07 25| S.41 565

0408| 0 0 0 o 0|

0415 -154( 32.43] 430 545 190 372 4.8 545 0.3l 2631 330 545 3583 754 25| 20.42 528

0421 035 116 145 Soc| -0.21) 122 153 So5| -10s| 130 150 585 -0.10[ 33.89 25| 9823 502

0428 0441 140 178 S84 048 le3| 2 SE4| 075 134 le& S84| -30.623) 6111 25| -40.00 517

0513 015 188 247 coE| 053] 1Bl 24 cos| 0B84 180 238 ol -17.61 2 25] -0.53 574

0506 OB4| 255 2.68 ces| 018 255 33 cEs| 018 2321 278 SBB| 26.34| £2.75 25| 7.8 562
5.58)

osig| 102 22| 326 541 029 3.23) 433 541 -pos| 260 35| 541] -464] 3217 25| -12.04| 533
052;‘ D.D‘;‘ -0.74

-0.16 1.5 1 68| 504 1.26 1.58 504 1.22 1.58 604| -5.58( S50.5E5 25| -5.30 531

5.1 Hourly Statistics

The 3-km WRF results for domain 1 hourly surface comparisons are based on all 10 dates,
although the April 8 case did not have surface observations available for the domain 2
comparisons. The domain 2 results as well as subsequent comparisons based on model
variations include the statistics for each hour from forecast hour 00 to 06, then every three hours
from forecast hours 9 to 24. The hourly results can be seen in tables 7 and 8 as well as figures
50-55 where some of the individual parameters are shown during the 24-h forecast period.
Overall, the model verification shows some of the trends that might be anticipated. The largest
errors in many of the parameters are in the first hours of the model run when the model is still
“spinning up” and again at 24 h when model errors start to increase slightly. The only exception
to this is the pressure field for some unknown reason where the MAE and RMSE are lower at the
0-h than for the entire first 6-h period.
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Table 7.

Hourly output for each variable for the outer nest, domain 1, using the 3-km WRF.

2 m Temperature (K) 2m DewPoint Temp (K) 2m Rel Humidity (%) Om MSL Pressure (hPa)
ME MAE | RMSE [ CNT ME MAE | RMSE [ CNT ME MAE | RNMSE [ CNT ME MAE | RMSE| CNT
0| -0.74 237 3.10 233 0.81 2.25 3.09 217 5.61| 12.33| 1591 217 -0.37 1.68| 2.08| 217
1| -0.17 1.82 2.34 192 1.39 2.34 2.99 192 5.26| 11.13| 13.80 192 -0.42 2.02 2.47] 192
2 0.09 1.87 238 191 0.93 2.15 2.78 191 2.26| 11.32| 14.06| 191 -0.25 2.00| 2.46| 191
3 0.45 1.86 2.36 219 0.55 1.90 2.49 208 0.33| 11.60| 14.88| 208( 0.05 2.11 2.58 208
4 0.36 1.77 2.30 196 0.68 1.87 2.48 196 1.08| 10.96| 14.56 196| 0.40| 2.27] 2.77 196
5 0.72 1.94 2.50 192 0.62 1.89 2.52 192 -0.48| 11.21] 14.81 192 0.07] 2.29 2.82 192
& 0.90 2.16 270 229 0.72 1.84 2.42 218| -0.45| 11.23| 1481 218 -0.26| 2.17 2.71 218
7 112 1.96 2.50 183 0.73 1.93 2.51 182 -1.24| 10.69| 14.23 182 -0.24) 2.09 2.56 182
8 133 1.82 238 199 0.93 1.81 2.31 195| -1.38 9.58| 12.37| 195| -0.05 1.76| 2.15 195
9 0.84 1.63 2.13 202 0.56 1.99 2.52 183 -0.85 9.46| 12.50| 189 0.17] 136 1.71 189
10 0.59 1.70 207 192 0.98 2.03 2.57 183 0.89 9.08| 11.97| 188| 0.53 1.38| 1.73 188
11 0.42 1.78 2.26 187 1.26 2.35 2.98 183 0.96| 10.05( 13.36| 183 0.56) 1.43 1.85 183
12 0.07 1.78 2.26 217 1.65 2.7 3.44 200 2.52| 10.08| 13.16| 200 0.78| 1.45 1.88| 200
13| -0.29 190 232 179 1.65 2.68 3.41 175 3.41 9.40| 12.18 175 0.71 1.48| 1.88 175
14| -0.30 203 2.47 188 1.67 2.70 3.42 186 3.42 9.36| 12.04| 186| 0.66| 1.58 2.08| 186|
15| -0.32 2.14 2.65 208 1.77 278 3.63 192 3.20 9.50| 12.51 192 0.43 1.70] 2.24 192
16 -0.61 211 2.65 184 1.75 271 3.51 181 3.91 9.08| 12.38| 181 0.40| 1.63 2.02 181
17| -0.48 208 262 182 1.67 3.04 3.80 181 2939| 1080 1521 181 0_26| 1.70| 2.09 181
18 -0.58 197 242 218 1.96 2.90 3.81 200 3.63| 10.31| 14.06| 200 0.25 1.50| 1.91 200
19( -090 185 241 172 2.12 3.08 3.8 170 571| 11.47| 15.34 170 033 1.49 1.89 170
20( -1.00 2.00 238 173 2.11 294 3.92 173 6.47| 12.37| 15.30| 173 0.40| 1.40| 1.78 173
21| -0.03 167 211 206 1.34 239 3.10 188 3.26| 10.13| 13.06| 188| -0.32 1.37] 174 188
22 078 1.82 233 182 0.76 2.01 2.61 182| -0.76 9.34| 12.48| 182 -0.74 1.68| 2.05 182
23 0.91 1.89 235 170 0.61 208 261 1700 -1.15 9.68 ]2.lD| 170, -0.72 1.77| 215 170
24 113 207 262 206 0.42 2.08 2.74 193| -2.44| 10.88 ]3.83| 193| -0.35 1.79| 2.27] 193
10m Wind Dir (deg)
10m U-comp {m/s) 10m V-comp (m/s) 10m Wind Speed (m/s) ROW_MEAN AGGR
ME MAE | RMSE | CNT ME MAE | RMSE | CNT ME MAE | RMSE | CNT ME MAE CNT WE CNT
o 0.08 229 292 230 -0.82 264 3.49 230 -0.43 2.27 2.97| 230 18.89| 37.41 10| -29.56 191
1) -0.05 191 249 188| -0.84 2.18 2.85 183| -0.98 2.17 275 188| -26.32| 30.43 10| -37.36 160
2 031 222 292 190 -1.22 2.45 3.12 190| -0.60 2.44 3.09 190| -40.35| 40.35 10| -51.30| 163
3 014 2.12 2.84 216| -0.90 2.3 3.22 216| -0.32 2.27 3.00| 216| -25.63| 29.97 10| -30.84 191
4| -0.08 229 311 195 -0.95 275 3.53 195| -0.71 273 3.40| 195| -35.53| 41.01 10| -39.96 166
5 0.17 2.16 290 190| -1.02 2.53 3.30 190| -0.66 2.32 291 190| -45.66 49.81 10| -40.76 161
& 0.23 222 293 224 -1.04 272 3.60 224| -0.98 253 3.23 224| -33.76| 44.37 10| -43.584 199
i 0.43 2.19 2.85 179| -1.14 2.70 3.5 179 -1.18 2.42 3.00| 179| -37.21] 57.39 10] -45.13 158
8 0.48 216 284 196| -0.97 259 3.84 196| -0.54 2.36 3.00| 196( -48.75| 4B.75 10| -35.36 169
9 0.69 204 277 198| -1.06 2.41 3.46 198| -0.15 2.00 2.62 198| -52.09| 54.43 10| -42.36| 170
10 0.09 2.10 279 182| -1.727 2.37 3.30 182| -0.49 1.99 2.61 182| -25.56| 49.56 10| -46.59 159
11 0.47 2.29 3.17 162| -1.16 2.458 3.56 162| -0.50 2.18 2.85 162| -2.76)| 25.76 -10] -33.39 146
12 -0.39 251 3.16 204 -1.05 2.68 3.70 204 -1.13 2.35 299 204 2.23| 17.28 10| -34.76 192
13| -0.66 242 3.14 167 -1.0¢7 2.78 3.57 167 -1.m 232 3.01 167 13.96| 29.12 10| -26.83 153
14 -0.82 245 3.19 178 -0.75 2.69 3.67 178 -0.99 233 2.84 178| -7.30| 29.8B7 10| -19.76 173
15| -057 273 3.56 193 -0.78 2.87 3.74 193 -0.78 2.24 291 193] -7.03| 16.47| 10| -16.75| 188
16 0.15 250 331 173| -0.74 2.60 3.49 173| -0.24 2.18 2.67| 173| -7.11] 13.41 10| -14.82 167
17 0.26 2.62 3.45 169 0.03 2.87 3.93 169 -0.50 1.92 2.40) 169 2.00] 15.51 10| 1.92 161
18 0.38 245 3.20 210| -0.58 2.45 3.42 210 0.03 2.06 2.60| 210| -14.85| 1491 10| -12.65 197
19| -0.07 1.35 2.45 168 -0.21 2.42 3.40 168 -0.28 1.89 2.38| 168( 096 21.02 10| -6.58 156
20( -0.16 2.04 2.82 168| -0.50 2.30 3.23 168 0.12 1.98 273 168| -21.76| 24.B1 10| -21.90| 149
21| -048 197 2.63 203 -0.54 2.00 2.65 203 -0.26 1.83 2.38| 203[ -25.61] 28.75 10| -30.37 180
22 0.33 2.16 275 177| -0.93 2.19 2.95 177 0.07 2.15 275 177 6.91] 52.15 10| -55.09 153
23 0.32 2.00 2.79 169( -1.00 2.27 2.95 169 -0.01 2.13 2.74] 169( -14.15| 41.41 10| -52.37 148
24 0.46 201 2.62 203| -1.05 211 291 203 0.16 2.06 2.62 203| -17.65) 42.78| 10| -74.27 162
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Table 8. Hourly output for each variable for the inner nest, domain 2, using the 1-km WRF output.

2 m Temperature (K) 2m DewPoint Temp (K) 2m Rel Humidity (%6) Om MSLPressure (hPa)
ME MAE | RMSE | CNT ME MAE [ RMSE | CNT ME MAE | RMSE | CNT ME MAE [ RMSE | CNT
] 0.42 2.43 3.08 210 0.38 3.21 4.00| 214 0.52| 13.77| 17.46 214 -1.25 2.28 2.90| 167
1 0.17 1.73 2.15 209 0.41 2.60| 3.32 214 0.67| 12.66| 15.39 214| -1.18| 262 3.25 165
2 0.75 1.60| 199 207 0.28 249 3.01] 216/ -140| 10.71] 13.09 216 -0.55 2.51) 3.04] 167
3 1.16 1.82 233 206 1.00 2.39 2.94| 216) -1.22| 11.11] 14.12 216 0.04 2660 3.02 165
4 1.12 1.78] 2.35 207 0.59 2.34] 2.90| 215 -1.04| 11.458| 14.47 215 0.52 2.98) 3.34] 168
5 1.49 1.86| 2.50] 205 0.86 2.18| 2.54| 212 -2.68] 11.60| 15.04 212 0.37 280 3.19 166
6 1.62 2.00] 2.63 201 0.62 2.04| 2.56| 212 -4.22| 10.73] 13.96 212 0.43 2.67 3.06 165
T
8
9 0.49 1.40] 175 217 0.14 2.00[ 2.45 218 -1.95 833 11.19 218 -0.10] 250 3.02 171
10
11
12 0.35 1.75 221 221 -0.10 2.51 3.23 221 -3.26 8.83] 13.13 221 -0.99 2.26( 2.76 173
13
14
15 0.04 1.45 1.82 222 0.14 2.57 3.48| 222 -1.95 6.99) 11.54 222 -1.88 2.51) 3.00| 170
16|
17
18 0.09 1.52 1.87 216 0.84 2.54] 3.54 213 -0.36 7.33| 10.45 213| -2.76] 3.34 3.88] 167
19
20|
21 1.09 1.54 185 203 1.92 2.77 3.55 198 0.18] 879 11.32 198 -1.57 2.72 3.23 157
22
23
24 1.96 2.25 2.78 210 1.53 2.69 3.43 210[ -2.46] 9.52| 12.10 210[ -0.70] 2.63 3.12 166
10m Wind Dir (deg)
10m U-comp (m/s) 10m V-comp {m/s) 10m Wind Speed (m/s) ROW MEAN AGGR
ME MAE | RMSE | CNT ME MAE | RMSE [ CNT ME MAE | RMSE | CNT ME MAE CNT IME CNT
0 1.33 2.41 3.16] 202 1.19 3.08) 3.91 202| -1.67 2.28 2.95 202 10.92| 37.59 9| 55.49 189
1 0.79 2.47 3.18 206 0.03 2.38]  3.10| 206 -0.22 241 3.06 206 25.24 36.00| 9| 18.32 193
2 3.0 2.45 3.20] 201 0.60 2.19 2.86| 201 0.23 2.24 2.86 201| -16.10| 55.16| 9| 30.69 185
3 1.26 3.06| 4.02 205 0.27 2.15 2.82 205 -0.01 2.15 2.79 205 -0.09| 52.26| 9| 24.40 193
4 1.18] 2.29 3.07 206 0.68 2.59 3.63 206 0.17 2.34 3.04 206 49.32| 72.67 9| 28.54 185
5 1.04 2.06| 2.65 212 0.06 2.21 2.89 212( -0.18 2.03 2.55 212| -4.67| 47.03 9| 19.25 183
6 0.78] 1.98 2.60] 209 -0.40 2.24| 2.883 209 -0.08 2.08 2.60 209 48.24| 57.23 9| 16.71 189
7
a8
9 0.49 1.75 2.34 214| -0.72 1.92 2.69 214 -0.08 1.65 2.33 214| -5.08| 43.01 9] 11.83 180
10|
11
12| -0.03 1.73 2.24 212 -0.18 1.86| 2.33 212 -0.25 181 2.29 212| -17.97[ 21.00| 9( -10.15 205
13
14
15| -0.65 2.38 3.22 214 1.24 2.60| 3.47 214 0.05 2.20 2.91 214 -2.99| 44.23 9| 18.06 210
16
17
18| -0.27 2.47 3.41 204 1.50 3.11 4.71 204 0.06] 1.92 2.51 204 11.02| 43.89 9 7.69 203
19
20
21 0.34] 2.10] 2.77 203| -0.76 2.03 2.66| 203 0.80] 1.85 2.39 203 1.75| 43.03 9| 15.02 190
22
23
24| -0.29 217 2.86 213| -0.97 2.09 2.62 213 -0.01 191 2.40 213[ -14.06| 45.54 9| -53.23 193
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Aggregated Surface Temperature Errors;domain 01
averaged over 10 spring days 200903 26-2009052 7; forecast hour 0 is 06Z (midnight local time)
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Figure 51. Surface temperature error for outer nest (domain 1) over the 24-h forecast period.

Aggregated Surface Temperature Errors; domain 02
averaged over 9 spring days 20090326-20090527; forecast hour 0is 06Z (midnightlocal time)
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Figure 52. Surface temperature error for inner nest (domain 2) over the 24-h forecast period.
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Aggregated Wind Speed Errors; domain 01
averaged over 10 spring days 20090326-20090527; forecast hour 0is 06Z (midnight local time)
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Figure 53. Surface windspeed error for outer nest (domain 1) over the 24-h forecast period.
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Figure 54. Surface windspeed error for inner nest (domain 2) over the 24-h forecast period.
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Aggregated Wind Direction Errors; domain 01
averaged over 10 spring days 20090326-20090527; forecast hour 0is06Z (midnight local time)
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Figure 55. Wind direction error for outer domain (domain 1) for the 24-h forecast period.
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Figure 56. Wind direction error for inner domain (domain 2) for the 24-h forecast period.

5.2 Results by Model Parameterization

Tables 9 and 10 display the model results for the 26 March case for both domain 1 and domain 2
for the different model simulations and parameterizations. For this one case, there is little
difference in the model statistics from model to model. The wind speed and wind directions
appear more accurate on domain 2 while the temperature and surface moisture fields display less
error on domain 1 than domain 2. However, since this is one case, these results are not
significant. Again, the most intriguing finding in this case is the uniformity in the output from
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model simulation to model simulation. It should be noted that this is not the case with all the
meteorological parameters and much of this report has shown the wide disparity in the upper-air
moisture, short-wave radiation, and precipitation fields for all the cases.

Table 9. The 3-km WRF (domain 1); model variation on 26 March 20009.

2m Temperature (K) 2m DewPolnt Temp (K) 2m Rel Humidity {36) Om MSL Pressure (hPa)
VE | maE [Rmse] cnT | vE [ mae [rmse] onT | vE | mae Trvse] et | mve | mae [amse] ont

Control] 0.29( 151] 1% 570 091 159| 2@ 553] 291 8856 119 553 2 ]5] 221 26&7 553
3sec] 0201 147 120 5701 11l 169 213 553 4.40| 931 11® 553] 2.18| 2.24) 27 553
4plev] 0.37] 152 15 570 O0.B3] 155/ 19% 553 205/ B.77] 1.3 553' 2.32| 237 z®m 553|
80lev] ©0.26( 151] 1% 570 095 1s6l] 2 553 331 893 1188 553] Zlml 2.13] 258 553'
phys 2 0.32| 155 1.3 570 092 16l 2.3 553 280 883 118 553' 201 212| 28 553'
phys 8 n_oa| 147 1.90| 570| 114 163 2 553] 4.89] 9.23] 11.8 553' 240 244 2@ 553|
bi m‘ﬂl U.3B| 147 190 5700 080 171 235 553 191 954 1210 553' 227 232] 27 553'

10m Wind Dir (deg)

10m U-comp (m/s) 10m V-comp (m/s) 10m Wind Speed [m/s) ROW_MEAN AGGR
VE MAE | RMSE | CNT MNE MAE | RMSE | CNT VE MAE | RMSE | CNT ME | MAE | CNT ME CNT
Control| -1.05| 2.66 3.4 566 -1.23| 3.03 3.8 S566{ -0.25 2.52 3.8 -14.58| M.77 S| -16.77] 538
3sec| -110| 2.72| 347 566| -116| 295 3M™ Sﬁﬁl <034 245| 304 ﬁ -14.92] M.95 S| -17.05 553-|
40lev] -1.12| 271 3.8 566' -122| 298| 3.2 566' 0.31 252| 3. 566-' -15.27] 15.36 =S| -17.45 553)
Bolev| -1.05 2.65| 3.4 566:]_ =120 3.01 3.8 566[ -0.25 249 3.8 566] -14.24) 441 S| -16.51 553
phys2| -107] 2.72] 3.9 SEEI 221 s08| s=m| sed @ zzl 259 3> 556] -14.46| 4.567 =|-16.87] 553
physsl -10s| 262] 3.3 -107| 298| 38| 566 039 250/ 3.0 -14.30] M39] =]-16.17] ss53
bl myj| 0.84] 2.56 3.3% -145| 3.25| 4.5 se6 a.z—dl 253] 3.35 -11.87] 12.38 =] -15.20] 553
Table 10. The 1-km WRF (domain 2); model variation on 26 March 2009.
2m Temperature (K) 2m DewPolnt Temp (k) ™ 2m Rel Humidity (3 Om MSLPressure (hPa)
ME | MAE [RvSE| oNT | mE | MAE [rmse] onT | vE | mae [rvse| ent | mE | mae [rvse| ont
Controll 151 161 1| 609 062 178 z.z| 609| -577| nos| 15.3s| eos| 290f 293 3.m| 4s
3sec|] 151 162 I,SI EOEI -0.55 150 Z.SBI 609| -B.42] 11.72) U8B 603} 2.@ 289| 3.2 553
40lev] 154 184 2. SCIBI -0.72| 187 28 503 -9.3§i 12.55) 15.77 609| 309 311] 3.4 484
80lev] 151 161 1% 509 415;1 177] 23 503} -&34] 1168] 4.8 609 282 285 3.2 484
phys2| 1 58 165 2@ 609 -D.EB{ 173 234 609| -9.35| 11.50) 4. 609 274 278| 3.13 4583
phys 8| :.:-:.I 143| 1| 09| o.oal 179 23| 09| 494 1mis| wm| eos| 322 325 3m| amg
bl an| ml 154| 1% scsl o,zzl 176 z.au| eml -5.66 1.11| 14.3 eus| 3000 303 3| 453
10mWind Dir (deg)
10m U-comp (m/s) 10mV-comp (m/s) 10m Wind Speed (m/s) ROW_MEAN AGGR
ME | MaE | rmse| cnT [ vE | maE |rvse]| oNT | ME | maE |Rmse| onT | mE | maE | onT | ME | onT
Control] 055 2.24] 2.8 S857] -121] 245] 3.1 587 127 23B] 1% 587 S.Zg 9.94 5| 273 581
3sec| 060 2.23] 282 587 -1.14] 245| 3.3 5871 1211 235 29 587 3.63| X0.12 5] 3.12 581
aolev] o051 216| 27| ssr| -119 246 3| 87| 124] 237| 29| ssy| 273 967 =| 248 s
s0lev| 0.58] 2.25| 2.8 587 -119) 248 s:| ssy| 128] 238 29| sev| 363 o9ss| =| 292 sa
phys 2 0.45{ 217| 273 587| -1.24| 258| 3.3 587 1.26] 245 3. 587] 3.08) 122 S| 2.06 581)
SB7] 113 227] 185 587| 633 159 5| 6.12 581
s5g =

phvs§| l.ﬂ 229 2.E| S87] 095 237] 3@
bimy)| O 2.30| 29| SB7| -13 266 3.3

189] 262| 3=| ss7| sss| ass
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There are modest differences between the 3-km outer domain and the 1-km inner domain in most
parameters. The temperature fields appear to more accurate using 1-km output in domain 2
(inner nest). While there is variation on individual days as to which grid provided more accurate
results, the overall differences over the nine days tested show little significant scatter. Most of
the variables show the largest errors at the initial time period, except the surface pressure for
some unknown reason. The trend is for higher errors as the model spins up in the first few hours
of the model simulation.

6. Discussion

Three different microphysics schemes were used in the model simulations in this project. They
are:

1. Lin’s scheme (mp_physics=2) which is a 6-class scheme that includes graupel, ice
sedimentation, and time split fall terms (Lin et al., 1983).

2. WSM (WREF single-moment microphysics scheme) 5-class scheme (mp_physics=4). This
includes ice, supercooled water, snow melt, ice sedimentation, and time-split fall terms
(Hong et al., 2004).

3. Thompson’s scheme (mp_physics=8). This is an upgrade from Thompson’s 2004 scheme
and include 6-classes including grapuel and time-split fall terms. The routine also included
ice-number concentration which makes it a double-moment scheme for ice (Thompson et
al., 2006).

In the WRF the microphysics is integrated outside the 3™ order Runge-Kutta time integration
scheme so that the values of saturation remain correct. The mixing ratios of cloud water, cloud
ice, non-precipitation water, rain, snow, and graupel are predicted at each grid point based on
advection, production, and fallout (Lin et al., 1983). WRF modelers recommend that for less
than 10-km horizontal resolutions that the microphysics schemes include a mixed-phase process.
All three methods tested do. These routines are also considered single-moment schemes,
meaning that only the total mixing ratio is predicted. One of the main findings in the research is
the importance of the cloud ice contribution to the microphysics scheme and resulting
precipitation. Thompson, with his new snow treatment, reduces the ice supersaturation at high
altitudes (low temperatures) and within deep glaciated clouds but enhances supercooled liquid
water in shallow, relatively warm clouds. This aspect combined with rain size distribution
intended to mimic both classical and non-classical precipitation-formation mechanisms seems to
improve forecasts in freezing drizzle and icing. While Thompson’s scheme is a double-moment
scheme in cloud ice, it should be noted that double-moment routines are computationally costly.
A study by Wang et al. (2009), using a 2-D thunderstorm simulation at 250-m resolution,
illustrated the wide discrepancy of the ice-phase microphysics. At a 4-km resolution they found
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that the ice-phase contributes most to the wide discrepancy between the model output and
observations. Additionally, work done at NCAR (refer to NCAR Research Applications
Laboratory | RAL. Cloud Microphysics Page in the references) mentions that ice initiation is not
well understood because it’s difficult to observe and measure. The interaction between the
microphysics and other physical processes is very complex and the amount and size of cloud
water and ice water greatly influence the radiation schemes, which will influence the heating,
cooling, and moisture processes at the surface.

Much of the work in this study agrees with the findings in other studies. There are vast
differences in the mixing ratios of water vapor, ice, snow, and rain water with each microphysics
routine studied. Additionally, it appears that the ice mixing ratio greatly influences precipitation
even in convective, warm-season cases. While the sample size is limited to four cases in this
study, it follows some studies that indicate that microphysics 2, Lin’s scheme, tends to
overforecast precipitation, such as the 26 March case. However, on 26 June, a convective case,
Lin’s scheme does not produce as much precipitation as some of the others. Additionally, the
amount and location of the convective precipitation differ greatly at 2300 UTC in each case. It
follows in the 26 June case that Lin’s scheme produces the least amount of gice and produces the
least amount of precipitation. It also appears that gice varies in amount and height in all three
schemes. While it is impossible to make the conclusion that gice is the essential variable for
precipitation total, it does appear to play a key role.

The parameterization of turbulence in the PBL and in the free atmosphere represents a
nonsingular implementation of the Mellor-Yamada Level 2.5 turbulence closure model through
the full range of atmospheric turbulent regimes (Chiao, 2006). Turbulent Kinetic Energy (TKE)
production is nonsingular in the case of growing turbulence. In the stable range, the upper limit
is derived from the requirement that the ratio of the variance of the vertical velocity deviation
and TKE cannot be smaller than that corresponding to the regime of vanishing turbulence. The
MRF scheme (Hong and Pan, 1996) uses enhanced vertical flux coefficients in the PBL and
height is determined from a critical bulk RI. It handles vertical diffusion with an implicit local
scheme and is based on local RI in the free atmosphere. The YSU scheme is a modification of
the MRF scheme to reduce nonlocal mixing and to include explicit entrainment fluxes of heat,
moisture, and momentum, counter-gradient transport of momentum and different specification of
the PBL height.

A study in the difference in the PBL (Gallus et al., 2005) in convective cases found that the MYJ
scheme was too cool, moist, and too shallow while the YSU scheme proved to be too warm and
dry with the height of the PBL too deep. Differences in the PBL were more pronounced in clear
conditions, which show a strong relationship to radiative heating. Additionally, these trends
were more noticeable at 0000 UTC rather than 1200 UTC, which hints at the relationship to
daytime heating. In the convective case in this study, the 26 June 2009 case, the temperature
field trends were opposite of the Gallus et al. (2005) study, with the YSU being cooler and MY
scheme warmer at 2300 UTC; although, there was little difference in the temperature field noted
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at 1100 UTC when convection was ongoing on the western edge of domain 2. The MYJ did
seem more rigid in the upvalley and downvalley flow, while the YSU scheme did seem to
respond slightly better to terrain differences in the valley or basin locations. Additionally, the
Y SU scheme showed warmer temperature and possibly more response to the downslope winds.
At 1100 UTC, another interesting feature was the nature of the convection with both schemes
using microphysics 4. The YSU produced more linear convection as displayed in figure 57
while the MYJ scheme produced more cellular convection as shown in figure 58. More
investigation will be needed to fully understand how and why the PBL conditions change the
wind flow and precipitation totals, given that both are using the identical microphysics package.
A much more detailed statistical study will be needed to learn if one PBL is more effective than
another and in what conditions.
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Figure 57. YSU convection at 1100 UTC, 26 June 2009.
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Figure 58. MYJ convection at 1100 UTC, 26 June 2009.

Changing the time step from 9 to 3 sec did not provide obvious advantages or disadvantages. An
older study by Mei et al. (2001) with the MM5 found that precipitation amounts seem most
sensitive to changes in the time step. They found the precipitation amounts can change by 50%
when the time step is reduced from 225 to 150 sec. Their study noted that the temperature field
and 850-hPa vertical motion field did not change much as time steps are reduced. In this current
work with the WRF, the 26 June 2009 case over DPG found a similar trend. Using the control
run (9-sec time step) over domain 2 the maximum 24-h precipitation was 11.4 mm; however, a
model run using a 3-sec time step on the same domain produced a maximum precipitation total
of 27.9 mm.

The final area of model comparison here was using 40 and 80 levels in different simulations.
Once again, statistical evaluation needs to be completed with far more cases, but it does appear
that the 80-level simulation did produce more detailed surface wind features with sharper
divergence around the terrain features and stronger downslope winds. Additionally, there is
some evidence that it provides warmer temperatures at the base of the mountain ranges
experiencing downslope flow.
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7. Conclusions

It should be noted, any conclusions in this study should be taken with caution at this time. High
resolution models are extremely difficult to verify due to data scarcity and physics limitations.
Model variations and model physics have not been fully studied with the WRF or any mesoscale
model and much additional work still needs to be completed. Future work will focus on more
detailed verification of the model microphysics, model resolution, and PBLs. This will require
more simulations in data-rich regions and in unique meteorological conditions to provide more
balance in the statistical evaluation. Additionally, work was done with upper-air data but is not
discussed in this report due to the volume of those data. Future reports will include some of
those findings since the upper-air features also answer questions about model output. Overall,
this work has provided a vital foundation to build on. Discoveries were made in many areas, but
many questions still need additional work and plans are being made to enhance this effort with
more detailed evaluation.

52



8. References

Chiao, S. Performance of planetary boundary layer schemes in the WRF model. Proceedings of
the 25th Army Science Conference, Orlando, FL, November 27-30, 2006.

Dumais, R. E.; Passner, J. E.; Flanigan, R.; Sauter, B.; Kirby, S. High Resolution WRF-ARW
Studies at the U.S. Army Research Laboratory for use in Short-Range Forecast
Applications. P2.4. 23" Conference on Weather Analysis and Forecasting/19™
Conference on numerical Weather Prediction. Omaha, NE, June 1-5, 2009.

Gallus, W.A.; Jankov, I.; Aligo, E. Impacts of Grid Spacing and Physical Parameterizations on
WRF Simulations of Convective System Rainfall and Morphology. Summer 2005.
http://www.dtcenter.org/visitors/reports_05/gallus.pdf (accessed October 22, 2009).

Hong, S. Y.; Dudhia, J.; Chen, S. H. A Revised Approach to Ice Microphysical Processes for the
Bulk Parameterization of Clouds and Precipitation. Mon. Wea. Rev. 2004, 132, (1), 103-
120.

Hong, S. Y; Pan, H. L. Nonlocal Boundary Layer Vertical Diffusion in a Medium Range-
Forecast Model. Mon. Wea. Rev. 1996, 124, (10), 2322-2339.

Lin, Y.-L.; Farley,R.;Orville,H. Bulk parameterization of the snow field in a cloud model. J.
Climate Appl. Meteor. 1983, (22), 1065-1092.

Mei, X.; Bao, J.-W.; Warner, T. T.; Stensrud, D. J. Effect of Time Step in MM5 Simulations of
a Mesoscale Convective System. Mon. Wea. Rev. 2001, 129, (3), 502-516.

Model Evaluation Tools | DTC User’s Support Page. http://www.dtcenter.org/
met/users/support/ (accessed October 26, 2009).

Skamarock, W. C.; Klemp, J. B.; Dudhia, J.; Gill, D. O.; Barker, D. M.; Duda, M. G.; Huang,
X.-Y.; Wang, W.; Powers, J. G. A description of the Advanced Research WRF Version
3; NCAR/TN-475=STR; Mesoscale and Microscale Meteorology Division, National
Center of Atmospheric Research: Boulder, CO, June 2008, p. 113.

Thompson, G.; Hall, B.; Field, P.;Rasmussen, R. A New Bulk Microphysical Parameterization
in WRF. 7th WRF Users’ Workshop, Boulder, CO, June 2006.

Wang, Y.; Long, C.N.; Leung,L.R.; Dudhia,J.; McFarlane, S.A.;Mather, J.H.; Ghan, S.J.; Liu,x.;
2009. "Evaluating regional cloud-permitting simulations of the WRF model for the
Tropical Warm Pool International Cloud Experiment (TWP-ICE, Darwin, 2006)."
Journal of Geophysical Research-Atmosphere, 114, in press.

53


http://www.dtcenter.org/visitors/reports_05/gallus.pdf�

Wang, W., X. Liu, S. Xie, J. Boyle, and S. McFarlane, 2009: Testing ice microphysics
parameterizations in NCAR CAM3 using TWP-ICE data. J. Geophys. Res. (in press).

WRF Users Guide. Users Guide for the Advanced Research WRF (ARW) Modeling System
Version 3.0; Contents Page. http://www.mmm.ucar.edu/wrf/users/docs/
user_guide_V3/contents.html (accessed November 2, 2009).

54



List of Symbols, Abbreviations, and Acronyms

AFWA United States Air Force Weather Agency
ARL U.S. Army Research Laboratory

BED Battlefield Environment Directorate
CNT count

DPG Dugway Proving Ground

etap eta-pressure

FDDA four-dimensional data assimilation

h hour

m/s or m/sec meters per second

MADIS Meteorological Assimilation Data Ingest System
MAE mean absolute error

ME mean error

MET Model Evaluation Tool

MYJ Mellow-Yamada-Janic

NAM North American Model

NCAR National Center for Atmospheric Research
NWP Numerical Weather Prediction

PBL Planetary boundary layer

PrepBUFR  PrepBinary Universal Form for the Representation

RH relative humidity

RMSE root mean square error

RRTM Rapid Radiative Transfer Model
secors second

SLC Salt Lake City
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TKE Turbulent Kinetic Energy

uTC universal time coordinates

WPPV3 Post Processor Version 3

WPPV3 WRF Post Processor Version 3

WRF Weather Research and Forecasting model

WRF-ARW  Advanced Research version of the Weather Research and Forecasting model

YSU Yonsei State University
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