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1 Introduction 
Today’s electronic society is seeing increased demand for data transfer, internet 
downloads, online applications, video sharing, and storage. Banks, companies, universi-
ties, and governments require large secure data centers connected to secure networks. 
This continuously drives the development of more powerful servers and computer sys-
tems. Today’s data centers are not single computer systems but networked systems with 
distributed processing, computational power, and memory. The systems are connected by 
‘nodes,’ which connect the components of the ‘computer.’ The configuration depends on 
the applications, functionality, and user requirements. This demanding environment is 
evolving and pushing for the development of higher speed interconnects. 

Copper interconnects are currently used extensively within the data center environment. 
Fiber optic technology is used as a connectivity solution when higher performance is 
required and the cost differential compared to a copper solution is affordable. Fiber optic 
technology offers several key advantages over copper solutions for data transmission. 
Within today’s data center, there is ubiquitous use of multi-mode fiber and optical trans-
ceivers for rack to rack connections. The fiber ports provide dedicated links, with reach 
up to 300 meters on multi-mode fiber and 2 km on single mode fiber. The fiber connec-
tions allow networks to connect to the wide area or local area networks (WAN or LAN). 
As improvements have occurred in fiber optic transceiver performance and cost has been 
reduced, there has been further proliferation of fiber optics within the data center.  

Traditionally, there has been a debate on the distance-cost crossover from a copper to an 
optic solution. III-V photonics offers a solution, but in recent years there has been a drive 
to integrate silicon technology with III-V technology. Within the communications field, 
the integration of silicon and III-V devices has been a goal for the last 20 years. Initial 
development centered on silicon optical bench technology as a route to lower cost, pas-
sive optical alignment, and integration. Several major computer and connector companies 
invested heavily in this area during the late 1980s and early 1990s. AMP Incorporated 
purchased the GTE patent portfolio, specifically to develop optical components based on 
silicon microbench technology. Lucent Technologies, under the Laser 2000 program, 
developed optical sub-assembly technology for low-cost active alignment and high-speed 
RF transmission. Lucent was also the developer of optical micro electro-mechanical 
systems (MEMS) devices for all optical switching. The MEMS’ mirror technology has 
been implemented in high definition projection televisions (DLP) by Texas Instruments. 
The integration of silicon and III-V has generated tremendous numbers of patents and 
publications.  

The III-V community has tried to develop optical electronic integrated circuits (OEIC) 
with increased functionality, but no significant application driver has prevailed. The 
integration of different functions on a single chip has been demonstrated. Several prod-
ucts are manufactured today, including tunable lasers, which take advantage of the func-
tional integration technology. Integrated circuit (IC) packaging offers the chance to 
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develop optical input/output (I/O) for electronic chip sets and provide a new volume 
market for optical communications devices. The integration of silicon and III-V technol-
ogy offers a potential solution to the I/O bottleneck that has been predicted for IC tech-
nology.   

Several companies and non-profit organizations within the silicon semiconductor indus-
try have highlighted the technology issues facing copper interconnects for inter-chip, 
intra-chip, and board-to-board communications. OIDA held a workshop in November 
2004 to discuss several of these aspects. Because of the emphasis on silicon photonics 
today as a potential optical interconnect solution, OIDA held a silicon photonics forum, 
in conjunction with an interconnect forum, to understand the issues and technology paths 
being pursued. This report reviews aspects of this subject, provides a synopsis of the 
information from the meeting, and offers some conclusions. 
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2 Industry status  
The computer industry and communications industry are linked today because of the 
Internet. The ubiquitous use of data and the transport of that data between servers, data 
centers, and access points requires fast uninterrupted connections. Today’s computers are 
complex systems based upon several technologies. The connection between the memory 
and the central processing unit (CPU) is not necessarily on the same board or in the same 
packaged IC chip. The data center is a distributed computer system with multiple nodes 
that have to be connected. These nodes sit at different levels, whether they are on the 
chip, in the server, in the rack, or at an alternative location. How these connections are 
made is highly dependent on the architecture.  

The optical communications industry developed from the need for people to communi-
cate. The telecommunications industry has been the driver for implementation of optical 
technology, which offers several advantages over copper wireline communications. As 
the computer industry moved to higher clock frequencies, smaller process nodes, and 
multiple core architectures, fundamental signaling issues drove the need to look at optics 
as an alternative.  

Copper media, multi-mode fiber, and single mode fiber are used in today’s data center to 
transport information between racks. The current architecture of the servers and data 
centers is based on copper interconnect technology. As the speed requirement between 
the different nodes increases, new approaches to the problem need to be discussed. Cop-
per interconnect technology continues to evolve and improve as the industry moves 
forward. The crossover point between optics and copper solutions has been debated and 
price and performance are regarded as key metrics. Signal integrity and thermal perform-
ance are additional metrics that cannot be ignored.  

The computer industry has several organizations that look at the future bottlenecks that 
can impact the industry. For the semiconductor chip makers, the International Technol-
ogy Roadmap for Semiconductors (ITRS) has developed several roadmaps and high-
lighted areas of concern. Interconnects is a key area. ITRS has highlighted a “red brick 
wall” that is looming for the integrated circuit chip makers. Optical technology offers a 
solution, but the implementation and architecture to overcome the red brick wall are not 
understood. Relative to the traditional semiconductor industry, the optical component 
industry is immature. How to address this is unclear.  

Today, optical component companies serving the communications segment are providing 
solutions for server I/O connections. For short reach links, vertical cavity surface-
emitting laser (VCSEL) technology is primarily used. The parallel VCSEL array trans-
mitter and receiver (transceiver) is in production for server rack connections. Several 
government and industry initiatives have been investigating VCSELs for interboard 
connections. The alternative approach currently receiving attention is “silicon photonics,” 
i.e., the integration of silicon IC technology and III-V light emitters. Silicon photonics is 
not a new concept. It has been investigated for more than 15 years and is utilized today in 
communications network equipment. The production of a group IV light emitting struc-
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ture has not yet been realized. Currently, hybrid technology is believed to be the best 
route forward. 

As we move to the inter-chip and intra-chip connection, the issues become more com-
plex. Circuit board manufacturing and the reliance on FR-4 are hindrances to new tech-
nology implementation and providing economies of scale for higher performance 
materials. The optical technology for circuit boards is developing along the path that 
provides waveguides imbedded in the circuit board. The removal of high speed electrical 
signaling traces needs to be complemented by changes in the I/O architecture of the IC 
signaling pins and circuit card connectors. It is believed by several companies that silicon 
photonics provides a distinct advantage in this area. By developing optical solutions that 
are complementary metal-oxide semiconductor (CMOS)-compatible, wafer scale integra-
tion can potentially enable optical I/O pins on the IC package. The alternative is to pursue 
the co-packaging of OE modules within the IC package using more standard III-V de-
vices. The industrial roadmap, cost/performance, economy, and scale of the silicon indus-
try vs. the communications industry needs to be considered when reviewing this issue.  

The argument for a wafer scale solution is not new. Silicon optical bench technology is 
used today in several optical communications applications. The development and imple-
mentation has required intensive research and large amounts of investment to enable the 
current technology. The term “wafer scale’” needs to be handled with caution. Several 
economic factors need to be considered when discussing the integration platforms and 
direction of the industry segments. There are economic issues that have impacted the 
traditional optical transport business and the current optical components industry. This 
has lead to a downturn in research and investment in optical component technology in the 
United States. Globally, investment in optics is continuing. In Europe, the 7th Framework 
program has established optical technology as a key focus area. Both in Europe and in 
Japan, investment in optics is now addressing broader market segments and applications. 
As Japan continues to implement its fiber-to-the-home (FTTH) program and broadband 
requirements, data center transport and signaling are being addressed.  

There are a limited number of U.S. companies researching silicon photonics for product 
implementation. Traditional optical communications component companies are focusing 
on next generation component development for their traditional markets, i.e., Ethernet, 
Fibre Channel, and InfiniBand. The copper interconnect companies continue to drive for 
higher backplane interconnects and copper cables. Today, the Defense Advanced Re-
search Projects Agency (DARPA) is sponsoring programs on silicon photonics. The 
motivation is driven by the need to address computer interconnects for inter-chip and 
intra-chip applications.  
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3 Background 
The computer industry and the optical communications industry have different require-
ments. The market is segmented into low cost, high volume PC/laptop sales, low-end 
servers, mid-range servers, and high-end servers. Each segment has different pricing and 
economic requirements. In looking at the interconnect market we need to review several 
of the drivers.    

3.1 Server market 

The server/computer market is a multibillion dollar entity. The data centers utilize serv-
ers, data storage, and communication networks. The total server market is dominated by a 
few well known players. These companies utilize proprietary and/or standard protocols, 
develop their own chipsets, or partner with major chip manufacturers. The inside of the 
chassis is not interchangeable. The total estimated market for servers is around $56 bil-
lion. This estimate includes cabling, processors, etc. The major players involved are IBM, 
Sun, Hewlett-Packard, Dell, and Fujitsu. Figure 1 shows the estimated share reported by 
International Data Corporation’s (IDC) independent server market tracker. 
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Figure 1: Worldwide server revenue and market share for 2005 (US$M)  

(Source: IDC Quarterly server tracker) 

The software which runs on the servers is broken down into three principal operating 
systems: Microsoft Server, Linux, and UNIX. The market is currently deploying 64-bit 
processor systems with multi-core designs. The industry has moved to multi-core designs 
rather than continuing clock frequency increases due to thermal and power management 
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issues. According to this tracker, blade shipments accounted for around 4.6% of the total 
market revenue in 2005. The blade architecture was reported as growing in popularity. 
Fiber optic cabling is utilized in the ‘high end’ servers. The main ongoing concerns for 
this market include power consumption and thermal management. The current I/O ports 
for the servers run at varying signaling rates. These range from 33 MHz (PCI2) to more 
than 2 Gb/s (PCI Express), with multi-drop busing used at the lower speeds and point to 
point links at the higher speeds.  

3.2 Silicon industry technology drivers  

The silicon industry is around a $200 billion market. The major microprocessor and 
memory manufacturers employ state-of-the-art fabrication facilities. These large fabrica-
tion facilities are fully automated and can manufacture devices on 300 mm diameter 
wafers. The fabrication facility requirements depend on the market segment being served. 
The dynamic random access memory (DRAM), synchronous dynamic random access 
memory (SDRAM), and microprocessor segments are driven by constant reduction of 
device feature size to enable better performance and reduce costs. Figure 2 highlights this 
driver in linewidth reduction and processing node. 

  
Figure 2:  Production line widths in silicon (extended to 2010) 

 

The push in the microprocessor industry for smaller and smaller features has driven it to 
develop more precisely-controlled fabrication processes and implement different materi-
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als, i.e., low-k dielectrics and copper conductors. The push for smaller feature size and 
larger wafers has made a dramatic impact on the fabrication facility investment cost.  To 
remain competitive, many companies transition to larger wafer size. Figure 3 highlights 
the transition trend for wafer size production. 
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Figure 3:  Wafer size fabrication facility trend 

(Source: IC Insights) 

The constant process node trend and wafer size change increases the investment cost for a 
semiconductor fabrication facility. Figure 4 highlights the increased cost in facility in-
vestment as the feature size has decreased. 
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Figure 4:  Wafer facility cost trend 

(Source: IC Insights) 

The estimated cost of building a state-of-the-art 300 mm wafer facility is now close to $3 
billion. The primary manufacturer of microprocessors is Intel. It is the largest pure play 
silicon fabrication company and leads in investment in semiconductor technology.   

The silicon industry has developed standard processes and design tool sets. The wafer 
foundry model used by several companies today was developed from a U.S. government-
sponsored program, Metal Oxide Semiconductor Implementation Service (MOSIS). The 
standard design sets and process tools enabled the silicon foundry model. There are 
several electronic silicon foundries, such as TSMC, Charted Semiconductor, and United 
Microelectronics. These companies offer standard processes and tool sets at different 
process nodes. Typically, they are one generation behind the latest node being imple-
mented by the vertically integrated player Intel. 

For companies with revenue streams of around $200 million or less annually, a fabless 
model makes tremendous sense and is preferred. It reduces the investment cost for these 
companies and allows them to develop new design and chip sets on essentially a shared 
cost line. 

3.3 Silicon photonics drivers 

One of the key drivers for silicon photonics is the issue of bandwidth. Electrical signal 
integrity and impairments become more important as the data rate between nodes in-
creases. Optics offers higher bandwidth solutions with fewer signal integrity problems 
compared to equivalent electrical cabling. The current bandwidth in multi-core proces-
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sors is expected to increase exponentially as we move to more parallelism within the 
processor design. This drives increasing bandwidth requirements and hence data rate 
transmission between nodes. The scale of the bandwidth in the processor architecture is 
highlighted in Figure 5. 

 
Figure 5: Scaleable processor array and the bandwidth requirements at each node 

(Courtesy of M. Morse, Intel) 

 
The principle of silicon photonics is not new. The communications industry has been 
developing solutions based on silicon as a platform for the last 20 years. As the micro-
processor and computer industries have developed and with the ever-increasing band-
width requirements, fundamental signaling limits of the copper traces are being ques-
tioned. The principle is very simple: can we use optical instead of electrical signaling for 
routing within the computer architecture? This basic question has many different answers 
depending on one’s point of view. The implementation of optical signaling instead of 
copper signaling fundamentally depends on the technological advantages and the cost. 
The computer industry continues to develop new and novel approaches to extend the 
useful life of copper interconnects.  

The basic problem with silicon photonics is light emission: silicon is an indirect band gap 
material and therefore does not emit light. III-V semiconductors are the current mainstay 
of optical technology and can be found in many aspects of our daily life. The cost of 
optics is volume-dependent. Compact disc (CD) and digital versatile disc (DVD) lasers 
are considerably cheaper than telecom lasers, but the volume is orders of magnitude 
larger. For the computer industry, optical interconnect technology will need to use a 
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hybrid solution for the generation of light unless emission using silicon can be realized by 
electronic and material engineering.  

With the computer market being very cost and high-volume sensitive, a different phi-
losophy is required from the traditional communication optical component manufacturers 
entering the silicon photonics arena. The differences in operating temperature of the 
optics chips and the reliability performance metric all need to be redefined or adapted. 
The computer industry cannot force price demands on optical companies. The technology 
evolution and implementation will require partnerships to be forged to provide a path that 
is sustainable.  

Silicon photonics based on integrating computer-aided designs (CAD) with die bonded 
lasers is the starting point for silicon photonic devices. This is a hybrid approach that uses 
traditional component manufacturing. The disadvantage for silicon vendors is the optical 
devices are not integrated into the wafer fabrication process. Instead they are part of the 
assembly process. A semiconductor approach is required to change this methodology, hence 
the current idea of using wafer bonded devices, rare earths, epitaxial growth, or nanocrystals.   

Application development can help drive some of the silicon photonics interconnect tech-
nology. Several companies are looking at smart cable assemblies or inter-board intercon-
nects. These applications are faced with either developing new technology dominated by 
low cost cabling or III-V optical solutions. Figure 6 highlights some of the initial con-
cepts for silicon photonics. 

 
Figure 6: Example of monolithic integration of optical devices on a silicon motherboard 

(Courtesy of M. Morse, Intel) 
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Using silicon as a platform for integration and increased functionality is the best way to 
move into the optical application space. This approach competes directly with III-V 
optical photonics integration currently being developed in research laboratories. The 
potential advantage of silicon photonics is a function of the industry drivers. The applica-
tion space of the computer and communications industries combined offer real potential 
for growth. The inertia of the traditional computer architecture will need to be addressed 
to enable optical implementation. If the drive comes from within the computer industry, 
there is a significant chance of success.   

3.4 Silicon industry companies 

The major semiconductor manufacturers utilize in-house fabrication, foundries, or a 
combination of both. The major companies in this field are outlined in Table 1. The table 
also highlights the major foundry suppliers.  This list is based on 2005 revenue streams. 
The major semiconductor manufacturer is Intel, the principal CPU manufacturer. 

Company Location Revenue 2005 OI Outsource Notes
Intel Corporation United States 38,826.00$        8,664.00$          No
Texas Instruments Incorporated United States 13,392.00$        2,324.00$          No
AMD United States 5,847.60$          165.50$             
Freescale Semiconductor United States 5,843.00$          563.00$             Yes
Infineon Technologies AG Europe 10,060.30$        (340.00)$            No 2006 income
STMicroElectronics Europe 8,882.00$          266.00$             Yes
Philips Semiconductors Europe 7,452.90$          Yes
NEC Electronics Corporation Japan 6,583.10$          149.10$             No
Matsushita Japan -

 -

Company Location Revenue 2005 Outsource
TSMC Taiwan 8,103.60$          2,292.70$          
United Microelectronics Corporation Taiwan 3,058.40$          (477.70)$            
Chartered Semiconductor Singapore 1,032.70$          (159.60)$            

Semiconductor Companies

Silicon Semiconductor Foundries

 
Table 1:  Top silicon semiconductor companies by revenue 

 

The semiconductor industry is cyclic in nature. The industry is driven by consumer de-
mand, new product development, and technology introductions. The optical interconnect 
requirements today are being driven primarily by companies that are producing micro-
processors and memory chip sets.   

3.5 Communications industry overview  

The communications industry has evolved over the last 30 years as a result of significant 
changes in government regulations and global requirements. The initial development of 
communications networks was monopolized by the telecom operators. In the United 
States, this was AT&T, in the UK it was British Telecom, and in Japan, NTT.   
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During the early 1980s politics had a major impact on the telecommunications industry in 
the U.S. and abroad. In 1984, the U.S. government decided to stimulate competition in 
the telephone sector. AT&T was broken up and 22 local Bell companies were formed 
into seven independent regional Bell operating companies (RBOC) often called the 
“Baby Bells.”   

In the 1990s, several significant events led to over-investment in the industry which 
resulted in the telecommunications “bubble.” The investment drivers in the communica-
tion networks came from the Internet and wireless telephone adoption. The lighting up of 
the dark fiber and resultant introduction of dense wavelength division multiplexing  
(D-WDM) were major changes that occurred with the wireline fiber optic network. Dur-
ing the 1990s, most of the major equipment vendors spun out their optical component 
groups. This changed the business and research investment model for the industry in the 
United States and Europe. In Japan, the vertical nature remained through close links 
between the major component suppliers and the system houses.  

With the advent of the Internet, communication networks changed. The traditional tele-
com networks were based on voice traffic, with billing on a per minute basis. As the 
Internet expanded and proliferated, they became dominated by data traffic. This has filled 
the major network pipes today. Looking forward, the telecom carriers are now entering 
the video market and offer voice, video, and internet services (triple play services). This 
has led recently to resurgence in demand for new network components. It is expected that 
video services will dominate fiber optic network traffic in the future. As high definition 
television (HD-TV) proliferates and on-demand video services are offered to consumers, 
more bandwidth will be consumed. New video download and sharing services, such as 
You Tube, are also filling the pipes. These new services are expected to impact the data 
center. For video-on-demand service, one potential solution to alleviate metro traffic 
buildup is local video caching; it has been shown that it is cheaper to store data than to 
transmit data. 

Today, most family members have a cell phone. Figure 7 shows the adoption rate of 
wireless phones in the U.S.  Cell phone operators such as Verizon, Cingular, Sprint, and 
T-Mobile have each built large cell networks and are now beginning to offer wireless 
fidelity (Wi-Fi) broadband access to the consumer and business user. This new service 
provides a roaming internet protocol (IP) network with constant connectivity.   
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Figure 7:  U.S. adoption of wireless handsets from 1990 to 2004 

(Source: FCC)  

With the breakup of the large vertical telecom companies, a horizontal optical component 
business model now exists in the United States. The current data center requirements and 
data transport services have changed the network structure. Due to its lower inherent cost 
structure, Ethernet has a started to become the network protocol of choice even for the 
telecom carriers. 

Since the “telecommunications bubble,” there has been a switch in revenue leadership 
among storage, LAN, and telecom. Storage laser sales outstrip telecom laser sales today. 
This is understandable due to the proliferation of optical storage media and optical video 
players. The optical storage market for CD, DVD, high definition DVD (HD-DVD), and 
Blu-ray™ has different drivers than the optical communications market. The optical stor-
age market is served by several chip manufacturers that provide both communications 
and storage devices. The storage market has a different set of requirements to enable 
read, write, and erase functions on the optical disc. The next generation optical storage 
medium is the Blu-ray or HD-DVD disc. The optical heads now utilize three laser com-
ponents based on the requirement for backward compatibility. The shortest wavelength 
used is 405 nm, which utilizes InGaN material to produce the source.  

Conversely, the focus for optical communications companies remains developing faster 
and/or high power devices. The wavelengths of interest are centered on the transmission 
windows of the optical fiber, i.e., 850 nm, 1300 nm, and 1550 nm. These companies are 
also engaged in developing faster I/O optical devices for servers and data centers, but 
remain cautious of the cost requirements for server links.  
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3.5.1 Optical components companies 

Several companies serve both the communications and storage markets. The companies 
that are principally manufacturing devices for communications networks and I/O ports 
sell into the following application segments: 

• Ethernet  
• Fibre Channel 
• SONET/OTN 
• InfiniBand 
• proprietary    

 
The current optical components vendors have seen tremendous price erosion in their 
respective markets. With lower selling prices and high manufacturing costs, most compa-
nies have suffered significant losses since the “telecom bubble” burst. Table 2 highlights 
the operating income of several of the major component vendors.  

Company 2006 Revenues Operating 
Income (OI)

2004 Revenues Operating 
Income (OI)

Notes

(Millions) (Millions) (Millions) (Millions)
AVANEX 162.90$                        (54.70)$             106.90$               (124.10)$           
Finisar 364.30$                        (24.90)$             185.60$               (113.80)$           
Agilent 7,181.00$            349.00$            Note 1
Avago Tech Private Company
EMCORE 143.50$                        58.70$               93.10$                 (13.50)$             Note 2
JDSU 1,204.30$                     (151.20)$           635.90$               (115.50)$           
Cyoptics Private Company Private Company
Bookham 231.60$                        (87.50)$             79.80$                 (67.40)$             
LuminentOIC 271.70$               (10.70)$             
OCP 70.10$                          1.40$                 57.10$                 (1.30)$               
Eudyna - - - -
Excelight 
Sigma-Links
Opnext 151.70$                        (30.50)$             79.40$                 (80.50)$              
Mitsubishi 41,048.30$                    31,917.80$           424.40$            

Note 2: Include Sale of GelCore and Electronic materials
Note 1: Agilent sold the Optics piece and it was formed as Avago Technologies
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Table 2: Review of current active component vendors and their financial results 

 

The movement to transceiver modules compared to the traditional “golden box” discrete 
component has commoditized the market. There are several factors that have improved 
the operating income of several of the fiber optic transceiver companies, including the 
resurgence in the volume of sales to near-2000 levels. The optical components companies 
have also been actively engaged in downsizing by either pushing manufacturing off-shore 
or outsourcing production. Significant changes in the company structures have provided 
an ability to improve gross margins and get closer to breakeven. Each company should be 
reviewed based on its core competency and product portfolio. Both Finisar and Opnext 
have shown evidence of profitability in several recent quarters. Generally, the sector is 
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improving but is still not healthy enough to allow increased spending on R&D, a critical 
issue for the next generation of networks and component development. 

3.6 Government initiatives 

Governments around the world enable development of new technology and research 
through nationally funded programs. These programs impact the competitiveness and 
economic prosperity of a country. The U.S. government has traditionally funded research 
in areas that impact peoples’ lives through several of its agencies.  

This section highlights some of the facts related to research and development funding and 
information for the super computer segment and its impact on interconnect development 
in the United States and Japan. The principal reason to highlight these two countries’ 
programs is the continued race to achieve the highest performance super computer. This 
race spins off of development activities that impact the mid-range and low-end computer 
markets which benefit the overall computer industry.   

3.6.1 In the United States 

The U.S. government has been the primary driver for high performance computer devel-
opment over the last 40 years. The impetus for this has been: 

1. National security needs 
a. Intelligence 
b. Conventional and nuclear arms 
c. Weather forecasting 

2. U.S. competitiveness vs. the rest of the world 
a. Science and industry 

3. Use of high performance computing (HPC) technology 
a. Medicine 
b. Climate research 
c. Biology 
d. Chemistry 
e. Materials  
f. Basic computer simulation (CS) tools research 

 
The focus on HPC has enabled new advanced optical interconnect devices. There are 
several government agencies that fund research, including Department of Energy (DOE), 
National Science Foundation (NSF), National Security Agency (NSA), National Aero-
nautics and Space Administration (NASA), and the Defense Advanced Research Projects 
Agency (DARPA).  

DARPA has provided a major focus for the computer companies by funding programs 
between industry, government, and universities. The level of interest and investment by 
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the U.S. government in optical interconnect technology can be understood from several 
programs that DARPA has invested in. Several of these are highlighted in Table 3. 

DARPA Project Name Period Budget ($MM)
Analog Optical Signal Processing 2002-2005 37
Chip to Chip Optical Interconnects 2003-2007 45
Chip Scale WDM 2002-2005 40
Data in Optical Domain- Network 2002-2006 60
Optical CDMA 2003-2007 45
Photonic A/D Technology 1998-2001 40
Note: Reference Science and Technology Trends No.20 July 2006  

Table 3: Summary of several DARPA-funded programs related to optical interconnects 
(Source: Science and Technology Review, Quarterly Review No. 20 - July 2006) 

The continued focus on next generation and enabling technology by DARPA and other 
government agencies has helped the U.S. economy and has enabled technology leader-
ship for many U.S.-based companies. 

3.6.2 In Japan 

The Japanese government has continued to invest heavily in optical communication 
components. The size of the FTTH market is a clear indication of the demand within 
Japan and the government’s goal for a connected society. When we look at computer 
systems and servers, there has always been a race between the U.S. and Japan for the 
“biggest and best” super computer. The race remains heated, with the U.S. and Japanese 
governments investing heavily in this area. 

The Japanese optical components companies are researching several key areas in long 
wavelength communications for high data rate applications. For example, companies are 
currently investing in directly modulated 40 Gbit distributed feedback (DFB) lasers. 
Several key results were presented at the 2007 Optical Fiber Conference (OFC). There 
are a number of agencies in Japan that invest in new technology. A summary of the pro-
grams funded by the Japanese government (Figure 8) underscores the importance of 
optical technology to the country. 
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Figure 8: Overview of the government programs related to optical interconnects 

(Source: Science and Technology Quarterly Review No. 20 - July 2006) 

3.7  ITRS road map 

The International Technology Roadmap for Semiconductors (ITRS) has defined a path 
for the next generation of technology nodes (Table 4). As part of the roadmapping proc-
ess, the issues facing the semiconductor industry are discussed in this report.  

Year of Production 2006 2007 2008 2009 2010 2011 2012 2013 …. 2020
DRAM Stagger contacted metal 1 (M1) 1/2 Pitch (nm) 70 65 57 50 45 40 36 32 14
MPU/ASIC stagger contacted metal 1 (M1) 1/2 Pitch (nm) 78 68 59 52 45 40 36 32 14
Flash Uncontacted Poly Si 1/2 Pitch (nm) 64 57 51 45 40 36 32 28 13
MPU Printed gate length (nm) 48 42 38 34 30 27 24 21 9
MPU Physical Gate Length (nm) 28 25 23 20 18 16 14 13 6
Source: ITRS 2006 up-date  

Table 4: Predicted year of production and process node linewidth 
(Source: ITRS roadmap) 

Several bottlenecks have been predicted. A number of these issues were reported in a 
November 2004 OIDA forum on interconnects. Two areas were highlighted that optical 
device technology might be able to address: 
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1. The I/O pin count versus signaling rate per pin 
2. intra-chip interconnects on the intermediate and global level (“red brick wall”) 

 
These two areas are being addressed by research laboratories to find a potential solution. 
It is believed that continued advances in copper interconnect technology will dominate 
for the next 5 to 10 years until these bottlenecks can no longer be addressed by electrical 
solutions. 

3.8  Standards development  

Standards play a very important role in the development of communication networks and 
components. There are several different standards bodies for the different levels of net-
work architecture, including:  

OIF – Optical Internetworking Forum 
IEEE – Institute of Electrical and Electronic Engineers 
IETF – Internet Engineering Task Force 
ITU – International Telecommunications Union 
TIA – Telecommunications Industry Association  
 
The use of standards, different protocol requirements, and technical specifications allows 
open network configuration and compatibility. Each organization has a vested interest in 
its own requirements and development. The ITU is trying to understand the next genera-
tion telecommunications network. IEEE develops standards for local area networks and is 
currently addressing 100 Gbit Ethernet as the next generation data rate for switched 
networks.  

Today’s data center and servers utilize several of the standards developed by these bod-
ies. How the implementation of protocols changes within the data center over the next 
decade is not clear. As we look forward to board-to-board and intra-chip optical intercon-
nects, different standards bodies may be involved. 
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4 Electrical interconnects overview  
Within the data center, there are several different types of interconnects. To enable some 
distinction between the different requirements for optical technology, this report segre-
gates the connections into intra-chip, inter-chip, and backplane interconnects. 

Today, the majority of connections are copper based. Optical solutions can enable higher 
performance and fast data rates. The penalty that will be paid as signals move around 
optically is associated with the electrical to optical conversion either at the transmitter or 
the receiver. The extent of this penalty is connection–dependent and needs to be analyzed 
as part of any cost or improvement driver. 

4.1 Overview of the interconnect segmentation 

The next few sections provide a basic overview of the types of interconnects and chal-
lenges associated with each.  

4.1.1 Intra-chip interconnects 

Within the IC, the individual transistor and circuit blocks must communicate via metal 
wires. As the photolithography linewidth decreases, the transistors become smaller and 
faster. This leads to more transistors per unit area and denser intra-chip interconnects.  

The IC the wiring hierarchy typically uses shorter wires nearer to the silicon surface and 
increasing longer wires at higher layers. The lower levels of interconnect are thin and are 
used in local routing. Intermediate layers are of medium thickness and used for semi-
global routing. Finally, the top layers are the thickest and are used for global routing 
across the IC. The different levels of interconnect are customarily laid out in orthogonal 
directions to minimize cross-talk between adjacent levels. Furthermore, this convention 
helps to simplify routing patterns. Figure 9 highlights an example of this wiring hierar-
chy. 
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Figure 9: Example of the metal interconnects layers in an IC 

 

As the clock frequency increases and the processing node decreases, global interconnects 
which span the chip exhibit higher resistance-capacitance (RC) time constants. This leads 
to increasing interconnect delay, transition time, and cross talk. In the majority of CMOS 
processes used today, the global interconnects are typically broken up into shorter links 
and signal is regenerated with repeaters. This breaks the long wires into smaller short 
segments which decreases the overall delay. The delay now becomes linear in nature 
rather than quadratic. The issue with the repeater is the delay introduced by the repeater 
itself and the associated power penalty because of this additional circuitry. For processors 
operating at Gigahertz clock frequencies, the global wires must be designed assuming 
resistance, inductance, and capacitance (RLC), not just resistance and capacitance. 

The two main parameters characterizing the electrical interconnects are propagation delay 
and the interconnect bandwidth density. The delay can be reduced by increasing the 
interconnect width, but this is at the expense of a smaller bandwidth density. As the 
global interconnects are delay limited, it is expected that optical interconnects should be 
able to provide advantages here over the current approach. The current figure of merit for 
delay optimized global electrical interconnects is 1mW/mm, but this is expected to in-
crease in the future. As the process node is lowered, the electrical bandwidth density can 
increase. This provides a moving target for optical interconnects to hit. For optical intra-
chip interconnects, the main challenges are: 

• technology implementation (silicon photonics, organic waveguides?) 
• thermal and power consumption 
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• architecture and design rule changes 
• package design 

4.1.2 Inter-chip interconnects 

There is a requirement on the circuit card to transfer data more efficiently between the 
CPU and off-chip memory. Chip packages today connect to off-chip memory using ball 
grid array packages that connect to the circuit card traces. The interconnection point and 
trace can provide loss of signal integrity. To implement an optical solution, we would 
need to change the I/O from optical to electrical, as shown in Figure 10. 

  
Figure 10: CPU and memory module example configuration 

 

This represents a significant departure from current IC packaging and circuit design. 
There are fundamentally two elements that would need to change: 

1. circuit card design and materials 
2. I/O from the IC package 

 
The design of this “OE extension” module that connects to the silicon circuit is not cur-
rently defined by any industry standard. There are several technical publications that 
show the potential of the VCSEL array to connect to a receiver array on board. The desire 
to provide the OE connection is a continuing challenge with the current industry dynam-
ics.  

The main implementation in practice today is rack-to-rack connections with parallel 
optical modules based on SNAP-12 or POP 4 multi-source agreements. 

4.1.3 Backplane interconnects 

Today’s servers are mainframes, racks, or blade server configurations. Copper back-
planes connect between server blades or cards. The copper connectors in the backplane 
are produced by several key manufacturers, such as Tyco, Teradyne, Molex, and FCI. 
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These manufacturers have released a roadmap for copper connectors up to 40 Gbit/s 
(Table 5). 

1Gb/s 2.5Gb/s 3.125Gb/s 4.0Gb/s 6.125Gb/s 10Gb/s 40Gb/s
Teradyne connectors HDM VHDM & VHDM L-Series VHDM-HSD GBX GBX
ERNI Connectors ERNet ER met Ermet ZD ERmetZD Ermet Zero XT

Connector Tyco Connectors HM-ZD Z-Pack HM-ZD Z-Pack HM-ZD 
MultiGig RT-1 MultiGig RT-2 MultiGig RT-3

Technology FCI Metral 2000 AIRMAX VS AIRMAX VS AIRMAX
Metral 4000

Fujitsu FCN-261Z00x FCN260D
Winchester xcell SIP-1000 I platform
Molex Molex is teradyne licensee

Published by iNEMI  
Table 5: Copper technology roadmap published by  

International Electronics Manufacturing Initiative (iNEMI) 
(Source: www.inemi.org) 

The backplane provides for board-to-board interconnects. The architecture is a switched 
fabric architecture. There are principally two switch fabric architectures, as highlighted in 
Figure 11.  

 
Figure 11: Backplane switching architecture 

(Courtesy of J. Goergan, Force10 Networks – OIDA 100 Gb Ethernet Forum) 

To move to an optical backplane, optical waveguides and connectors in the printed circuit 
board (PCB) need to be developed. Implementation would need to be standardized by the 
IPC-Association Connecting Electronics Industries or other standards organization. Sev-
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eral companies are developing optical waveguide technology for the PCB with great 
success, but several key challenges remain, including:   

• architecture 
• fiber/polymer or embedded waveguides  
• implementation approach  
• connector type 

 
Optical will eventually be required. The market and application may not necessarily be in 
servers first, but could be in other markets such as cell phones. 
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5 Photonics in the communications industry 
There are several requirements for the optical interconnect to move further toward the 
chip domain in computer and server systems. The technology in use today is based on the 
switch and router requirements for long distance optical networks. The dichotomy in the 
area is between short reach links (links < 300 meters in length) and long reach links (links 
> 300 meters). The breakdown in optical networks is based on the link budget require-
ments and so has been segregated into transmitter and receiver type vs. distance and bit 
rate. Examples of these specifications are provided in Tables 6 and 7. These show the 
classification imposed on links for SDH transport networks. 

Application Intra-Office Inter- Office
Short Haul Long Haul

Source Nominal Wavelength nm 1310 1310 1550 1310 1550

Type of Fiber Rec. 
G652

Rec. 
G652

Rec. 
G652

Rec. G652
Rec. 
G652  
Rec. 

Rec. 
G653

Distance (Km) <2 15 40 80
STM-1 I-1 S-1.1 S-1.2 L-1.1 L-1.2 L-1.3

STM Level STM-4 I-4 S-4.1 S-4.2 L-4.1 L-4.2 L-4.3
STM-16 I-16 S-16.1 S-16.2 L-16.1 L-16.2 L-16.3  

Table 6: Application table from the ITU, specifying link length classification 
(Source: ITU-T G957 Specification) 

Unit Values
Digital Signal STM-16 according to Recommendations G707 and G958
Nominal Bit rate kbit/s 2488320
Application code I-16 S-16.1 S-16.2 L-16.1 L-16.2 L-16.3
Operating Wavelength range nm 1266-1360 1260-1360 1430-1580 1280-1335 1500-1580 1500-1580
Transmitter at reference point S
Source type MLM SLM SLM SLM SLM SLM
Spectral Characteristics
- Maximum RMS nm 4
-Maximum -20dB width nm 1 <1 1 <1 <1
-minimum side mode dB 30 30 30 30 30
-suppression ratio
Mean Launched Power
- maximum dBm -3 0 0 3 3 3
-minimum dBm -10 -5 -5 -2 -2 -2
Minimum Extinction ratio dB 8.2 8.2 8.2 8.2 8.2 8.2  

Table 7: Application table specifying transmitter and receiver requirements 
(Source: ITU-T G957 Specification) 

By providing distinct operating requirements, these types of standards enable inter-
operability between systems. Because of the standards specified for networks, optical 
components have moved to a module-based component structure. The modules are re-
ferred to as transceivers and contain memory, driver, and receiver chip sets, and can 
contain CDR, MUX, and DE-MUX functions. The actual complexity of the module 
depends on the form factor and requirements from the customer (switch, router, or host 
bus adaptor). For server and board interconnects, the question on applicability may re-
quire alternative standard requirements and reliability requirements. For intra-chip and 
inter-chip connections, the actual “module” might develop into different form factors 



 

Silicon Photonics: Challenges and Future – 26 
Optoelectronics Industry Development Association 

than those readily available today. The main issue for the current entrenched supply base 
is the lack of incentives and investment money to exploit a potential high volume server 
chip interconnect market. 

5.1 Fiber optic connectors and cable assemblies 

The standard fiber optic components in servers and switches today are transceivers and 
fiber optic cable assemblies. These are based on well known and mass manufactured 
products. For circuit board routing, optical waveguide is an alternative device technology 
that can be employed. For Fibre Channel SANs and Ethernet LANs, fiber optic compo-
nents utilize both single-mode and multi-mode fiber cable assemblies. These are typically 
duplex (two) fiber connections. For servers using proprietary and/or InfiniBand connec-
tions, parallel optic modules are utilized. Parallel modules use ribbon fiber cable assem-
blies. The different connectors for the fiber cable used today are MT-RJ, LC, SC, and 
MPO connectors. All of these connectors provide a different ferrule size and fiber spac-
ing. Table 8 provides dimensions of each connector type. 

Connector Type Ferrule Diameter Fiber spacing SM/MM
ST 2.5mm Both
SC 2.5mm   Both
LC 1.25mm 6.25mm Both
MT-RJ 2.5mm x 4.5mm 0.75mm Both
MPO 3mm x 7mm 0.25mm MM  

Table 8: Ferrule dimension and connector types 
 

For high density applications, the multi-fiber push on (MPO) fiber cable assembly is 
preferred. The cable assembly can be fanned out to other connector types or simply be 
MPO-to-MPO. Alternative fiber management techniques have been developed where 
effectively the fiber is encased in a plastic jacket and routed with terminated connectors 
at either end of the assembly. This approach is simple but custom to the chassis being 
used. With the fiber connector technology, if the transceiver solution goes parallel, there 
are two choices: 

1. Combine multiple wavelengths down a single fiber – e.g., D-WDM/CWDM  
2. Utilize parallel arrays e.g., 2-D and/or 1-D array ribbon fiber 

 
Fiber optic cable is used extensively to transmit data across communication networks. It 
was first developed for the telecom network in the early 1970s. Improvements in drawing 
of the fiber and reduced impurities decreased the attenuation of single-mode fiber signifi-
cantly. As fiber optic networks have evolved and new devices developed, the advantage 
of fiber has been employed on an ever-increasing scale. Local area networks employed 
multi-mode fiber with LED-based transmitters for 100 Mbit links and today 40 Gbit links 
are being employed in the core networks of the telecom carriers. Fiber optic cables for 
I/O connections for servers have been growing in popularity as the benefits and reliability 
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of the optic components improve. Multi-mode fiber is used extensively for short reach 
links because of the benefit of signal launch tolerance, cleaning, and low cost of the fiber 
optic transceivers. 

There are different types of multi-mode fiber. The differences are characterized by the 
over-filled launch bandwidth. Due to its construction, the bandwidth of the fiber depends 
on the core diameter and material effective index profile. Table 9 summarizes the multi-
mode fiber currently available.  

Fiber Wavelength Core Diameter
Over Filled 

Launch 
Bandwidth

OM-1 850nm 62.5um 200
1310nm 500

OM-2 850nm 50um 500
 1310nm 500

OM-3 850nm 50um 2000
1310nm

OM-3+ 850nm 50um 4700
1310nm  

Table 9: Fiber types in production and their over filled launch bandwidth 
 

The multi-mode fiber modal properties have been studied extensively in the IEEE stan-
dard groups to allow higher data rate transmission over 62.5 um and 50 um core fiber. At 
10 Gbit/s, electrical compensation techniques for the optical signal are used when the 
bandwidth of the fiber is too low. The single emitter standard developed for this applica-
tion is the IEEE 10 GBASE LRM standard. For server and SAN applications, these 
restrictions are not typical as new cable can be deployed. Multi-mode fiber is currently 
the fiber of choice for the data center.  

The high bandwidth fiber allows longer distances or higher data rate for equivalent dis-
tance. From the trend in cable type, higher bandwidth fiber is preferred for new installa-
tions over smaller bandwidth OM-2 or OM-1 fiber. Fiber length is also important to 
understand in terms of fiber cable interconnects. Current information suggests that 100 
Gbit parallel optic transceiver links can meet a 100 meter distance requirement by utiliz-
ing OM-3 fiber.  

5.2 Optical transceivers 

Fiber optic transceivers are utilized in most network switches and SAN environments. 
For switches, the preferred transceiver is currently the pluggable module. For host bus 
adaptor cards, the through-hole version is preferred. The transceivers typically utilize InP 
devices for long wavelength 1310 nm applications and GaAs VCSEL devices for short 
wavelength 850 nm multi-mode applications. The parallel optical modules utilize VCSEL 
arrays for the SNAP-12 and POP-4 designs. The transmitter and receiver devices are the 



 

Silicon Photonics: Challenges and Future – 28 
Optoelectronics Industry Development Association 

core of the transceiver. The InP and GaAs material systems today have been shown to 
allow modulation from the p-n junction device up to data rates of 40 Gbit/s.  

The long wavelength devices are dominated by ridge and buried heterostructure devices. 
These are typically distributed-feedback (DFB) or Fabry-Perot (FP) laser devices that are 
either directly modulated or externally modulated. The cost of these devices is volume 
and overhead dependent. These devices are principally used in single-mode fiber applica-
tions. Single-mode fiber imposes a tight alignment tolerance on the packaging unless 
mode expanders or waveguide manipulation are utilized. They are predominately used for 
long reach links greater than 300 meters.  

The two principal transceiver module interfaces are duplex (LC/SC) or MPO connector. 
Alternative interfaces for transceivers are used in the automobile market (plastic optical 
fiber), but these are not discussed in this report. 

5.2.1 Single channel – duplex 

There are multiple types of fiber connectors. The transceivers that are shipped in volume 
today are mainly LC duplex interfaces. When the market moved from the 1x9 footprint to 
the small form factor footprint, there were several interfaces/connectors initially devel-
oped (Table 10). 

Connector Ferrule size Fiber spacing Latch 
LC 1.25mm 6.25mm RJ-top 2 latch 
MT-RJ 2.5 x 4.4mm 0.75mm RJ-top latch 
SC-DC 2.5mm 0.75mm SC push-pull 
VF-45 None 4.5mm RJ-top latch  

Table 10: Connectors initially developed for the SFF transceiver 
 

The issues of repeatability, insertion loss, back reflection, and mechanical stability were 
all investigated. The two connectors that prevailed were the LC and MT-RJ connectors. 
The LC is most widely used today because of the compatibility with TO-can technology 
and package diameter. The LC connector mated well with TO-46 and TO-56 assembly 
techniques for single-mode and multi-mode optical subassemblies. The fiber spacing 
provided enough mechanical tolerance to package two TO cans side by side. Other ce-
ramic package types that utilized LC interface exist and these were developed later to 
enable cooling, optical isolation, or high speed RF feed through.    

The market is segmented by protocol. The Ethernet and SANs markets are predominately 
served today by short wavelength transceivers. D-WDM, C-WDM, and SONET/OTN are 
mainly served by long wavelength transceivers. The FTTH market is different. This 
market typically uses fiber pigtailed product on a single fiber output/input.  
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The short wavelength market is dominated by the 850 nm VCSEL device. It utilizes a 
Bragg reflector in the device structure to launch the light through the top surface of the 
device. The VCSEL is a multi-mode device and replaced the 850 nm edge emitter tech-
nology in Fibre Channel (FC) applications. Short wavelength transceivers utilize multi-
mode fiber interfaces/connectors. These VCSEL devices are widespread, dominating the 
1 Gbit Ethernet optical transceiver market and SAN market. The ratio of short reach to 
long reach transceiver ports in the Ethernet market is 70:30 (850 nm:1310 nm) at  
1 Gbit/s. This is expected to reverse at 10 GbE. For Ethernet, the SFP and X-type trans-
ceivers dominate. Examples of these transceivers are shown in Figure 12. 

  
Figure 12: Examples of the duplex transceivers 

(Courtesy of W. Jiang, JDSU – OIDA 100 Gbit Ethernet Forum) 

At the higher data rates of 10 Gbit/s, additional ICs were initially incorporated into the 
transceivers to provide signal re-timer or multiplexer/de-multiplexer functions. The 
current trend in the industry is to push these functions back into the SER-DES on the host 
board. This is expected to reduce the electrical component cost within the transceiver. 
The reduction in footprint allows more ports per blade to be incorporated, increasing the 
density of 10 Gbit duplex transceivers on a board.  

Work is progressing in the current Ethernet environment on developing 100 Gbit trans-
ceivers. The exact footprint, power consumption, and interface are still not clear. Due to 
cost constraints and development budgets, the industry trend is to utilize current compo-
nent technology. This is an issue the industry will need to address as demand for high 
speed components becomes more pressing over the next few years.   
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5.2.2 Parallel channel 

The parallel fiber architecture for interconnects was developed initially to solve the com-
puter interconnect problem. A majority of funding of the basic research to enable these 
transceivers was provided by DARPA. The basic approach is similar to the ribbon cable 
used in the printers and computers in the 1980s. Instead of a parallel electrical connec-
tion, a parallel optical connection is used. The transceivers are E-O converters with paral-
lel signal inputs (Figure 13). The transmission (optical) lines must be compensated for 
skew, but this method allows increasingly higher aggregate bandwidth to be provided, 
which is proportional to the fiber count.  

  
Figure 13: Parallel optical link architecture using VCSEL arrays 

(Courtesy of J. Ojha, Avago Technologies) 

The parallel links take advantage of VCSEL array technology. The array (photodiode or 
VCSEL) sits on top of an alignment substrate or electrical IC. The actual design is de-
pendent on the manufacturer. Only a few companies have been successful with VCSEL 
array transceiver products. When these modules were initially released during the optical 
bubble, modules would fail catastrophically. The reliability concerns for parallel trans-
ceivers stem from the infant mortality issues related to dark line defects (DLD).  

In the parallel module, certain designs require the VCSEL to sit on top of the electrical 
circuit. This design allows thermal transfer from the IC to the VCSEL array, which in-
creases the junction temperature. As reliability and infant mortality are accelerated with 
increasing temperature and drive current, the removal of the heat from the package re-
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quires careful design. The importance of junction temperature and heat load in parallel 
modules has been published by several companies.  

As the GaAs material system suffers from DLD, all VCSEL devices require a burn-in to 
weed out the weak devices. Typically, the burn-in forces the DLD to move into the active 
region if it is present. To overcome this problem, Agilent Technologies (now Avago 
Technologies) released several publications on their 1x12 transceiver suggesting that 
moving to a longer wavelength alleviated this problem. By adding indium into the quan-
tum well and shifting the wavelength to 980 nm, they showed that infant mortality could 
be reduced.  

The advantage the parallel transceiver offers is that the aggregate transmission data rate 
can be 4 to 12 times higher than the current duplex transceivers. Additionally, a parallel 
transceiver can provide equivalent aggregate data rate to a duplex transceiver but utilize 
lower electrical data rates. This approach can alleviate some of the signal integrity challenges 
that are seen at 10 Gbit/s and above. Figure 14 provides an overview of a parallel module. 

  
Figure 14: High performance computing parallel transceiver solution 

(Courtesy of P. Pepeljugoski, IBM – OIDA 100 Gbit Ethernet Forum) 

The VCSEL bandwidth, ESD and reliability are related to the active region diameter. 
Conference publications have demonstrated 20 Gbit/s modulation in the laboratory. If the 
VCSEL is unable to achieve higher bandwidth, do we need to look at alternative device 
technology for parallel modules? In the serial transmission space, the electro-absorption 
(EA) modulator or Mach-Zender (MZ) modulator approaches up to 40 Gbit/s are in 
production today. For rates above this, perhaps a different device will be required. 
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Alternatives to the POP-4 and SNAP 12 transceiver modules have been developed. The 
quad small form-factor pluggable (QSFP) module, which is based on the XFP mechanical 
package, has been released to the market. It utilizes an MPO fiber optic connector to 
allow parallel transmission from a pluggable port, similar to the current XFP duplex 
transceiver. The design takes advantage of the XFP surface mount connector, allowing 
migration to 4x10 Gbit or 12x10 Gbit/s modules. With the current development of high 
speed surface mount connectors these rates could potentially move to 4x25Gbit/s or 12 x 
25 Gbit/s per electrical lane. A 12 x 25 Gbit/s parallel module would provide a 300 Gbit/s 
interconnect solution.    

For board-to-board optical interconnects, the transceiver packaging will need to change. 
Potential solutions include co-packaging within the IC package or implementation of a 
silicon photonics solution. One of today’s solutions is to integrate 850 nm VCSEL tech-
nology into the ball grid array (BGA) package or as an ‘add-on’ to the current silicon IC 
package. Co-packaging an O-E converter within the IC package will enable on-board 
optical interconnectivity. Several groups are using VCSEL technology because of the low 
drive voltages and alignment tolerance to multi-mode fiber or optical waveguides. Array 
technology is relatively mature and demonstrations of 2-D arrays connecting to circuit 
boards have been produced. The question of burn-in of the array and packaging/align-
ment is similar to the parallel module mechanics. This approach is a packaging exercise 
and very high precision assembly orientated. To move to a lower cost implementation, 
wafer scale integration will need to occur.       

The current alternative solution is silicon photonics. This approach is being investigated 
by several companies, including Intel. The main question with a wafer scale approach is 
generating the light transmitter or light source. Several silicon photonic building blocks 
have been demonstrated including modulators, receivers, and transceivers. These demon-
strations have used extrinsic sources. The simplest integration of the light source is cur-
rently achieved using standard flip chip die bonding techniques. To achieve a wafer scale 
source, the integration into the silicon fabrication line would be preferred. One method is 
to use wafer bonding of III-V material to the silicon. Wafer bonding is a common process 
in the LED industry. The idea is simply to add some III-V semiconductor that can gener-
ate the photons for the silicon laser resonator. This topic will be covered in more detail 
later in this report. 

Integrated O-E converters would enable the optical PCB industry. The problem will be 
whether it should be based on 850 nm VCSELs or 1310 nm silicon photonics. The actual 
wavelength will need to be determined to enable the right properties of the waveguides to 
be implemented. 1310 nm VCSEL technology has been developed but is not in mass 
deployment.  

Fundamentally, the conversion to an optical signal should be part of the silicon IC to 
achieve the lowest cost. The next section addresses the state of play of photonics integra-
tion.          
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6 Photonics integration 
The long term goal for optical companies is the development of photonics integrated 
circuits. This objective has been discussed over the last 20 years. Optical technology is 
pervasive in our society. The optical industry, which invested heavily in InP and GaAs 
material systems initially, has enabled basic research that has spun out into different 
markets which have had widespread social and economic impacts. The optical storage 
industry and development of the GaAs-based CD and DVD laser have revolutionized the 
music and video industries.   

Communications companies have tried to develop the all-optical network and have 
looked for the equivalent device building block of the ”optical” transistor to enable inte-
gration similar to the electronics industry. There has been a distinct lack of progress in 
this area. This lack of standardized semiconductor building blocks and the economic 
situation that many optics companies have faced over the last decade have provided an 
unfavorable environment. The industry remains segmented and distinct with many com-
panies believing that the fabrication process provides their differentiation.  

With regard to optical interconnects for the server and computer industries, there are key 
issues that need to be resolved. Several issues are driven by economics while others 
challenge the semiconductor material and integration requirements. As optical component 
transmission technology is currently at a different evolutionary stage than electronic 
manufacture, the goals and targets to enable the optical I/O need to be carefully evalu-
ated. Research and development paths need to be evaluated and implemented. Fundamen-
tally, integration of the optical semiconductor community with the electronic sector needs 
to occur in a coordinated fashion. Several of the ‘old’ ideas for optical semiconductors 
should be re-evaluated and the technology utilized and built upon. 

6.1  III-V OEIC direction and challenges 

Within the III-V optical community, photonics integration is a technology area that re-
quires redefinition and evaluation. The current devices used in communication transport 
products are finally being developed with some functionality, but not yet on the scale 
required to make a drastic impact. Progress is hindered in standard building blocks and 
design tool sets by the ‘economic survival’ requirement. The lack of a ‘killer’ application 
is typically blamed for the inertia. Optoelectronic integrated circuit (OEIC) development 
and deployment are hindered by the requirement for a volume application and by ques-
tionable cost arguments. 

The approach within optical communications, up to now, has been to utilize silicon as a 
platform for integration or low cost packaging. Several interesting developments have 
occurred as a result of this philosophy. For example, silicon micro electro-mechanical 
systems (MEMS) technology was developed for optical routing during the optical bubble. 
Today, this is the basic element of the consumer digital light processing (DLP) television, 
which produces high definition projection systems with 32 million color capability. In the 
packaging of components, low-cost technology is being utilized for optical storage. The 
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CD/DVD industry is currently required to provide backward compatibility. The optical 
read heads need to provide different powers and wavelengths. This is currently achieved 
by co-packaging of different laser die.     

At present, there are several examples of III-V photonic integration. The simplest devel-
opments have employed integrating different functions within the same optical chip. An 
example of this is the tunable laser (Figure 15). The tunable laser provides a low-cost 
alternative to individual discrete wavelength lasers. It allows tuning over a wide wave-
length window simply by altering the current on the electrodes of the device.  

 
Figure 15: Tunable laser structure 

(Courtesy of N. Puetz, JDSU – OIDA InP Foundry Workshop) 

Integration of semiconductor optical amplifier technology provides variable power output 
and an additional control function.  

Several researchers have demonstrated that band structure engineering can enable differ-
ent functionality within the devices. Examples of this include polarization switching for 
optical flip flops and self pulsations for locking or providing an optical clock. 

Waveguides on the III-V semiconductor can enable additional functionality. One differ-
ence between III-V technology and silicon electronics processing is epitaxial growth. In 
III-V devices, regrowth to provide device functionality is a standard practice.  Epitaxial 
regrowth of silicon is not standard within electronic circuits. III-V regrowth allows buried 
waveguides or alternative routing schemes to be developed and deployed. The application 
of different layers with mode converters or adaptors is a critical area of design to prevent 
optical noise or beating. Routing then becomes a waveguide design problem coupled to 
the interaction of positive optical gain within a fixed cavity or confined structure. Com-
plex waveguide modeling is required to understand the profiles coupled to the active 
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transparent optical light emitter. Beating and adiabatic transformation need to be ana-
lyzed and enabled/disabled depending on the required device functionality. 

Several photonic circuits are currently being deployed within commercial systems for 
long distance communications. These chips or devices provide increased functionality 
with lower cost and added complexity. For optical transport, dense wavelength division 
multiplexing has increased the effective bandwidth density of optical fiber. Systems 
currently provide around 2 Terabits of fiber bandwidth. The transport of multiple wave-
lengths off of a single transmitter chip has been realized by Infinera. Their transport 
product utilizes an InP photonic integrated chip to provide a multi-wavelength transmitter 
(Figure 16).  

 
Figure 16: Example of a photonic integrated chip system 
(Courtesy of F. Kish, Infinera – OIDA Micropackaging Workshop) 

This approach is based on III-V waveguides married to III-V optical transmit and receive 
die on a single InP semiconductor wafer. This example leverages the economies of wafer 
scale production but is based on III-V substrates.  

There are several waveguide approaches that can be employed and which have been 
published. These include the use of buried waveguides, ridge waveguides, or silicon 
waveguides. How to implement silicon waveguides depends on whether your definition 
of wafer scale is active devices on the same substrate or integration through deposition, 
epitaxial growth, etching, or fusion. 

The deposited waveguide approach allows interconnection between elements using sur-
face waveguides. An example of this is to use silicon dioxide deposition as a planar 
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waveguide process. This approach has been studied by Sarnoff Corporation for integrated 
optical functionality (Figure 17).  

 
Figure 17: Processing example of an integrated waveguide to an active optic device 

(Courtesy of J. Abeles, Sarnoff Corporation – OIDA Micropackaging Workshop) 

By depositing the waveguide on the etched surface and using photolithography mask 
steps on the planar surface, functionality can be added. This approach allows the integra-
tion of current industry standard devices such as arrayed waveguide grating devices 
(AWG) to emitters and receivers (Figure 18). The wavelength discriminator (i.e., AWG) 
can be implemented without additional bonding or optical packaging. The alignment step 
is now wafer level and simply another deposition and photolithographic step. The major 
concern with this approach is the InP substrate. Commercial substrates today are rela-
tively small compared to silicon wafers. Most processing of InP optical devices remains 
on two- to four-inch diameter wafers, which are relatively brittle compared to silicon.   
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 Figure 18: Processing example of an AWG active optic device 

(Courtesy of J. Abeles, Sarnoff Corporation:– OIDA Micropackaging Workshop) 

The issue with increased optical functions is the wafer area required. For example, a 
wavelength of 621 nm is equivalent to a photon with energy of 2eV. For an electron, the 
2eV energy is equivalent to a wavelength of only 0.87 nm. Using this simple argument, 
photonic circuits require two orders of magnitude more wafer area than the equivalent 
electronic device. This is a huge implication for optical photonic circuit functionality. 
Density is a problem that would need to be assessed prior to replacing equivalent electri-
cal functionality.  

A neglected area that most silicon companies must consider, as we move above 100GHz 
frequencies, is the relatively high breakdown voltage of InP electronics. Electronic driv-
ers and receiver circuits developed on III-V materials have produced extremely high fmax 
values with larger breakdown voltages than silicon germanium transistors. Recent work 
under a DARPA program enabled modulation to be achieved at 160 Gbit/s (Figure 19). 
This technology could be married to optical components in an integrated IC with 
waveguide technology to achieve ultrahigh bit rate processing.  
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Figure 19: InP electronics with high breakdown voltage transistors for > 100 Gbits 

(Courtesy of R. Milano, Vitesse – OIDA 100 Gbit Ethernet Forum) 

The wafer scale approach for III-V photonics remains limited. The small volumes seen in 
the communication segment and issues of process capability coupled to wafer size are 
some of the issues that impede new developments. Alternative technology is typically 
used, such as hybrid integration, which involves ‘packaging’ of the discrete components 
on an optical ‘breadboard.’ Due to it nature as the most mature semiconductor technol-
ogy, silicon is ideal for this application.  

The current communications business climate and lack of a killer application have en-
sured that III-V photonic integration progresses at a relatively modest pace. As we inves-
tigate silicon photonics and the implications of light emission, we should review some of 
the basic concerns with III-V material which can provide the emission wavelengths of 
interest for silicon photonic solutions. 

6.2 III-V long wavelength material issues 

To achieve wavelengths in the 1100 nm to 1900 nm range, devices are grown on indium 
phosphide (InP) substrates and up to 1300 nm on gallium arsenide (GaAs). To achieve 
the wavelength and improve the optical power, the devices typically use band structure 
engineering.  

The optical properties of III-V semiconductor compounds are very well understood. The 
theory of optical gain and the impact of dimensionality on optical emission or conversion 
stems from the density functional theory applied to microwave amplification by stimu-
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lated emission of radiation (MASER). The practical application involves layers of mate-
rial which are thin, i.e., on the order of the De Broglie wavelength of the electrons, cou-
pled with carrier and optical confinement design.  

The optical gain function is basically assumed to be a Taylor series expansion of the 
dipole moment wave functions. This leads to an optical gain which converts a many-body 
wave function Hamiltonian into a simpler representation. Essentially, we can view the 
optical gain of the semiconductor to be a function of the dipole moment <φ1| e.r| φ2>, which 
is related to the band structure of the semiconductor through the band gaps and effective 
masses of the electronic states. Several papers by Adachi have used this relationship to 
provide insight into the optical gain of direct band gap semiconductors and the impact of 
dimensionality. This understanding has driven several of the significant developments in 
low dimensional structures for laser devices produced today.  

Historically, temperature sensitivity has been a major issue for long wavelength devices 
for optical communications. There has been tremendous debate on the issues, which 
included discussion on the band structure, loss processes, optical gain, and current den-
sity. It is believed there are three main loss mechanisms today that impact the long wave-
length devices: 

1. Inter-valence band absorption 
2. Auger recombination 
3. Hetero-barrier leakage 

 
All three mechanisms have a direct impact on the light emission of the device, either 
through heat, optical loss, carrier injection efficiency, or optical gain. As we discuss one 
of the approaches to silicon photonics, which involves wafer bonding of InP to a silicon 
resonator, the impact of these loss mechanisms needs to be considered.  

6.2.1 Intervalence band absorption 

The intervalence band absorption mechanism occurs in direct band gap semiconductors.  
It is a photon re-absorption process, which effectively increases the absorption coefficient 
(loss) of the optical cavity and active region material. From simple laser theory, the 
roundtrip gain of the laser cavity must equal the cavity losses. The optical cavity loss is 
increased in the presence of intervalence band absorption, i.e., αi = αmaterial +αivba, where 
αi is the absorption coefficient for the material in the cavity. In a direct gap semiconduc-
tor, the emission wavelength is governed by the band gap of the semiconductor. The 
semiconductor has a conduction band and three valence band states called the heavy-
hole, light-hole, and spin split-off. The four bands are analogous to the S, Px, Py, Pz 
electronic orbital discussed in coherent and ionic bond formation. In band structure the-
ory, the conduction and valence bands are actually hybridized equivalents of the atomic 
orbitals, i.e., Bloch functions.  

In the intervalence band absorption process, the laser light traveling in the cavity is re-
absorbed by an electron-hole transition from the spin-orbit band (Figure 20). This effect 
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becomes more and more dominant as the band gap energy (Eg) becomes equivalent to the 
spin-orbit gap energy (∆).  
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Figure 20: Emission and re-absorption process for semiconductor lasers 

 

The overlap integral for the dipole moment is dependent on the k-vector in the band 
structure. The absorption coefficient will depend on the dipole moment strength and the 
density of holes available for re-absorption. As the quasi-fermi level for the holes moves 
further into the valence band the absorption rate increases. Modification of the band 
structure through stress or strain in the crystal lattice has been shown to alter the IVBA 
rate. In 1990 it was shown that IVBA was not the dominant temperature loss mechanism 
in InP quantum well lasers.  

6.2.2 Auger recombination 

Auger recombination is a non-radiative process involving either electrons, holes, or both. 
The current injected into the laser, instead of going to produce laser light or spontaneous 
emission, produces a non-radiative current instead. The process can be a direct band 
process or phonon assisted. It directly impacts the internal quantum efficiency through 
the relationship: 

ηi = (1+ (τrad/τ non-rad ))-1 

 
There are several direct energy band processes. Each process is related to the energy gaps 
involved and the effective masses of the hole and electron states. In its simplest form, the 
Auger recombination is governed by the Boltzmann equation. The Auger recombination 
rate is exponentially related to the band gap and spin-orbit energy gaps. Several research 
papers have examined the impact of Auger in direct band gap semiconductors. The sim-
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plest analysis utilizes the effective mass of k.p theory to calculate the transition overlap 
integrals and the activation energy. In materials where the spin-orbit gap is equivalent to 
the direct band gap, the CHSH process dominates. Auger recombination process can 
additionally occur by the interaction with the lattice vibrations (phonons). Figure 21 
highlights the CHLH direct band process. 
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Figure 21: Auger recombination process for CHSH combination 

 

As the direct band gap energy gets close to the spin-orbit energy gap, the Auger recombi-
nation rate increases rapidly. Additionally, as the energy gap decreases, the activation 
energy for the process lowers, again increasing the amount of non-radiative recombina-
tion in the material. Today, it is believed that the temperature dependence of semiconduc-
tor diode laser is dominated by the Auger process.  

6.2.3 Hetero-barrier leakage 

The third loss mechanism that can decrease the ex-facet efficiency and injection effi-
ciency in the laser is hetero-barrier leakage. This basically involves two mechanisms.  As 
the device is driven at high currents, the Fermi-level of the active region is effectively 
pinned, but the Fermi-levels for the cladding are not. This leads to a bending of the bands 
that can allow tunneling out of the active region. Additionally, depending on the material 
system, the electronic energy difference of the materials allows thermionic emission to 
occur. This process basically takes a portion of the injection current and prevents it from 
contributing to the laser current. As the laser is driven well above threshold, thermionic 
emission and tunneling current can increase, leading to a reduction in slope efficiency.  
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Figure 22 shows the concept of the band bending and electron excitation out of the quan-
tum well. 

 
Figure 22: Leakage currents shown for InP-based lasers 

 

There are research efforts underway that use InP-based material as the ‘photon generator’ 
for wafer based silicon lasers. This approach involves basically using the InP semicon-
ductor structure as the point source, which is then coupled to a silicon resonator to pro-
vide feedback. This is discussed in more detail later.  
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7 Silicon photonic devices 
A fundamental hurdle for silicon photonics is the inability of silicon to emit light through 
electrical injection. To overcome this issue, there are several approaches to provide light 
emission. Some of these are traditional and based on a hybrid approach; others involve 
more complex processing/structures or even band structure engineering. Silicon technol-
ogy has been developed and implemented in the communications market. The next sec-
tions provide information on several of the adopted approaches.   

7.1 Silicon bench and hybrid integration 

Hybrid integration has traditionally involved different levels of packaging in the commu-
nications space. Silicon has always been viewed as a good platform for hybrid integra-
tion. Several major companies have developed and implemented versions of silicon 
photonics within the communications sector. The level of integration can be broken down 
into the three basic configurations: 

1. Silicon sub-mount technology 
2. Passive waveguide technology 
3. Passive alignment technology 

 
To best illustrate this, the following sections highlight some of the different types of 
development. 

7.1.1 Silicon sub-mount technology 

The silicon sub-mount technology is used in production today but mainly where an as-
sembly is actively aligned. The best example of this is the famous Laser2000™ approach 
widely published in the late 1990s. Lucent Technologies developed this technology for 
mass production of laser modules. The silicon provides the sub-mount for the laser diode. 
It incorporates bond pads, lenses, and RF traces for high speed applications. The basic 
sub-mount employed a ball lens bonded to the sub-mount to provide mode expansion of 
the laser field. This basic method allows the optics designer to move the sub-mount 
within the package for optical alignment to the fiber that is outside of the package wall 
(Figure 23). 
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Figure 23: Integration of a silicon sub-mount in a discrete packaged module 

(Courtesy of J. Dormer, CyOptics – OIDA Micropackaging Forum)  

Essentially, this approach provides a mode expanded laser for easier coupling to a fiber 
ferrule.  

7.1.2 Silicon/silica passive waveguide technology 

There are different methods to make waveguides. These can involve complex processing 
or simple fabrication steps. To enable optical waveguides on silicon, there are two ap-
proaches currently in place. Silica waveguide technology has matured enough to enable 
commercial product. This type of waveguide for coupling and transmission between 
optical components has been designed and developed for wavelength discrimination and 
wavelength routing. In the communications industry, the approach is to manufacture an 
arrayed waveguide grating (AWG) to provide wavelength routing (Figure 24). 
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Figure 24: Arrayed waveguide diagram and process flow 

 

The arrayed waveguide is an alternative to thin film interference filters for dense wave-
length division multiplexing (DWDM) systems. To produce the waveguides, the key 
process is flame hydrolysis deposition (FHD).  

The second approach is to use silicon–silicon dioxide silicon (Si-SiO2-Si) waveguides. 
The advantage of using silicon waveguides compared to silica is that direct integration 
with optical devices should be simpler (Figure 25).  
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Figure 25: Example of a silicon optical bench with waveguides 

(Courtesy of J. L. Malinge, Kotura) 

The advantage of using waveguides is the ability to produce highly functional devices. It 
has the potential to become wafer scale and reduce the number of final components that 
need to be assembled.  

7.1.3 Passive optical alignment  

The silicon optical bench has been intensively investigated to enable a new optical plat-
form in optical communications.  

The solution of die bonding a III-V light emitter to a silicon substrate is the simplest and 
easiest solution to implement. The basic approach is to provide a bond pad, align it to a 
waveguide either actively or passively, and attach it with a gold–tin eutectic die bond 
(Figure 26). The electrical driver connection can be either by using a dual sided flip 
chipped device or wire bonding to the n-side contact. 
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Figure 26: Example of a laser with back facet diode passively attached to silicon bench 

(Courtesy of J. Goodrich, Tyco Electronics – OIDA Nitride LED Forum, May 2006)   

Several companies have developed complex flip chip bonding machines that provide high 
accuracy placement. Two of the principal companies involved in this are Suss MicroTec 
and Toray Engineering. The placement accuracy of these machines is sub-micron. Inten-
sive engineering of the alignment head and solder re-flow stages can provide a consistent 
placement tolerance of +/- 0.5 um, well within the 3 um window for coupling optical 
fiber to a single mode emitting device.  

Optical bench technology is currently employed by several companies for the production 
of FTTH modules. The integration of spot-size converter die and silica waveguides pro-
vides simple integration of both diplexer and triplexer functions.  

To provide a low cost hybrid approach, we would like to remove complex alignment and 
die bonding. One potential approach is passive realignment using solders. Several com-
panies, including Tyco Electronics and the Heinrich Hertz Institute, have investigated this 
approach. The implementation in actual product shipping today has not been realized. 
The principle of realignment has been developed using a DAP sealer. The realignment 
has been shown to allow up to 20 microns of offset and still achieve realignment to 
within 1 um accuracy. This batch process is still an assembly process and not a wafer 
process.  

To move to a wafer scale production, an integrated light source is required. Several ap-
proaches are currently under investigation within the industry and are reviewed next. 
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8 Silicon light emission 
There are several approaches to provide light emission on a silicon wafer. There is the 
traditional approach that is based on die bonding devices to a silicon bench and those that 
are attempting to provide compatibility with a standard CMOS fabrication process. The 
next few sections highlight the alternative hybrid wafer processing research. 

8.1 Wafer bonding 

The concept of wafer bonding of semiconductor material is not new. It has been success-
fully employed in the LED industry for several years. During the 1990s when investigat-
ing long wavelength VCSEL technology, several companies pursued it as an approach to 
provide longer wavelength emission by fusing GaAs mirror structures to InP active re-
gions. The preferred and most successful approach today is based on epitaxial growth. 
The introduction of nitrogen into the III-V material, i.e., InGAsN on GaAs, provides a 
low defect material which is highly reproducible. One company is today commercially 
shipping this type of device.  

One of the distinct problems with light emission in a silicon structure is providing the 
photons through an electrical pumping scheme. One successful approach being pursued 
by researchers is to use III-V material as a photon source. The basic principle is to wafer 
bond an InP laser structure to the silicon surface and provide electrical contacts that inject 
the current to generate spontaneous emission. The laser cavity can then be formed either 
in the silicon or in the III-V material. Figure 27 highlights a promising approach being 
pursued at UCSB.  
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Figure 27: Wafer bonded InP silicon hybrid laser structure 

(Courtesy of J. Bowers, UCSB) 

The InGaAlAs multiple quantum well laser structure is wafer bonded to the surface of the 
silicon wafer. A laser cavity is formed between the InGaAlAs light emitting region and 
the silicon resonator. One of the key engineering requirements in this approach is opti-
mizing the optical overlap of the photon-generating material with the silicon laser cavity 
to increase the optical gain. The optical mode essentially couples forward and backward 
through the quantum well, but the must use the silicon waveguide to provide the optical 
cavity and mirrors. 

The basic laser equation for a cavity is approximated as: 

Γg = αm + αi 
 
For a simple cavity with two reflecting facets, the mirrors have an associated loss defined 
by: 

αm = 1/2L ln (1/ r1.r2) 
 
where L is the cavity length, r1 and r2 are the respective facet reflectivity, and αm is the 
mirror loss. 

In the silicon resonator, we need to increase the mirror reflectivity to reduce the cavity 
loss and increase the optical confinement factor (Γ). Both of these two factors lead to 
lower round trip gain, lower carrier density, and hence lower threshold carrier density.    
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The silicon waveguide approach must be balanced to achieve high gain, yet allow power 
out of the waveguide mirror. We must therefore balance the overlap integral of the pho-
ton generator section with the feedback from the cavity (Figure 28). The optical laser 
confinement factor (Γ) needs to provide enough threshold gain to achieve lasing action, 
but still provide output in to the optical waveguide.  

 
Figure 28: Index and optical waveguide overlap with the gain medium 

(Courtesy of J. Bowers, UCSB) 

Alternative designs using the same wafer bonding principle are being pursued today. The 
light generating material can be formed into different resonant cavity structures, which 
provide roundtrip gain. An example is the microdisc laser being developed under the 
Picmos program in Europe (Figure 29). The microdisc laser provides a smaller light 
output at much lower threshold currents than the linear resonator device. The microdisc 
laser has a very small active volume. This leads to lower values of the threshold current 
and light output power compared to the linear resonator device. The disadvantage is the 
increased carrier density in the active region of the device.  

For example, the threshold current of the UCSB linear resonator approach is approxi-
mately 65mA, compared to 500uA for a disc laser. The basic equation for the threshold 
current is: 

Ith = eNthV/τe + IL + IAuger + IIVBA 
 
where e= electronic charge, V= volume of the active, te is the carrier lifetime and IL is a 
leakage current , IAuger is the auger current, and IIVBA is the IVBA current. 
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As the volume decreases, Ith decreases, but the Nth component increases due to the higher 
losses. 

 
Figure 29: Microdisc laser structure formed by wafer bonding III-V die to silicon wafer 

(Courtesy of P. Dumon, IMEC) 

The impact of the carrier density and internal heating are easily seen in the linear resona-
tor device. It has a larger active volume and lower carrier density than the micro-disc 
laser. The current demonstrated devices suffer from a low optical confinement factor for 
the MQW active region. This leads to higher carrier density. The UCSB device utilizes an 
InGaAlAs active region, which is currently believed to have a smaller temperature de-
pendence than an equivalent InGaAsP active region. A standard approach for measuring 
the temperature dependence of a laser is to measure its To. In basic laser theory, the To is 
defined by the equation: 

Jth (T2) = Jth (T1) . Exp ((T2-T1)/To) 
 
In the communications industry, there several types of laser design. The basic approaches 
remain either ridge waveguide or buried heterostructure. The structure actually impacts 
the measured value of To, due to the optical confinement, carrier density, and leakage 
currents. It has been shown that moving to the InGaAlAs material system, the To can be 
increased to 70 Kelvin. This compares to 40 to 50 Kelvin for InGaAsP laser devices. 

The impact of the higher losses in the silicon resonator waveguide increases the gain to 
enable laser operation. This raises the effective temperature of the electron gas in the 
active region, which can lead to thermal runaway issues as seen in Figure 30.  
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Figure 30: Light-current curves for a linear resonator using a silicon evanescent laser 

(Courtesy of J. Bowers, UCSB) 

For the linear cavity approach, the reported differential quantum efficiency is currently 
low. The measured characteristic temperature (To), is lower than would be expected with 
the InGaAlAs system indicating several issues could be combining to produce the current 
performance. Further design optimization and process development are required to meet 
threshold currents seen in standard 1310 nm material for communication lasers.     

Both the microdisc and linear silicon resonator provide a DC source of light integrated 
into the silicon wafer. As this technology develops, several questions will need to be 
addressed as the technology matures, including the application requirements, reliability, 
device specifications, and power budgets.  

8.2  Epitaxial growth and rare earths 

The incorporation of rare earth atoms to generate light is an alternative that has distinct 
potential. If we look at optical communications, using atomic doping in glass has found 
real success in erbium-doped fiber amplifiers. These are mainstream products that are 
reliable and found in most telecommunication networks today. By optically stimulating 
the atomic levels of the atoms in the glass or silicon medium, light emission energy can 
be added to the traveling wave. Several researchers studying light emission in silicon 
utilize erbium to grow or dope the optical cavity. The advantages of erbium  are compati-
bility with current wavelengths used in communication systems and the well understood 
properties of the atomic transitions. 
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Epitaxial growth of erbium oxide on the silicon is one route being pursued. Essentially, it 
places a light generating medium within two slabs of silicon (Figure 31). 

 
Figure 31: TEM cross section of epitaxial grown erbium oxide layer on silicon 

(Courtesy of V. Sabnis, Translucent) 

The basic idea would be to generate a p-n junction where n-type and p-type silicon 
provides the electrical carriers for the erbium oxide. How the electronic bands align and 
how to achieve significant electrical confinement are currently areas under investigation. 
Today, atomic luminescence of the erbium oxide layer has been observed at room tem-
perature. This has been demonstrated by both photoluminescence characterization and 
electroluminescence. Further work on the materials is required to understand the electri-
cal to optical efficiency and whether this can be incorporated into a standard silicon 
fabrication line.  

8.3 Silicon nanocrystals 

The ultimate goal of silicon would be to generate light emission without providing hybrid 
integration of III-V material or implanting or growing atomic level transition material. 
The major challenge is to engineer the band structure and overcome the indirect band gap 
of silicon. 

One potential solution to achieve this is to use silicon nanocrystals. The basic idea is to 
form a silicon core inside an amorphous silicon oxide shell (Figure 32).  The nanoparti-
cles’ properties are determined by both their size and the concentration of silicon oxide 
shell surrounding the nanoparticle. The idea is that the silicon oxygen bonds create addi-
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tional energy states within the band structure of the material. The formation of the 
nanoparticle also localizes the excitation to the silicon nanocrystal surface.  

 
Figure 32: Formation of a silicon nanocrystal and the energy luminescence observed 

(Courtesy of N. Daldosso, University of Trento)   

As the nanocrystal can emit light and provide some form of optical gain, researchers 
developing this approach began looking at electrical injection of the nanoparticle to 
achieve light emission. By assuming that the band gap difference and oxygen states 
provide a 4 level system, the idea was to use tunneling to inject electrons and produce 
recombination. Fundamentally, this has been observed, but at a low conversion efficiency 
of around 1%. 
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Figure 33: Formation of an erbium silicon nanocrystal and the  

energy luminescence observed 
(Courtesy of N. Daldosso, University of Trento)   

The goal of achieving true silicon light emission continues to follow a path of providing 
an atomic dopant as the light emitter (Figure 33). Essentially, the silicon is being used as 
an injection tool for the atoms. The tricks used to provide a direct band gap do not have 
strong enough dipole moments to form lasing action currently on their own. Further work 
in this area could eventually lead to silicon light emission. The question is whether or not 
it can be pursued to the level required within the industry today.   

8.4 Status of current performance  

A comparison of the different hybrid silicon photonic lasers was presented at the work-
shop by UCSB. Their summary is highlighted in Table 11. 

 
Laser Type Wavelength Threshold Output power Cavity length Comments 

Monolithic integrated  
Raman silicon laser [ 1] 

1686 nm 200 mW 30 mW 30 mm CW optically pumped Raman laser, 
Room temperature operation 

Periodic nano-patterned  
crystalline silicon laser [2] 

1278 nm 12 W cm-2 30 nW 1 mm CW Optically pumped band-to-band emission  
70K > operating temperature 

InP/InGaAsP laser coupled to 
 silicon waveguides [5] 

1550 nm 180 mA 0.9 mW .5 mm Pulsed electrically pumped InP laser Fabry-Perot  
laser bonded to BCB on SOI, coupled with inverted taper. 

Hybrid silicon  
evanescent laser [4]  

1577 nm 65 mA 1.8 mW single fiber coupled
14.4 mW total 

.8 mm CW electrically pumped operation up to 40 C. 
Hybrid mode lies predominantly in silicon 

  
Table 11: Comparison of different lasers presented at the workshop  

(neglecting die bonded devices) 
(Courtesy of J. Bowers, UCSB) 
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When we look at the current devices in production in communications, threshold currents 
are on the order of a few milli-Amps and output power is on the order of several milli-
Watts. This summary chart highlights the current infancy of the technology.  

8.5 What about reliability? 

One of the key requirements of any electronic or photonic system is reliability. In the 
communications market, the data rates increase and the costs decrease but the reliability 
is expected to remain constant. If we look at pump lasers or VCSELs, the median life 
expectancy at high temperatures is several years. For network applications, typically the 
1% failure rate has to be greater than 7 years. For telecommunications applications, the 
service life expectancy is 25 years. In reality, the median life of typical telecom lasers is 
greater than 25 years.  

Reliability and failure modes of optical components are understood today. As we look at 
the computer and server applications, the drivers are costs and volume. Two principal 
concerns are thermal effects and reliability. If we compare processors in production 
today, the heat generated by the transistors within the microprocessor has increased to the 
point where multicore has been adopted to reduce the thermal impacts. If we look at the 
application space for silicon photonics, we need to understand the environment and the 
reliability constraints. As we have discussed, the III-V material based on InP has distinct 
temperature issues that have been studied for more than 25 years. These are understood 
and designs for high power or high temperature operation are based on reducing these 
loss mechanisms. Complex 2-D and 3-D models of the laser component can be generated 
to optimize performance or modulation performance. The silicon photonic devices can 
leverage this understanding and modeling capability. The application will provide several 
distinct questions that need to be answered by the transmitter and receiver designer.    

Should the reliability be based on communication specifications or electronic IC specifi-
cations? It is too early to ask these questions. If the optical integration is to proceed, 
reliability will be an important area as the integration of emitters and receivers is buried 
into the IC. This will be a challenging area for silicon photonics. 
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9 Economics for silicon photonics 
The economics for the implementation of improved I/O connections is dependent on the 
health of the supply chain and the technology investment. It is important to understand 
both the needs of the end user and the capabilities of the current suppliers. Silicon 
photonics is in production today in many different industries and commercial segments. 
The actual type of silicon photonics we have been concentrating on is interconnects for 
the computer industry. This technology is still in the early stages of development. Prod-
ucts which integrate IC technology with optical devices are not novel or new. Parallel 
transceivers used in server applications utilize the same principles, i.e., VCSEL or photo-
diode devices die bonded to silicon IC technology. The economics for the server market 
require improved cost points compared to commercial devices available today. As we 
look at interconnects technology, there are several economic points that need to be con-
sidered.    

Historically, the fiber optic and copper interconnects/cable markets have grown as com-
munication demands increase. These links are either in the core, metro, access, or data 
center. The communications market has always assumed that fiber will increase in de-
ployment as the data rate increases. Fiber optic components offer several advantages over 
copper cable solutions at higher data rates. As new standards and data rates have been 
released, we see that fiber cable and optic devices have found it difficult to displace 
copper solutions. Each time the optics community feels that it will gain improved share, 
the electrical community provides a new or better solution. For example, at 10 Gbit 
Ethernet, it was believed that a copper solution could not be achieved. Yet a 10 Gbit 
base-T standard has been developed and 100 Gbit Ethernet copper cable solutions have 
been proposed in the current IEEE HSSG study group. As we look at the relative health 
of the companies supplying these products, the copper connector and cable assembly 
companies are profitable, yet the fiber optic component companies remain unprofitable or 
are just beginning to cover their operating costs. This disparity plays into the economic 
challenges for high speed I/O and silicon photonics development.  

The component vendors are unable to invest heavily in new technology and fail to see 
any advantages of traditional silicon optical bench technology. Several companies in the 
communications field have deployed silicon optical bench solutions or invested in pas-
sive alignment technology. Equipment manufacturers have developed die bonders with 
placement tolerances of +/- 0.3 um to enable III-V laser diodes to be attached directly to 
silicon components. The impact has been to move the cost of manufacture from one 
process step to the next. If we examine most components in mass production today in the 
communications field, active alignment is still “king.” Only in the FTTH market has 
there been potentially some advantage in moving to PLC technology. When we examine 
the computing and data center markets, the cost targets are very aggressive. This can 
directly impact the roadmap for fiber optic interconnects and number of companies will-
ing to invest in the new versions of silicon photonics. A paradigm shift to a mass volume 
market must be enabled and driven from within the computer industry. The computer 
industry cannot rely on the communications companies to invest in technology where 



 

Silicon Photonics: Challenges and Future – 60 
Optoelectronics Industry Development Association 

return on investment (ROI) cannot be achieved within a two-year timeframe. This is a 
key issue in the economic argument today.  

During the recent 100 Gbit Ethernet Workshop held in August 2006 by OIDA, it was 
observed by several companies that there is a real need to increase the I/O connection 
speed. This is becoming increasingly important in the high performance computer (HPC) 
market. Fiber optic deployment has occurred here mainly through the introduction of 
ribbon fiber and parallel transceiver technology. As optics penetrates the HPC market, it 
will migrate to the mid-range and low-end servers as component costs decrease. One of 
the key requirements to ensure successful deployment is cost. The estimated cost re-
quirement per bit of transmitted data for the HPC environment is distance driven (Figure 
34). 

 
Figure 34: Distance vs. the cost per bit of transmitted data 
(Courtesy of P. Pepeljugoski, IBM ─ OIDA 100 Gbit Ethernet Forum) 

The question of how to achieve this with today’s optical module technology is challeng-
ing. The cost of the modules, the optical sub-components, and the market volume play a 
significant role in the economics and ROI debate. The current cost of a 1 Gbit short reach 
(SR) optical module is nearly equivalent to the price of Cat5e cable a consumer can buy 
from Staples, i.e., $20 to $30 U.S. dollars. For the 10 Gbit/s duplex modules, the price is 
an order of magnitude larger and currently in the $300 range or above. Whether current 
switch vendors actually need the cost to be < $30 is questionable considering the captive 
market they have achieved by implementing digital diagnostics within their suppliers 
transceiver modules. As the data rate increases, the development of next generation mod-
ules has an even less attractive business case. Currently the forecast for a 100 Gbit 
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Ethernet transceiver for the Ethernet switch market is < 100,000 units in 2010. If the 
target cost is 2.5 times the current 10 Gbit Ethernet module cost, it equates to a sales 
prices of only $750. This essentially states the market is nominally around a $75M mar-
ket. This is a relatively small market compared to the server market. Return on invest-
ment is an important question in communications. To examine the economic of current 
technology and the implications for silicon photonics, we should look at the current 
modules used today.  

9.1 Today’s transceivers  

The cost of a duplex transceiver has seen incredible price erosion over the last 10 years. 
As new modules have been introduced, the price premium for each new introduction has 
been eroded. The price expectation is dependent on the market segment. For example, the 
expected price for the 40 Gbit transponder is about 2 to 2.5 times the 10 G transponder 
price. Meanwhile, the price for a 4.25 Gbit Fibre Channel transceiver is expected to be 
equivalent to the 2.125 Gbit Fibre Channel transceiver. The problem with this expectation 
is that the current transceiver vendors are struggling to obtain profitability. With no 
premium for new module introduction, there is very little money available to develop 
new transmitter and receiver technologies to enable the next generation of components. 
An example of the price erosion based on the cost per Mb/s per linear inch of face plate 
was presented at the OIDA micropackaging workshop (Figure 35).  

 
Figure 35: Price erosion for Ethernet and Fibre Channel 

(Courtesy of K. Jackson, EMCORE)  
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The Fibre Channel market is fortunate in that most of the investment in 10 Gbit and 40 
Gbit technology occurred during the 1990s and prior to the optical bubble bursting. As 
we move to higher data rates, the fundamental technology that was developed through the 
1990s has not seen any radical change. Hermitic packages are preferred and TO cans 
remain a significant volume runner. The development of VCSEL technology has had a 
huge impact in the storage market, but long wavelength VCSEL technology has struggled 
to break ground. The promise of ubiquitous low-cost 1310 nm VCSEL technology is 
currently competing with low cost Fabry Perot (FP) and distributed feed back (DFB) 
laser technology. As the data rate requirements have increased, DFB and FP infrastruc-
ture, production, and yields have improved to enable lower manufacturing costs. As we 
move to high data rates above 10 Gbit/s, the external (lithium niobate) or internal (elec-
tro-absorption) modulator technology is used. For the enterprise and telecom markets, the 
fiber non-linearity and impairments make the standard NRZ serial solution unattractive 
for 40 Gbit/s long reach applications. Additionally, electronic driver technology is more 
expensive and large voltage swings are required. At lower data rates, low voltage swings 
and inexpensive IC technology provide a cost argument to implement parallel links over 
serial type solutions.  

For current optical duplex transceivers, the construction and devices inside the ‘box’ 
provide significant cost challenges to meet a $/Gbit metric. There are several factors that 
make this difficult. These include the module construction, type of semiconductor device 
and manufacturing location. If we look at a duplex transceiver the basic components are 
not complicated (Figure 36). 

 
Figure 36: Basic components of a SFP transceiver 

(Courtesy of W. Ring, WSR-ODS)  
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The cost of a transceiver can be broken down into several levels. At the macro level, the 
basic components are the electrical and optical sub-assemblies that are soldered together 
and put into the casing. The sub-components, i.e., transmitter optical sub assembly 
(TOSA) and receiver optical sub assembly (ROSA), are a large percentage of the cost in 
1 Gb/s modules. At higher data rates, conversely the electronics are a larger part of the 
cost breakdown. This is one of the reasons that the SFP+ module is being developed.  

With advances in semiconductor packaging and technology, alternative packaging and 
assembly are available to the transceiver manufacturers. Principally, they could leverage 
the technology utilized in LED packaging or IC manufacturing to reduce costs. LED 
packaging today utilizes lead frames with high thermal dissipation. To move to lead 
frame packaging requires development of non-hermetic VCSELs and laser/photodiode 
devices. A non-hermetic environment can drastically increase the infant mortality rate of 
active optical semiconductor devices. This would necessitate moving to several of the 
techniques initially adopted in the silicon industry.  

9.2 Silicon photonics – is there a cost advantage? 

When we look at the role of silicon photonics in the communications industry, the fol-
lowing have traditionally been discussed as the principal reasons for investment: 

Passive alignment 
Hybrid integration 
On wafer die bond and burn-in 
On wafer testing 
Automation 
Monolithic integration 
Low cost 

 
The question that governs many business decisions today is, “How do we achieve a low 
cost solution?” In the early 1990s, the concept of passive alignment technology was the 
key driver for cost reduction. Unfortunately this is not the complete argument. Fiber 
handling, optical coupling, wafer testing, and burn-in are other concerns that must be 
addressed.  

Several different questions must be addressed to realize the low cost concept using sili-
con photonics: 

What is the application? 
Does the connection technology exist? 
Is wafer scale processing achievable? 
How do we package it? 
Is there a volume application? 
What about standards? 
Can we do this at a foundry? 
Are there standard design tools? 
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As we highlighted in the first few sections of the report, the drivers for the silicon indus-
try are different to the traditional III-V semiconductor community involved in communi-
cations. Communications is a low volume market compared to the storage/DVD/CD laser 
market and even the electronic connector market. To achieve a low cost point, we need 
volume drivers and semiconductor processing as key elements. Integration is a great 
concept but it does not stand as a business case alone. 

To achieve a major advantage over III-V devices and transceiver modules, silicon 
photonics must be able to present an integrated photonics IC that can be easily packaged 
in a low cost plastic platform. The optical connection must be repeatable with a simple 
physical interconnection.  

9.3 Dilemma with the economics for optical component imple-
mentations 

For optical interconnects to become more ubiquitous in the computing arena, there are 
several challenges for the optical industry including: 

a) Cost 
b) Performance 
c) Reliability 
d) Size 
e) Thermal dissipation 
f) Interconnection interface 

 
A primary target for optical component implementation continues to be cost. Several 
companies from the computer and server markets stated that the target should be: 

a) Board-to-board $1/Gbit   
b) Chip-to-chip  $0.25/Gbit 
c) Intra-chip:  <$0.01/Gbit 

 
The current parallel optic transceiver manufacturers state that perhaps $4/Gbit is achiev-
able today. The prices are aggressive for current technology and packaging approaches. 
In addition, testing is seen as a major obstacle. Alternative schemes such as those being 
pursued using silicon photonics or integrated III-V OEIC may be able to meet these 
targets, but will require intensive investment.  

The server architecture today is not designed for optical interconnects. This needs to 
change for optics to make progress deeper in to the servers. The debate of the economics 
of a copper cable solution vs. a fiber optic solution is multi-faceted. It will continue to 
progress but slowly, as both economic factors change and technology advances.  

The next section is a review of the input from the breakout session discussions. 
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10 Breakout session discussions 
There were three breakout discussions held after the presentations. The working groups 
were given three key questions to debate and discuss. The objective was to raise concerns 
and provide insight into the topics reviewed. The three questions that were raised to the 
groups were: 

1. What are the commercial and industry challenges for development and deployment of 
silicon photonics? What is the direction of silicon photonics and Group V devices? 

 
2. What are the issues surrounding light generation and photonic transmitters in silicon? 

What is the best technology approach to solve this? 
 
3. Does silicon photonics offer the best route to all optical processing and on chip opti-

cal communication? Is there an advantage over other photonics circuit material sys-
tems and approaches?  

 
Each session produced several different outputs. The following sections offer a summary 
of the information that was produced. 

Session 1: ‘What are the commercial and industry challenges for development and de-
ployment of silicon photonics? What is the direction of silicon photonics and Group V 
devices?’  

When the group looked at this question, there were multiple opinions presented. The first 
question the group asked was ‘What is the eco system?’  

When we look at the implementation of silicon photonics, it is apparent that there are no 
standard interconnect packages on the board level. This is an issue for how silicon 
photonics can move forward. To enable the standard silicon package using optics, it was 
suggested that we need an optical equivalent of FR-4. How should this be handled? Do 
we need the involvement of IPC or NEMI?   

To enable the silicon photonic implementation, is there a volume market that can be 
utilized? 

The group suggested that the server market is the driver and that the market already 
exists. 

The issue is that VCSEL technology is the solution currently being utilized. This may 
drive more optical interconnect technology interest, but the current company efforts are 
on high performance. There is no intermediate solution that is being addressed.  

From an industry perspective, there is less vertical integration in the community today 
(e.g., Bell Labs). The industry for optics is fragmented. The government through DARPA 
invested heavily in Terabus and parallel optics to enable optics for computers. The fore-
cast bandwidth demand was expected to drive optical technology innovation. The prob-
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lem seems to be cost and standard device driven. Without a well defined commodity 
standard product the eco-system did not exist for implementation and the computer indus-
try has stuck with the existing infrastructure. 

The group then asked the question whether III-V photonics is preferred to silicon. When 
this question was posed, it was stated that the silicon photonics community is still too 
young and has not worked long enough with systems people. It was recognized that 
hybrid silicon photonic approaches increased test requirements and therefore cost. Some 
thoughts included the fact that the optical interconnect industry is very insular except for 
the telecommunications industry. 

To enable silicon photonic proliferation is was suggested that there needs to be a com-
puter optics alliance. Perhaps OIDA could initiate this consortium. The concern was that 
the consortium would require opposing views and need input from computer architects to 
understand the requirements. By including the computer architects, it would highlight the 
bottlenecks and concerns for optics that traditional device and module designers might 
not be aware of. It was suggested that optical component companies attend computer 
conferences. The silicon industry is not a radical industry so optical companies need to 
understand this and start with low tech approaches. The main issue the group realized 
with this suggestion is that the main optical component companies would need to invest-
ment heavily in this area. Several member of the group suggested that the optical compo-
nent industry remains too fragmented even in its traditional existing markets. Several 
members of the group suggested that standard for computer optical interconnects would 
be needed.  

Session 2: ‘What are the issues surrounding light generation and photonic transmitters in 
silicon? What is the best technology approach to solve this?’ 

The group discussed the aspects of current state of the art silicon photonics and the issues 
moving forward. Initially, several metrics were raised as potential items that need to be 
discussed, including  ‘Do we need the wall plug efficiency of silicon based light emitter 
to reach 100%? Is this answer market and application driven?’ 

When reviewing the title, i.e., silicon photonics, it was discussed that the used of silicon 
in optics is not new. In fact, Lucent Technologies commercialized it in the 1990s as part 
of the LASER2000 product family. Several members of the group highlighted that the 
growth of silicon photonics was volume and cost driven. The main concern being that 
silicon photonics has application outside of computing and server interconnects, i.e., 
silicon photonic solutions are application dependent. 

As we discussed, the light emission issue for silicon it was raised that perhaps LED like 
operation would be sufficient. For several sensing applications this seemed relevant. For 
on-board interconnects and inter-chip interconnects, perhaps laser transmission is pre-
ferred due to the high data rate requirements that are forecast. 

Several of the key requirements imposed on a silicon photonic platform were discussed. 
The principal constraints agreed upon were: 



 

Silicon Photonics: Challenges and Future – 67 
Optoelectronics Industry Development Association 

a. Electrically pumped sources 
b. CMOS compatible sources 
c. High temperature operation of the sources 

 
There are several different approaches to enable light emission in silicon. The following 
were highlighted: 

a. Rare earths 
b. Silicon nanocrystals 
c. Hybrid silicon devices 

- Wafer bonded light emitters 
- Die bonded light emitters 
- Epitaxial grown light emitters 

 
In an effort to gauge the relative merits of each technology approach, it was decided to 
rate the likely success and relative maturity. As part of this process, a discussion on the 
merits of each approach was discussed. The rating of each technology is highlighted in 
Table 12. 

Technology Maturity Likelihood of success
(Ranked) (5= high, 3 Average, 1= Low)

a. Rare Earths 5 3
b. Silicon Nano-crystals 4 1
c. Hybrid Silicon Devices

Wafer Bonded light emitters 2 5
Die bonded light emitters 1 5

Epitaxial grown light emitters 3 5  
Table 12: Relative merits of each technology approach as rated by the working group 

 

Session 3: ‘Does silicon photonics offer the best route to all optical processing and on 
chip optical communication? Is there an advantage over other photonics circuit material 
systems and approaches?’ 

The group suggested that the current market for communications is small in terms of 
volume. The ITRS roadmap suggested that optical devices for routing will be required. 

It was suggested that silicon photonics has a larger market not directly related to com-
puter interconnects.  

In effect, the question remained unanswered as silicon photonics is too immature to 
address this question at this point in time. 



 

Silicon Photonics: Challenges and Future – 68 
Optoelectronics Industry Development Association 



 

Silicon Photonics: Challenges and Future – 69 
Optoelectronics Industry Development Association 

11 Roadmaps 
One of the objectives of the OIDA forum was to draw conclusions and develop a path 
forward for review with the industry, i.e., a roadmap. Several organizations develop 
roadmaps in technology to provide potential paths forward. The computer industry has 
been following Moore’s law for microprocessors and as the dimensions become smaller, 
new effects and roadblocks appear. The ITRS regularly reviews the current trend in IC 
semiconductor nodes and development of new technology. As we have observed, the 
silicon industry has adopted new approaches to resolve signaling across chips and to 
improve signal integrity. We have seen the implementation of copper and low k dielec-
trics. As signaling requirements increase, 3-D stacking and silicon VIA technology to 
local memory chips has been developed. These methods continuously improve the per-
formance of copper interconnects within chips and delay the implementation of O-E front 
ends at the output pins of the IC.  

As we look forward, the microprocessor industry continues to advance and enable new 
applications. It is expected that terabit instructions per seconds will enable a new host of 
applications. The timeframe for this is the next 10 to 15 years. Figure 37 highlights the 
development objectives and potential applications moving forward. 

 
Figure 37: Integration of memory methodologies being pursued today 

(Courtesy of J. Bautista, Intel)  
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As the industry pushes forward to multi-core processing and ‘tera-scale’ architectures in 
the future, both the parallel interconnection using copper and fiber need continued re-
search effort.  

Today, we are seeing several developments within the industry in optical communica-
tions. The reversal of OTN vs. Ethernet leadership in data rate is occurring as carriers are 
aligning their transport protocols to carrier class Ethernet.  

As we look forward to the next generation of devices, components and technology, the 
economics of the industry directly impact the future development paths. Optical devel-
opment of on-chip optical interconnects are expected to be delayed as silicon photonics is 
still immature and will require further development.  

When we look at the future expectations the data rate is expected to increase and several 
bottlenecks currently occurring need to be resolved. The current report from iNEMI in 
2007 suggests that optical component technology is too immature to provide optical 
interconnects even by 2017. For optical interconnects to impact board to board connections, 
the implementation of the optical back plane will need to overcome alternative lower cost 
technology options. It is expected optical back planes will be required for HPC environments.  

From the meeting we can gather a few important points. Optical technology needs to 
drive to lower cost and be compatible with the silicon industry process to enable intro-
duction in a co-packaged fashion. The E-O conversion needs to be low power and low 
cost. Based on the discussions at the forum we expect to see a push for high aggregate 
bandwidth either through a silicon photonic platform or a III-V semiconductor platform. 
Figure 38 highlights roadmap several expectations drawn from the OIDA meeting on 
optical interconnects that are relevant for silicon photonic development. 

 
Figure 38: Evolution of optical components required for optical interconnects 
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One of the key issues moving forward with integration of photonic components is the 
lack of design rules and base technology platforms. In the silicon electronics arena the 
foundry model is well established. Many companies operate on a fables basis, their key 
advantage being in the design and integration into systems. The current III-V community 
has several foundry companies that exist today. The companies compete rather than 
provide platforms of common functionality. For silicon photonics and InP photonic 
integration to occur, a shift to a more fables model based on platform technology is es-
sential. The formation of an Optical Foundry Consortium is inevitable as the pressure to 
develop cost effective volume integrated photonics solutions develop. This has started in 
Europe under the ePIXnet program.  
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12 Recommendations 
Fiber optics offer clear advantages as we move to higher data rates within the computer 
industry. The question on how this is best resolved will require industry collaboration and 
greater interaction of the traditional optical community with the silicon semiconductor 
industry association. The silicon industry will need to address their interconnect road-
blocks on the horizon, by providing a change in the architecture from electrical to optical. 
Today, several approaches are being developed to address this issue. In the following 
section we will provide some recommendations that are a result of the discussions at the 
meeting. The recommendations are a synopsis of several of the debates held during the 
breakout session. 

• The server companies need to provide clear guidance on their fiber optic and opti-
cal circuit card technology requirements if they wish to enable adoption within the 
next 10 years. 

 
• Silicon photonics has many challenges ahead. This includes standardization and 

platform technology. OIDA should aide in the formation of an Optical Foundry 
Consortium to develop technology platforms to enable the integrated photonics 
circuit industry. 

 
• The cost of an optical module for the SAN and datacenter will require a new 

packaging technology implementation. Leveraging the LED packaging technol-
ogy should be considered by the fiber optic supply base. 

 
• The copper connector industry has defined the roadmap for next generation con-

nectors up to 40 Gbit/s. The fiber optic industry need to understand how this fits 
into the transceiver module requirements and what additional connector technol-
ogy should be developed in conjunction with module manufacturers.  

 
• Current packaging of fiber optic transceivers has migrated to South East Asia; the 

U.S. government should recognize the lack of fiber optic packaging infrastructure 
in the U.S. and develop a program to improve American competitiveness in this 
area. 

 
• The packaging and reliability of silicon photonic components will be a challenge. 

The computer network companies and the U.S. government need to recognize the 
challenges in developing optical IC packaging and industry reliability require-
ments.  
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13 Summary and conclusions 
The forum held by the OIDA provided valuable insight in the current paths being devel-
oped for optical interconnects and the current status of silicon photonics development. 
Clearly, the importance of light emission on a wafer scale is essential to enable new 
technology development. Several different approaches are being developed today. The 
oldest and most reliable is the die bonding of qualified laser die onto the silicon optical 
bench. This approach is based on assembly processing and not wafer processing. The 
advantage of the silicon industry has been the integration of functions on a wafer scale 
semiconductor platform. The implementation of light sources into the silicon fabrication 
process will provide scale to the volume manufacture of integrated optical devices. 

The lack of a III-V or photonic industry foundry is a hindrance to the development of 
Silicon photonics and InP photonic integration. Within Europe, the ePIXnet program is 
proposing a program for development of such a consortium. To enable success, joint 
work with U.S. semiconductor manufacturing is necessary. This raises the question 
whether a government enabled optical foundry program should be developed to enable 
competitiveness in the current global market. Some initial infrastructure similar to the 
MOSIS program could enable a new technology industry within the U.S.     

Currently, the copper interconnect market remains healthy with every increasing per-
formance improvements for short reach links. This market trend provides a wall that must 
be climbed before optical connections with the server environment can become main 
stream. Several key metrics were a continual theme through the meeting. Several server 
companies discussed the issue of the cost of optical links. Within the traditional commu-
nications market today, most optical component vendors are losing money. The computer 
industry members proposed concentrating on three key aspects, $/Gbit, $/W and a com-
parison to copper. The target of $1/Gbit is a factor of 4-8 lower than available today.  

The government initiatives in Japan, Europe, and the U.S. are pushing for high perform-
ance and new technology for optical computing interconnects. Within the U.S., the De-
fense Advanced Research Projects Agency remains committed to funding new optical 
technology.  

Continued emphasis on silicon photonics is a key area where potential change can be 
realized. The main issue will remain the development of a low cost reliable light source. 
III-V photonics offers this today, but is felt incompatible with the current silicon industry 
direction. Fitting III-V into a CMOS environment provides several challenges and com-
mitment from silicon companies. A solution discussed at the meeting was the potential 
development of a silicon photonics foundry program, similar to MOSIS. This might 
enable the silicon photonics paradigm shift to increase development and research in this 
area.  

The IC industry and copper interconnect manufacturers remain committed to pushing the 
boundary for electrical interconnects.  The roadmap for electrical connectors currently 
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extends to 40Gbit/s. The introduction of silicon via interconnects and 3-D stacking of 
chipsets will extend the life of on-chip electrical interconnects. The current global wire 
interconnect problem and ‘red brick wall’ highlighted by the ITRS remain to be resolved. 
It is evident that the optical technology today for intra chip and inter chip signaling re-
mains too immature for introduction. The implementation of silicon photonics into tradi-
tional communications space where they can add increased functionality for smaller 
package size, does not follow the current trend or philosophy of switch/router manufac-
turers. Today, companies, like Cisco Systems are pulling out CDR technology from the 
transceivers to reduce cost. Marketing of increased transceiver functionality is a gamble 
for silicon photonics companies. 

Finally, silicon photonics has a promising future. As we move forward, the roadmap for 
this sector needs to be further refined. There definitely remains a need for higher speeds 
and development of highly reliable low cost interconnects. The challenge to the industry 
will be how to fund this requirement and standardize the output of the different technolo-
gies being pursued today. 
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