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Abstract—Virtually all modern organizations have embedded 
information systems and networking technologies into their 
core business processes as a means to increase operational 
efficiency, improve decision making quality, reduce delays, 
and/or maximize profit. Unfortunately, this dependence can 
place the organization’s mission at risk when the loss or 
degradation of the confidentiality, integrity, availability, non-
repudiation, or authenticity of a critical information resource or 
flow occurs. In this paper, we motivate design considerations 
for an information asset-based, Cyber Incident Mission Impact 
Assessment (CIMIA) process whose goal is to provide decision 
makers with timely notification and relevant impact assessment, 
in terms of mission objectives, from the time an information 
incident is declared, until the incident is fully remediated. 

Keywords- situational awareness; cyber damage assessment; 
mission impact assessment 

I. INTRODUCTION 

Information has become the critical asset in the operation 
and management of virtually all modern organizations [1]. 
Organizations embed information, communication, and 
networking technologies into their core mission processes as a 
means to increase their operational efficiency, exploit 
automation, reduce response times, improve decision quality, 
minimize costs, and/or maximize profit [2]-[4]. However, the 
increasing dependence upon information technology has 
resulted in an environment where an information incident 
(e.g., the loss or degradation of the confidentiality, 
availability, integrity, non-repudiation, and/or authenticity of 
an information resource or flow) can result in mission failure 
[5]-[8]. Even when an organization develops and maintains a 
robust security capability, it is inevitable that the organization 
will experience an information incident which may result 
from external attacks, malicious insiders, natural disaster, 
accidents, and/or equipment failure [3],[8]-[12]. When this 
occurs, it is important to notify decision makers within 
organizations whose mission is critically dependent upon the 
affected information in a timely manner so they can take 
appropriate contingency measures [8]-[12]. 

In this paper, we discuss the design considerations for a 
Cyber Incident Mission Impact Assessment (CIMIA) process, 
whose purpose is to provide decision makers with timely 
notification and relevant mission impact estimation, from the 
instant an information incident is declared, until the incident 
is fully remediated. While the CIMIA process is being 
developed for military environments, it is expected to provide 
utility to any organization that exhibits critical mission-to-

information dependencies. The remainder of this paper is 
structured as follows: In section II, we highlight the 
importance of incident notification within the military 
environment. In section III, we discuss the importance of 
conducting information risk management to provide timely 
and relevant incident notification. In section IV, we 
summarize limitations in existing incident notification 
processes. In section V, we discuss design considerations in 
the development of the CIMIA process in order to overcome 
the identified limitations. Finally, in section VI we present our 
conclusions and make recommendations for future works. 

II. THE IMPORTANCE OF NOTIFICATION FOLLOWING AN 

INFORMATION INCIDENT IN MILTARY ENVIRONMENTS 

Military organizations have long recognized the benefits 
and risks of embedding information technology in their 
mission processes [13]-[15]. Information is continuously 
collected, processed, analyzed, aggregated, stored, and 
distributed for multiple purposes including support of 
situational awareness, operations planning, intelligence, and 
command decision making [16]. Commanders are often 
tasked with making critical decisions in short time intervals 
based upon limited information [17]. As a result, information 
technologies have significantly improved decision quality by 
providing commanders the ability to access multiple 
information resources; obtain frequent updates from these 
resources; and by enabling correlation among multiple 
information resources to reduce battlespace uncertainty and 
improve situational awareness [17]-[19]. The dependency on 
information technology creates significant mission risks that 
are often underestimated and may be overlooked [8]-[12]. 

While all organizations share some common traits, 
military organizations exhibit unique attributes such as the 
distributed control of organizational functions across multiple 
organizational units, time sensitive decision making, and the 
criticality of consequences that result from bad decision 
making. In a non-military environment, the consequences are 
generally expressed in terms of monetary losses. In contrast, 
in a military environment the consequences may also include 
physical destruction, injuries, and/or deaths. Since the 
accuracy, conciseness, and timeliness of the information used 
in the decision making process dramatically impacts the 
quality of command decisions, and hence the operational 
mission outcome; the recognition, quantification, and 
documentation of information dependencies is essential for 
the organization to gain a true appreciation of its operational 
risk [9]-[12]. A failure to identify, document, and understand 
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critical information dependencies can result in serious 
consequences as are illustrated in the following hypothetical 
scenario. 

A. The Dangers of Accepting the Status Quo 

Consider a hypothetical scenario where a deployed 
military organization is conducting an operation on foreign 
soil.  One element of the operation requires the periodic 
delivery of supplies between facilities located in different 
parts of the country via ground vehicles. The supply company 
commander uses a logistics database program to manage the 
resource supply chain for all of the bases in theater. The 
logistics program is used to maintain a supply inventory for 
each base, track resource consumption, and schedule resupply 
missions. The logistics database is stored locally on a server, 
Server 1, within the supply organization and is networked for 
access by authorized users at other bases. The presence of the 
database, as well as it criticality, is documented in the 
certification and accreditation package for Server 1. During 
the operation, a hardware failure occurs in Server 1 causing a 
loss of availability of the supply logistics information. The 
system administration team works to correct the problem, but 
it takes more than a day to reconstitute the server and restore 
backups. Based upon experience, one of the system 
administrators decides to mirror the database to another 
database server, Server 2, located in nearby maintenance unit 
to insure availability of the database. The system 
administrator fails to explicitly document this change, so no 
one else is aware of the mirroring of the logistics database. In 
the meantime, access to the network is provided to a coalition 
partner in order to facilitate information sharing on an 
unrelated mission. A system in the coalition partner’s network 
is compromised, which enables the adversary to escalate their 
privilege and subsequently breach Server 2, the server 
containing the mirror of the logistics database. The incident is 
detected by the network security team which notices 
anomalous encrypted network traffic emanating to and from 
the database server. An incident is declared and the 
adversary’s access to the database server is terminated. The 
Incident Response Team (IRT) is dispatched and begins to 
investigate the incident. The IRT works with the 
administrators to remediate the incident, conduct a forensic 
analysis, and notifies all of the documented system users. 
Despite the fact that the network security team quickly 
discovered and terminated the breach of Server 2, the lack of 
updating system use documentation results in the convoy 
commander never being notified of the breach. The following 
day, one of the convoys listed in the database is ambushed, 
resulting in a significant loss of life and resources. 

While the scenario presented is hypothetical, it illustrates 
the dire consequences that can result from an organization 
failing to properly track the status of its critical information 
resources. While initially there is uncertainty related to the 
nature of the breach; all of the information contained on the 
impacted system should be treated as potentially tainted and 
all organizations that are critically dependent upon the 
affected information should be notified in an expeditious, 

relevant, and secure manner. This is the key problem which 
the CIMIA process seeks to resolve. 

III. INFORMATION RISK MANAGEMENT 

Organizations typically use a risk management process to 
identify and mitigate information system related risks in order 
to assure their organizational mission [2],[3],[6],[8]-[12],[20]. 
Risk management provides a documented, structured, and 
transparent process to identify critical resources, estimate 
threats and vulnerabilities that may intersect to cause harm 
(risks) to critical resources, estimate the likelihood that risks 
will occur, evaluate tradeoffs between control measures used 
to mitigate risks, and periodically revisit the analyses as 
needed. Risk management is comprised of three subordinate 
processes as shown below in Figure 1: Risk Assessment, Risk 
Mitigation, and the Evaluation and Assessment process [20]. 

Risk Management 

Risk Assessment Risk Mitigation 
Evaluation & 
Assessment 

 

Figure 1.  Component Processes of Risk Management [20] 

Collectively these processes provide a structured 
mechanism to identify risks; select preventive, detective, 
corrective, or reactive control measures to mitigate risks to an 
acceptable level; and document, communicate, and maintain 
the analyses so that stakeholders can make informed security 
resource decisions necessary to insure that organizational 
resources are protected at a level commensurate with their 
value. 

Risk assessment, the first step of the risk management 
process, requires the identification of critical organizational 
resources; estimation of the value they contribute towards 
accomplishing the organizational mission; enumeration of 
vulnerabilities that place the resources at risk; identification of 
threats which may exploit these vulnerabilities; and an 
estimation of the likelihood that each threat will intersect with 
a corresponding vulnerability resulting in a loss. Collectively, 
this information provides the ability to identify mission 
critical risks, “rack and stack” the risks according to their 
severity, and develop effective business continuity, 
contingency, and disaster recovery plans. A key benefit of the 
risk assessment process is that it requires the organization to 
explicitly identify and document its critical information 
resources and articulate how these resources support the 
organizational mission. Collectively this provides valuable 
information needed to communicate mission impacts, and 
potential mission impacts, to decision makers who are 
critically dependent upon the information in near real time. 
For this reason, we are primarily focused on the first two 
elements of the risk assessment process: identification of 



critical information resources and the estimation of value 
these resources contribute to the organizational mission. 

A. Information Resource Identification 

Organizations must explicitly identify and document their 
critical information resources prior to an incident occurring. 
Documenting critical information resources is important not 
only to insure they are protected commensurate with their 
value, but also for the “information accountability” purposes. 
Identifying critical information resources allows organizations 
to closely monitor the status of only a small subset of its 
information resources, allows the identification of transitive 
information dependencies, and provides the transparency 
necessary to verify the risk assessment is up-to-date. 

B. Information Resource Valuation 

Organizations must estimate the value that an information 
resource provides in support of the organizational mission. 
Value estimation is a very difficult problem due to a variety 
of reasons [8]-[12], [21]. However, a proper estimation of the 
information resource value is essential for an accurate risk 
assessment and is needed to provide relevant notification to 
decision makers following an information incident. It is 
important to realize that information valuation is frame of 
reference dependent, and thus the most accurate estimation of 
the value will be obtained from those who are most 
knowledgeable about the use of the information in support of 
their mission. Accurate valuation requires a formal 
understanding of the organizational mission, the mission 
processes, the information processes, and how the given 
information resource is used in support of the organizational 
mission. 

IV. BARRIERS TO TIMELY NOTIFICATION AND RELEVANT 

MISSION IMPACT ASSESSMENT ESTIMATION 

In our research, we have identified several technical, 
organizational, and social barriers that make it difficult to 
provide timely and relevant incident notification following an 
information incident [7]-[12]. In this section, we provide a 
brief summary of each of these barriers to motivate design 
considerations for the development of the CIMIA process. 

A. The Focus on the Infrastructure 

Existing methods of network defense tend to focus upon 
the protection of systems and network infrastructure elements, 
rather than the information stored, processed, and transmitted 
within the infrastructure. While this abstraction makes it 
easier to manage security, it misses the primary objective of 
information security: to assure the security of information. As 
a consequence, when an information incident occurs, the IRT 
can not be sure that all downstream users of the affected 
information are notified in a timely fashion. While this 
infrastructure-based view greatly simplifies the effort required 
to assign security controls, it may also lull organizations into 
a false sense of security due to the belief that a formal risk 
assessment is unneeded. 

B. The Lack of a Standardized Risk Assessment Process 

While risk assessment is conceptually easy to understand, 
in practice it is difficult to conduct and maintain in certain 
environments due to organizational boundaries, the dynamic 
nature of organizations, the temporal nature of operations, and 
the inherent subjectivity associated with resource valuation 
[7]-[12]. In some cases, it may not be possible to maintain an 
accurate, up-to-date, documented risk profile due to 
organizational structure, scoping issues, and/or resource 
constraints. 

The lack of standardization in the way that the risk 
assessment process is conducted reduces the consistency and 
repeatability of the assessment process and makes it difficult 
to compare results over time. Without a canonical data 
representation, it is hard to compare results between and 
across organizational units. We have found that many 
organizations fail to properly document their risk assessment 
findings. Risk assessment is often conducted in an ad-hoc 
manner. Documentation is seen as a chore and is often the last 
task completed in a risk assessment. 

C. The Dynamic Nature of Organizations, Missions, and 
their Information Flows 

Modern organizations are inherently dynamic entities. As 
the organization changes, its mission changes, or its mission 
processes change; the information resources the organization 
requires to support its mission are also likely to change. In 
this case, the risk assessment process needs to be revisited to 
insure it provides an accurate assessment of the mission risk. 
When using existing manual risk assessment processes, this 
requires an exceptional amount of resources (e.g., effort, 
personnel, time) which is often deemed as cost prohibitive. As 
a result, some organizations choose to forgo the risk 
assessment process in favor of the infrastructure-based or a 
“best practices” approach at mitigating information system 
risks. Organizations that fail to maintain current risk 
assessment processes are unable to understand their true risk 
profile. Without an explicit understanding of the 
organization’s critical information resources it is difficult to 
develop effective business continuity, contingency, and 
disaster recovery plans; difficult to assure information 
resources are protected commensurate with their value; and 
virtually impossible to accurately estimate the impact 
resulting from an information incident when it occurs.  

D. The Lack of Timely and Relevant Incident Notification 

The existing incident notification process is ineffective at 
providing dependent decision makers with timely and 
relevant notification following an information incident [8]-
[10]. When an information incident is declared, an email is 
sent to dependent organizations notifying them of the 
incident. If the notification list is not accurate, all dependent 
organizational units may not be notified. Even when the 
proper organizations are notified, the notification may not be 
passed on to the organizational decision makers. This depends 
greatly upon the knowledge possessed by the individual who 
receives the notification. The individual may not understand 



the potential impact resulting from the incident. As a result, 
the notification may not be passed on to the organization 
decision makers who can take appropriate contingency 
actions to assure the organizational mission. 

Another problem is the relevance of the notification. 
Notification is primarily limited to technical metrics such as 
the loss of availability and the total man-hours required for 
the restoration of the system to an operational state. It is often 
difficult, if not impossible, to translate a low level information 
incident into its high level mission impact. As a result, the 
lack of understanding of the impact, or potential impact, 
resulting from an information incident can lead to poor 
decision making and the inability to take appropriate 
contingency actions. 

E. The Lack of Continuity of Knowledge 

When an organization experiences a loss resulting from an 
information incident, ideally the resulting impacts would be 
retained and used for understanding future incidents. This is 
especially true when an information incident occurs because 
the hidden implications of an incident may not be known until 
they actually occur. Another consequence of failing to 
properly document information incidents, and the resulting 
mission impact, is the lack of an ability to hold organizational 
units accountable for their actions. In some cases, 
organizational units will fail to report the true impact due to 
embarrassment or fear of retribution. As a result, the impact 
resulting from an information incident may not be 
disseminated outside of the organizational unit. In contrast, 
when a flight line accident occurs, there is a significant 
investigative effort, the responsible individuals are identified, 
a post-incident briefing is conducted with all involved, 
remedial action is taken to assure the incident is not repeated, 
and the lessons learned from the incident are broadcast to all 
similar organizations. 

F. Security Concerns 

When a risk assessment is conducted, the resources which 
are most critical to the success of the organizational mission 
are explicitly identified and documented. As a result, this 
information becomes a highly sensitive information resource 
which must be afforded the highest level of protection. If an 
adversary were able to obtain the results of the risk 
assessment, they would be able to exploit it and use it to 
prioritize information resources to maximize the likelihood of 
disrupting the organizational mission. 

V. DESIGN CONSIDERATION FOR A CYBER INCIDENT MISSION 

IMPACT ASSESSMENT PROCESS 

In this section, we present design considerations we have 
identified in the development of a Cyber Incident Mission 
Impact Assessment (CIMIA) process. Our goal is to 
overcome identified limitations to provide timely, accurate, 
secure, and relevant notification from the instant an 
information incident is declared, until the incident is fully 
remediated. 

A. An Information Asset Focus 

We believe that a paradigm shift is needed in the way that 
we identify critical organizational resources. Infrastructure 
elements are important, but their value is dominated by the 
value of the information stored, retrieved, processed, and 
transported through the infrastructure [22]. Information 
should be the central focus in mission impact assessment 
because it holds relevance and value as knowledge to decision 
makers in the organization [22]. Human cognition perceives 
utility through organization and aggregation of data into 
usable groupings of contextual relationships that endow the 
data with “relevance and purpose” [23]. As humans interpret 
data, it becomes information and meaning is derived [24]. 
Thus, without the context of the use of information, data have 
no inherent value [25]. For these reasons, we propose that 
information, not data, should be the focus when developing a 
CIMIA process. 

An immediate question arises regarding the definition and 
granularity of an “information resource.” An information 
resource can be defined as broad as an information system, or 
as narrow as a specific record within a specific database. If 
the granularity of an information resource is too fine, there 
will be too many information resources to be tracked. 
However, if the granularity of an information resource is too 
coarse, then the value provided by tracking information will 
be diminished. This is ongoing research, but we believe that 
the main value is in the process, which provides information 
accountability. The granularity of an information resource can 
be adjusted to meet the needs of the organization. Initially a 
coarse selection can be chosen, and over time the information 
resources which require finer granularity can be adjusted.  

We must develop standardized and efficient schemes for 
identifying, valuing, tracking, documenting, and reporting 
information dependencies in a secure manner [12]. This will 
provide information resource providers the capability to 
deterministically identify all those who depend upon their 
information resources [12]. The identification and valuation 
of information resources must occur before an incident 
occurs. This can be accomplished through an information 
asset-focused risk assessment or other similar information 
asset profiling techniques [25]-[27]. 

B. Improved Techniques for Information Asset Valuation 

Information value determination is difficult as there are 
both tangible and intangible value components that must be 
accounted for; the value of information changes over time; 
and the operational need for information changes over time 
[11],[12],[25]-[27]. Information valuation is especially 
difficult in military organizations where the missions are 
dynamic and ever changing. While many existing information 
valuation models rely on economic metrics [28], in the 
military the intangible value of information often far exceeds 
its tangible economic value.  The complexity of context has 
confounded many attempts at developing models to account 
for and definitively measure the value of an information asset 
[29], [30]. This is because information value is always 
relative to some target goal [31]. Since each organization has 



its own mission, any impact must be valued in terms of its 
own frame of reference [8]-[12]. 

The military possesses a distinct advantage in determining 
a baseline for the value of its information assets because 
information is assigned a classification through its uniform 
system for classifying, safeguarding, and declassifying 
national security information [32]. However, this only 
provides a coarse “first cut” for determining the value of 
information in the context of how it may impact national 
security and not the organizational mission. In contrast, we 
are interested in how a compromise of information impacts 
the organizational mission. Each organization will value their 
information resource based upon their mission context. When 
an information resource is valued, the value should contain a 
description of why the resource is important to the 
organizational mission. This information can be used to 
improve the relevance of incident notification by presenting 
decision makers with an explicit understanding of the value 
the information provides in support of the mission. 

The value of information is a time dependent variable. 
The mission may require a given resource at one critical 
point of time in support of its mission, while at other times it 
may not require it at all. If the resource is inaccessible at the 
critical point and there is no other source for the information, 
the result may be inability to complete the mission. 
Conversely, the resource may be needed continuously 
throughout the mission. If the resource is inaccessible, the 
mission may still be able to proceed but at a greater risk of 
failure or increased harm to friendly forces. Additional work 
is necessary to identify efficient methods for explicitly 
representing the value of an information resource as a 
function of time. 

C. Knowledge Retention 

We believe it is essential to retain actual mission impacts 
resulting from information incidents in a knowledge base 
which can be queried to quickly estimate the mission impact 
resulting from the same, or similar, incidents that have 
previously occurred. We have found that while organizations 
may retain records of technical impacts, rarely are the mission 
impacts retained in a knowledge base. Over time, the 
retention of the mission impacts can improve the accuracy of 
mission impact estimation. Effective knowledge management 
should be at the core of any impact assessment effort [33]. 

D. Mission Representation and Mission Impact Estimation 

Alternate mission representations are needed to enable 
mission-information Situational Awareness (SA).  Endsley’s 
Level 2 SA requires a detailed understanding of the 
significance of the sensed elements in light of the operator’s 
goals [34].  Without a documented understanding of how an 
information resource supports the organizational mission, 
efforts at attaining Level 2 SA will be seriously handicapped.  
Taddaa et al. recognized the need for quantifying the 
importance of mapping in the Level 3 of their cyber SA 
model [35]. There is an enormous need to develop new 
methodologies that assist organizations in creating and 

maintaining mission mappings.  These efforts will require 
expertise from both the technical and behavioral realms due to 
the complexity of the problem and the cognitive aspects of 
criticality quantification. 

If we treat information as an asset, we could maintain a 
state variable for each critical information resource that is 
maintained by the network security organization. The state of 
the information resource could be updated in real time by the 
network security team and the IRT. When an incident occurs, 
the state of all information resources contained on the affected 
systems could be changed from the moment the incident 
occurs until the incident is completely remediated and all 
investigations are completed. The information resource state 
variable would represent the belief of five security attributes 
(e.g., the confidentiality, availability, integrity, non-
repudiation, and/or authenticity) in the range of 0-100 for 
each information resource at any point in time. Associated 
with each of the five security attributes would be a confidence 
level in the range 0-100. The state variable could then be fed 
as input into a mission impact estimation engine maintained at 
each organization that is dependent upon the affected 
information. We believe that a mission impact estimation 
modeling engine can be constructed using a Bayesian network 
and fuzzy logic that draws upon three primary sources of 
information: 1) the mission impact assessment estimates 
collected from subject matter experts prior to the incidents, 2) 
a historical mission impact database which contains all 
recorded information incidents and their mission impacts, and 
3) explicit mission models which use alternation mission 
representations (e.g., business process models, information 
architectures) which can be used to estimate the mission 
impact based upon modeled dependencies [34].  

E. Secure Notification 

When an information incident occurs, all organizations that 
are critically dependent upon the affected information must be 
notified in a timely manner. However, if an adversary is 
capable of monitoring the notification channel, they can 
determine which organizations are critically dependent upon 
the information by attacking a resource and then observing 
who is notified. For this reason, a pull type of architecture is 
needed whereby all organizations periodically receive 
encrypted status information from a central authority [12]. 
This will prevent an adversary from determining mission 
criticality by observing the notification process. 

VI. CONCLUSIONS 

The explosive growth of cyber attacks and the increasing 
dependency on information technology within military 
organizations has driven the need to develop efficient 
methods for communicating mission impact, and potential 
mission impact, to decision makers following an information 
incident. The existing methods for incident notification and 
mission impact assessment are not sufficient at providing 
accurate, timely, or relevant incident notification in a secure 
manner. Information should be viewed as an asset and we 
should focus our efforts on developing technology assisted 



information asset identification, valuation, tracking, 
documentation, and reporting capabilities. We believe that 
our work will enable the development of a near real-time 
situational awareness tool to provide decision makers with a 
detailed understanding of mission impact following an 
information incident in a timely, relevant, and secure 
manner. 

VII. DISCLAIMER 

The views expressed in this paper are those of the authors 
and do not reflect the official policy or position of the United 
States Air Force, the Department of Defense, or the U.S. 
Government. 
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