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Abstract

Online security attacks are a growing concern among Internet users. Currently, the Internet com-
munity is facing three types of security attacks: physical, syntactic, and semantic. Semantic attacks
take advantage of the way humans interact with computers or interpret messages. There are three
major approaches to countering semantic attacks: silently eliminating the attacks, warning users
about the attacks, and training users not to fall for the attacks. The existing methods for silently
eliminating the attack and warning users about the attack are unlikely to perform flawlessly; fur-
thermore, users are the weakest link in these attacks, it is essential that user training complement
other methods. Most existing online training methodologies are less successful because: (1) orga-
nizations that create and host training materials expect users to proactively seek out such material
themselves; (2) these organizations expect users to have some knowledge about semantic attacks;
and (3) the training materials have not been designed with learning science principles in mind.

The goal of this thesis is to show that computer users trained with an embedded training system
– one grounded in the principles of learning science – are able to make more accurate online trust
decisions than users who read traditional security training materials, which are distributed via
email or posted online. To achieve this goal, we focus on “phishing,” a type of semantic attack.
We have developed a system called “PhishGuru” based on embedded training methodology and
learning science principles. Embedded training is a methodology in which training materials are
integrated into the primary tasks users perform in their day–to–day lives. In contrast to existing
training methodologies, the PhishGuru shows training materials to users through emails at the
moment (“teachable moment”) users actually fall for phishing attacks.

We evaluated the embedded training methodology through laboratory and field studies. Real-
world experiments showed that people trained with PhishGuru retain knowledge even after 28 days.
PhishGuru training does not decrease users’ willingness to click on links in legitimate messages.
PhishGuru is also being used in a real-world implementation of the Anti-Phishing Working Group
Landing Page initiative. The design principles established in this thesis will help researchers develop
systems that can train users in other risky online situations.



Dream, Dream, Dream! Dreams transform into thoughts and thoughts into actions.

∼ Dr. A. P. J. Abdul Kalam, Former President of India
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Chapter 1

Introduction

Trust is an important component of human interactions. Individuals need some level of trust in
other parties in order to interact with them in their personal and professional lives. Similarly,
companies and organizations need to build trust among partners and customers in order to thrive
in the marketplace. Online decisions are often trust-sensitive because many web-based transactions
carry an element of uncertainty and risk [49, 127]. At the core of the uncertainty associated with
Internet transactions is the problem of incomplete and, specifically, asymmetric information [3,190]:
the reader of an email usually knows less than its sender about the accuracy of the information
within the email or the sender’s true identity; likewise, a visitor to a website knows less than the
entity managing the site about how the personal data the visitor is asked to provide will be used. In
an online scenario, the clues and signals we use in the offline world to fill in the gaps of incomplete
information may be unavailable or deceptive.

As people conduct an increasing number of transactions using the Internet, Internet security con-
cerns have also increased. Currently, the Internet community faces three types of security attacks:
physical, where computers and electronics are targeted (e.g. power and data outages); syntactic,
where operating logic and networks are targeted (e.g. security vulnerabilities in the Microsoft
Windows operating system); and semantic, where the way users assign meaning to the content is
targeted. A semantic attack is an attack that exploits human vulnerabilities. Rather than taking
advantage of system vulnerabilities, semantic attacks take advantage of the way humans interact
with computers or interpret messages [175,176].

Since 2003, there has been a dramatic increase in a form of semantic attack known as phishing, in
which victims get conned by spoofed emails or fraudulent websites. Phishing attacks exploit users’
inability to distinguish legitimate company websites from fake ones. More specifically, phishers
exploit the difference between what the system thinks the user is doing (system model) and what
the users think the system is doing (user mental model) [138]. Emails are currently an important
threat vector for exploiting this difference [93]. Phishers send out spoofed emails that look as
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if they were sent by trusted companies. These emails lead to spoofed websites that are similar
or virtually identical to legitimate websites, luring people into disclosing sensitive information.
Phishers use this information for criminal purposes such as identity theft, financial fraud, and
corporate espionage [96,116].

The number of phishing emails sent to users has increased notably over the last few years. Approx-
imately 240 to 500 million phishing emails are now sent over the Internet each day [135,180]. The
number of phishing incidents reported to the Anti-Phishing Working Group (APWG) increased
from 21 in Nov 2003 to 28,151 in June 2008. Seventy-three million U.S. adults said that they
“definitely” or “think they” received an average of more than 50 phishing e-mails in 2005 [74]. The
number of unique websites which have been phished is also increasing consistently [15].

The actual cost of phishing is difficult to calculate. Broadly, the cost of phishing can be classified as:
direct cost, the cost directly incurred due to the phishing attack; indirect cost, the cost of handling
customer support calls due to the phishing attack for an organization as well as the cost of the
emotional stress for consumers; and opportunity cost, the cost incurred when distrust leads users
to avoid using the Internet to do business and other financial transactions. In a survey of 5000
US consumers, Gartner found that nearly 30% of consumers changed their online banking behavior
because of online attacks like phishing [74]. Gartner found that in 2007, 3.6 million adults lost $3.2
billion as a result of phishing attacks [160].

Developing countermeasures for phishing is a challenging problem because victims help attackers
by giving away their credentials. It is also difficult to detect phishing websites and emails because
they often look legitimate. In addition, users frequently ignore warning messages about phishing
from anti-phishing tools [58,67,205].

A variety of strategies have been proposed to protect people from phishing. These strategies fall
into three major categories: silently eliminating the threat by finding and taking down phishing
websites, and by automatically detecting and deleting phishing emails; warning users about the
threat through toolbars, browser extensions, and other mechanisms; and training users not to fall
for attacks. There is no single silver bullet solution for the problem of phishing. We believe that
these approaches are complementary. Specifically, automated detection systems should be used
as the first line of defense against phishing attacks; however, since these systems are unlikely
to perform flawlessly, they should be complemented by better user interfaces and user education
programs that help people better recognize fraudulent emails and websites.

Most anti-phishing research has focused on solving the problem by eliminating the threat or warning
users. However, little work has been done on educating people about phishing and other semantic
attacks. Educating users about security is challenging, particularly in the context of phishing,
because: (1) users are not motivated to read about security in general and therefore do not take
time to educate themselves about phishing; (2) for most users, security is a secondary task (e.g.
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one does not go to an online banking website to check the SSL implementation of the website, but
rather to perform a banking transaction); and (3) it is difficult to teach people to make the right
online trust decision without also increasing their concern level or tendency to misjudge non-threats
as threats.

1.1 Thesis statement

Keeping the above challenges in mind, we address the problem of phishing user-education in this
thesis. The thesis statement is:

Computer users trained using an embedded training system grounded in

learning science theory are able to make more accurate online trust decisions

than those who read traditional security training materials distributed via

email or posted on web sites.

1.2 Thesis contribution

This thesis is both timely and needed to reduce the negative consequences of semantic attacks on
society. Results from this research can potentially help reduce the increasing number of people
who fall for phishing and other semantic attacks. This research fits in the area of Computation,
Organizations, and Society because phishing is a societal problem that can be solved by the collec-
tive efforts of computer science researchers, education researchers, lawyers, and organizations. This
thesis work builds on existing knowledge in the fields of computer security and privacy, human
computer interaction, learning science, and economics by building a system to help users make
better online trust decisions. The design principles established in this thesis will help researchers
develop systems that can train users in other risky online situations.

1.2.1 Real world impact

1. An implementation of PhishGuru (Anti-Phishing Working Group landing page), a system
that we designed, is viewed world-wide approximately 500 times a day.

2. Anti-Phishing Phil, a game that we designed and evaluated, has been played over 100,000
times world-wide.
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1.2.2 Theoretical

1. This research showed that computer users can be trained to make better online trust decisions
if training materials are presented during their regular use of emails (PhishGuru).

2. This research showed that computer users can be trained to make better online trust decisions
if the training materials are presented in a fun and interactive manner (Anti-Phishing Phil).

3. This research showed that computer users can be trained to make accurate online trust
decisions if the training materials are grounded in learning science principles.

1.2.3 Design and development

1. We designed and developed a novel embedded training methodology to deliver phishing train-
ing materials to computer users.

2. We designed and developed a game that teaches computer users how to identify phishing
URLs.

3. We implemented a variety of training interventions that use instructional design principles to
address different phishing attack situations.

1.2.4 Experimental setup

1. We designed and conducted large phishing experiments (laboratory and real-world) to quan-
tify the benefits of PhishGuru. Experimental design for evaluating phishing interventions is
not trivial. Challenges include: (1) ensuring the privacy of participants; (2) delivering emails;
(3) tracking users; (4) avoiding subject contamination; (5) creating the right incentive for par-
ticipants to behave realistically; (6) running the study for a long time to measure retention;
and (7) working with system administrators.

2. We designed and conducted experiments (laboratory and real-world) to quantify the benefits
of Anti-Phishing Phil.

1.3 Outline of the thesis

The next chapter discusses the fundamentals of phishing attacks and some of the learning science
principles that informed the PhishGuru design. Chapter 3 discusses relevant trust models, general
aspects of security education, and relevant warning science literature. Chapter 4 introduces a trust
model that we developed for the phishing scenario; we also present results from a study where
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we evaluated this model. Chapter 5 discusses the rationale for the embedded training concept
and the evolution of the PhishGuru interventions. Chapter 6 discusses the motivation, study
setup, and results from two laboratory studies that we conducted to evaluate the effectiveness of
the PhishGuru. Chapter 7 presents the results of two real world studies conducted to test the
effectiveness of the PhishGuru. Chapter 8 discusses two other phishing education systems that we
designed, developed, and implemented. Finally, Chapter 9 presents conclusions from this thesis
work and offers recommendations for security education.
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Chapter 2

Background

In this chapter, in Section 2.1, we discuss some basics aspects of social engineering attacks. In
Section 2.2, we discuss how phishing works, different types of phishing, and the life cycle of a typical
phishing attack. We also discuss different countermeasures for phishing attacks. In Section 2.3, we
discuss some relevant literature from the field of learning science.

2.1 Social engineering

A great deal of resources is spent on developing technical solutions that enable people and orga-
nizations to perform trustworthy interactions. However, these solutions are not foolproof. Kevin
Mitnick writes “You could spend a fortune on technology and your network could still remain vul-
nerable to old-fashioned [social engineering] manipulation” [139]. Increasingly, social engineering
attacks are being used to bypass highly secure systems. Social engineering is generally an act of
con artists who manipulate the natural human tendency to trust. Social engineering attacks have
existed for many centuries, but recently, various technologies have made it easier for criminals to
conduct these attacks. Social engineers looking to conduct an attack use different sources to collect
information about individuals or organizations: phone calls, dumpster diving, phishing emails [82].
Organizations lose lots of money and resources due to social engineering attacks. Studies have
shown that it is easy to social engineer an employee of an organization [199].

Psychologists have studied why and how people can be persuaded. Some of the main factors involved
in persuasion are: scarcity, consistency, social validation, linking, authority and reciprocation.
People may fall for social engineering attacks because they are careless (e.g. opening an email from
a bank with whom they don’t have an account), because they want to be helpful (e.g. sending their
bank account details to transfer money for a widow from Nigeria), because they feel it is in their
comfort zone (e.g. a secretary at the front desk of an organization giving away some confidential
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information to a social engineer claiming to be the assistant to the CEO working from home) or
because they are fearful (e.g. responding to an email requesting them to update their network
access password in 24 hours or lose access to the network) [42,118].

To combat social engineering attacks, strategies like strengthening security policies and increasing
physical security have been proposed. But since social engineers take advantage of the persuasive
nature of human beings, more effective measures include educating users about these attacks and
providing resources to report these attacks [7, 83,87,192].

2.2 Phishing

Phishing is “a broadly launched social engineering attack in which an electronic identity is misrepre-
sented in an attempt to trick individuals into revealing personal credentials (financial information,
social security numbers, system access information and other personal confidential information)
that can be used fraudulently against them” [66]. Victims get conned by spoofed emails and fraud-
ulent websites that masquerade as a legitimate organization [93,96,116]. Broadly, phishing attacks
can be classified into three different types: deceptive attacks, malware-based attacks, and DNS-
based attacks. Deceptive attacks trick victims into giving their personal confidential information
to spoofed websites. Currently, this is the most prevalent type of Internet attack. Malware-based
attacks use phishing emails and websites to infiltrate a user’s machine, where they execute ma-
licious software. Keyloggers, session hijackers and web Trojans fall into this category of attacks.
DNS-based attacks tamper with the integrity of the lookup process for a domain name. Content-
injection, man-in-the-middle, and search engine phishing belong to this category of attacks [60].
Phishing has evolved over time, with phishers spreading across all sectors of business; however, the
financial sector has been most affected [158].

2.2.1 Why phishing works

Users fall for phishing because of the poor online trust decisions they make. Psychologists have
shown that people do not consider options when they make decisions under stress (i.e. accessing
emails while busy at work). Studies have shown that people under stress tend to make decisions that
are not rational and without thinking of all possible solutions [101]. Psychologists have termed this
tendency the singular evaluation approach. In this approach, people tend to evaluate the solution
options individually rather than comparing them to other options, ultimately selecting the first
solution that works [104]. In Human Error, James Reason established that people use patterns
and context to make decisions rather than looking at the analytical solution to the problem [159].
Generally, it is believed that people do not ask the right questions when making a decision. People
are also primed by visible similarities and past experiences when making a decision [193, 194]. In
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particular, research has shown that non-experts make decisions without much thought, choosing
the most obvious solution and the least strenuous path. Experts, however, make better decisions
by thinking about many strategies [105]. These reasons (singular evaluation approach, failing to
ask the right questions, and looking for patterns) help explain why people fall for semantic attacks.

In a laboratory study, Dhamija et al. found that 90% of a group of 22 participants were deceived
by sophisticated phishing websites. Twenty three percent of the participants did not look at the
browser cues such as the address bar, status bar, or security indicators. Dhamija et al. also catego-
rized the reasons why people fell for phishing attacks: lack of knowledge (computer system, security
and security indicators), visual deception (images masking text, images mimicking windows), and
bounded attention (lack of attention to the presence or absence of security indicators) [53].

In a two-part study, Downs et al. analyzed the reasons why people fall for phishing attacks. In
a laboratory study with 20 participants, they showed that an awareness of risks is not directly
linked to useful strategies for identifying phishing emails. They also showed that participants
who were able to identify familiar phishing emails correctly did not generalize their knowledge
to unfamiliar phishing attacks [54]. In another online survey study among 232 participants, they
showed that understanding how to parse URLs correctly and knowing the significance of the lock
icon in the browser reduces vulnerability to phishing attacks. They also showed that knowledge
about the consequences of phishing attacks does not affect behavior. Using these results, Downs et
al. suggested that people be trained to understand and comprehend the cues rather than just being
presented with warning messages [55]. Researchers have also shown that phishing attacks that use
information from social networks and other contextual information are more effective than generic
phishing attacks [90].

2.2.2 Life cycle of phishing attacks

Phishing attacks involve six phases, from planning the attack to removing all evidence of the
attack [66]. We briefly describe each of these phases below.

1. Planning : In this phase, the phisher identifies the organization to spoof, decides what type of
personal information to collect, and develops a story line or plot to use to collect the personal
information. In this phase, phishers also select the technical infrastructure they will use to
deploy the attack.

2. Setup: The phisher then designs attack materials such as phishing emails (The lure) and
websites (The hook) [93]. Figure 2.1 shows an example of a phishing email spoofing the
organization Citibank. The ‘sender’ address is masqueraded to look as though it comes from
‘citibank.com,’ but in reality it does not. The email also shows a sense of urgency and includes
an action to be taken by the user. The link in the email is disguised to take the user to a
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phishing website and not to the legitimate Citibank website. Phishers generally use open
relays or zombie machines to send out the phishing emails.

3. Attack : Phishers use many vectors to perform the attacks. Some of these vectors are: web-
sites, emails, instant messages, auto phone dialers (vishing) [156], chat rooms, blogs, bulletin
boards, wireless networks, malware [66], search engines [60] and social networking websites.
The most commonly used threat vectors are emails and websites [96].

In this phase, phishers send out phishing emails to victims. Email addresses are harvested
and collected from various sources; phishers then send out emails to these harvested email
addresses. These email addresses are traded and reused among different groups of phishers.
Phishers rely on users to click on the link in the email and go to the spoofed website to give
their personal information. Figure 2.2 shows an example of a phishing website; phishers use
such a website to collect personal information from users. The example shows the ‘phishy
URL’ and the ‘spoofed status bar.’

4. Collection: In this phase, phishers collect the personal information that victims provide to the
phishing website [93]. The personal information that phishers tend to collect includes credit
card numbers, social security numbers, computer and account login information, addresses
for communication, and other sensitive pieces of personal information [204]. The personal
information that users enter on the phishing website is either saved in files for the phisher to
collect or is sent as an email to the phishers [116].

5. Fraud & abuse: Phishers sell, trade, or directly use the personal information collected from
victims. Phishers employ cashers or mules to convert this information into cash or to engage
in identity theft and other forms of fraud. Most of the time, mules are innocent people who
perform this conversion without knowing that they are taking part in an illegal activity [93].

6. Post attack : During the post attack phase, phishers tend to remove all trails of their activity,
including the phishing websites registered for the attack. It is believed that phishers also
track the success of their attacks and use the knowledge they gain for future attacks.

2.2.3 Changing landscape of phishing attacks

The landscape of phishing has changed quite a bit since the days when phishers stole AOL account
information. Back then, phishers sent out emails or AOL instant messages to potential victims
asking for their AOL username and password. Later, phishers started sending emails like the
example in Figure 2.1, assuming that some of the recipients would have a relationship with the
spoofed organization. These phishing attacks can be considered generic phishing. The percentage
of people who fell for these generic attacks was very low. Very soon phishers learned that they could
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Figure 2.1: Example of a phishing email spoofing the organization Citibank. Highlights the important
characteristics of a phishing email.
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Figure 2.2: Example of a phishing website spoofing the organization eBay. Highlights the phishy URL and
the spoofed status bar.
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use the large amount of personal information available on the Internet or through other sources to
craft the phishing emails and increase the percentage of people who fell for the phishing attacks.
Phishers started using their victim’s personal information in the email (e.g. first and last name),
a type of attack called spear phishing [136]. To further improve their chance of success and to
increase the return on their investment, phishers started sending customized emails to executives
and managers. These emails appeared to be official subpoenas from the United States District
Courts or Better Business Bureau alerting them of a complaint against their organization. Some
of these phishing emails pretended to come from a recruitment company or contractor seeking
information about an invoice [73, 123]. This type of phishing attack is called Whaling. Recently,
phishers have also started using social networking websites such as Facebook and MySpace to
promote phishing websites [135]. Phishers also make use of the political situation to craft phishing
emails. For example, many phishing emails and websites revolved around the 2008 US presidential
campaign [94, Chapter 10].

In the last couple of years, phishers have also started to use Instant Messaging (IM) as an attack
vector. They use all types of IM (e.g. Yahoo, Skype) to send the phishing message. For example,
Figure 2.3 shows a link that is sent in Yahoo messenger. IM phishing is one of the SANS Top 20
security vulnerabilities for the year 2007 [171].

Figure 2.3: Example of phishing through instant messaging; here a user is getting a link to geocities.com.

Phishers also use other vectors such as Voice over IP (VoIP) to perform phishing attacks. Phishers
target an area code and use VoIP to call numbers randomly informing potential victims that their
credit card has been breached and asking them to call a specific phone number immediately. The
numbers that these phishers provide are fake numbers which, when called, land in phishers’ spoofed
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voice message systems. Phishers copy the exact voice message system from the actual credit card
bank. When victims call the fake number, they are asked to enter their 16 digit card number and
personal identification number (PIN) [156,195]. These attacks are called vishing.

Phishers are now trying to steal information using a new technique from a tool kit created by the
“Rock Phish” gang.1 With this attack, phishers compromise a machine and use it to run many
banks’ websites. Phishers register meaningless domain names such as recy248.com and create URLs
that look legitimate but have a randomly generated alpha-numeric character in the URL. These
unique URLs are placed in the emails sent to potential victims. Existing filters don’t have the
capability to catch phishing emails with unique URLs. By using such advanced techniques, these
phishing websites stay alive three times as long as the normal phishing website. Researchers have
also found that sites derived from the Rock Phish kit account for more than half of the phishing
attacks circulating on the Internet [142].
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Figure 2.4: Unique phishing reports to Anti-Phishing Working Group (APWG).

A more sophisticated technique involves multiple nodes within the network (mostly compromised
machines or botnets) registering and de-registering their address as part of the DNS NS record
list. This process constantly changes the destination address for the addresses in the DNS zone. It
therefore becomes difficult to identify the exact machine where the phishing websites are hosted.
This technique is called “fast-flux”; it is believed that recent phishing attacks have made use of
this technique [141,184].

1These phishing attacks are mainly done by a gang who creates kits that even newbies or people with low technical
expertise can use to conduct a very sophisticated phishing attack. This shows that, while the sophistication of the
attacks has been increasing, the knowledge the phisher requires has been decreasing [96].
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Figure 2.4 shows the increasing number of phishing reports that the Anti-Phishing Working Group
receives every month. This includes all types of email phishing attacks discussed in this section.

2.2.4 Countermeasures for phishing

To protect people from phishing, a variety of strategies have been proposed and implemented. These
strategies fall into three major categories: silently eliminating the threat, warning users about the
threat, and training users not to fall for attacks. These categories of anti-phishing strategy mirror
the three high-level approaches to usable security discussed in the literature: build systems that
“just work” without requiring intervention on the part of users, make security intuitive and easy
to use, and teach people how to perform security-critical functions [50].

Silently eliminating the threat

This strategy provides protection without requiring any awareness or action on the part of users. It
includes finding phishing websites and shutting them down (law enforcement and policy solution) as
well as automatically detecting and deleting phishing emails [65,185]. Other methods that fall into
this strategy are: DomainKeys from Yahoo!, which verifies the DNS domain of an email sender and
the message integrity [207]; Sender Policy Framework, which uses Simple Mail Transfer Protocol
(SMTP) to reject the forged address in the SMTP MAIL FROM address [179]; and Remote-Harm
Detection (RHD), which collects the clients’ Internet browsing history to identify phishing websites
at the server end [92]. If phishing threats could be completely eliminated using these methods,
there would be no need for other protection strategies. However, existing tools are unable to
detect phishing emails with one hundred percent accuracy, and phishing websites stay online long
enough to snare unsuspecting victims. Researchers have estimated that the mean lifetime of a
typical phishing website is 61.7 hours, while rock phish domains are live for 94.7 hours. They
also found that, for every day that one of these phishing sites is up and running, 18 users will be
victimized [140,142]

Warning users about the threat

A number of tools have been developed to warn users that the website they are visiting is probably
fraudulent; these tools provide explicit warnings or interfaces that help people notice that they
may be on a phishing website. Ye and Smith [208] and Dhamija and Tygar [52] have developed
prototype “trusted paths” for the Mozilla web browser, tools designed to help users verify that
their browser has made a secure connection to a trusted website. More common are web browser
toolbars that provide extra cues; for example, a red or green light that informs users that they
may be at risk by indicating the overall safety of the site [1,150,187,188]. However, there are three
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weaknesses with this approach. First, it requires people to install special software (although newer
versions of web browsers have such software included). Second, user studies have shown that users
often do not understand or act on the cues provided by toolbars [138,205]. Third, a study showed
that some anti-phishing toolbars are not very accurate; even the best toolbars may miss over 20%
of phishing websites [209].

Training users not to fall for attacks

There are many approaches to train users about phishing. The most basic approach is to post
articles about phishing on websites; this approach has been utilized by government organiza-
tions [62,63], non-profits [15] and businesses [56,137]. Unfortunately, these articles fail to enhance
user learning because of the difficulty involved in getting a large number of users to read these arti-
cles. A more interactive approach is to provide web-based tests that allow users to assess their own
knowledge of phishing. For example, Mail Frontier has set up a website containing screenshots of
potential phishing emails [120]. Users are scored based on how well they can identify which emails
are legitimate and which are not. This approach has been applied mainly to test users rather than
train them. Phishing education can also be conducted in a classroom setting, as has been done by
Robila and Ragucci [164]. However, it is difficult to train large numbers of users through classroom
sessions.

Another way to educate users is to send fake phishing emails in the interest of testing their vulner-
ability to these emails. Typically, at the end of such studies, all users are given additional materials
to teach them about phishing attacks. This approach has been used with Indiana University stu-
dents [90], West Point cadets [64], and New York state office employees [151]. The West Point and
the New York state researchers conducted the study in two phases. In the first phase, participants
did not have any prior preparation or training about phishing before being tested for their ability
to detect phishing attacks. In the second phase, participants were given training materials and
lectures about phishing before being tested again. Both studies showed that education led to an
improvement in the participants’ ability to identify phishing emails. Researchers have also started
looking at non-traditional media, such as comic strips, to educate users about security attacks [91].

2.3 Learning science

Learning science examines how people gain knowledge and learn new skills. Very little formal work
has been done to connect learning science literature to user education in the context of security. In
this section, we will discuss some relevant learning science literature that we will later connect to
end-user security education.

According to Clark, there are five types of content that can be learned: facts, concepts, procedures,
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processes, and principles [43]. People use these types of content to develop cognitive skills which
help them process information and apply existing knowledge to a problem. Cognitive skills are
developed by actively processing content types in the memory system. Human memory uses visual
and auditory channels to process information and develop knowledge [44]. According to the ACT-
R (Adaptive Control of Thought–Rational) theory of cognition and learning, knowledge can be
classified as declarative knowledge (knowing-that) and procedural knowledge (knowing-how) [10].
Declarative knowledge is “factual knowledge that people can report or describe”: for example, the
Internet is a publicly accessible network of interconnected computer networks that transmits data
using Internet Protocol. Procedural knowledge is “the knowledge of how to perform a task”: for
example, the steps involved in going through the email inbox and checking for new emails [10]. The
ACT-R theory models procedural knowledge as a series of production rules, if-then or condition-
action pairs [10]. In this thesis, we are interested in training users to create the right production
rules for making online trust decisions. In general, existing educational solutions assume that users
have declarative knowledge before they use the system [12]. However, since users do not have prior
knowledge of how to protect themselves from semantic attacks, we will give them the declarative
and procedural knowledge they need to avoid being victims.

The field of learning science has developed principles based on the way humans process information
to acquire new skills and gain knowledge. In particular, learning science has developed instructional
design principles that help users learn the content provided in training materials. Research has
shown that when systems apply these design principles, they enhance learning [5, 12].

2.3.1 Instructional design principles

Researchers have developed instructional design principles that effectively educate users. In this
sub-section, we will discuss some of the instructional design principles relevant to the work discussed
in this thesis. Table 2.1 summarizes the instructional design principles that we used in training
materials. We selected these principles because they are the most powerful of the basic instructional
design principles and because they can be applied to online security training.

1. Learning-by-doing principle: One of the fundamental hypotheses of the ACT-R theory of
cognition and learning is that knowledge and skills are acquired and strengthened through
practice (by doing) [10]. Experiments in the cognitive tutor domain have shown that stu-
dents who practice perform better than students who do not. In addition, students better
understand instruction materials when they have to explain processes as part of their prac-
tice [6]. Research has also shown that difficult and random practice sessions are necessary for
effective transfer of learning [57,174]. In his book Learning by Doing, Clark Aldrich suggests
simulations and games as ways to make people learn and practice better [4]. Learning by
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doing is also being tried in traditional educational systems, where courses are being taught
using a Story-Centered Curriculum (SCC) [172].

2. Immediate feedback principle: Researchers have shown that when tutors provide immediate
feedback during the knowledge acquisition phase, students learn effectively, move towards
more correct behaviors, and engage in less unproductive floundering [125, 174]. One of the
principles developed by Anderson et al. in the context of tutoring is to “provide immediate
feedback on errors [12].” Using LISP tutors, Corbett et al. showed that students who received
immediate feedback performed significantly better than students who received delayed feed-
back [47]. Anderson et al. have emphasized that feedback should be immediate; otherwise,
students begin to think about something else [11]. Research has also shown that simple forms
of feedback, like “yes” or “no,” and more detailed forms of feedback, like “the shot was off
target to the right by 22mm,” both encourage effective learning [57].

3. Conceptual-procedural principle: A concept is a mental representation of objects or ideas for
which multiple specific examples exist (e.g. phishing) [43, Chapter 4]. A procedure is a series
of clearly defined steps that results in the achievement of a given task (e.g. logging onto
a computer) [43, Chapter 3]. The conceptual-procedural principle states that “conceptual
and procedural knowledge influence one another in mutually supportive ways and build in
an iterative process.” [99] When learners encounter conceptual materials, they have to use
a great deal of working memory, making the process very difficult. Presenting procedural
materials in between conceptual materials helps reiterate the learned concepts. In this way,
concepts reinforce procedures, and vice versa. Learners must understand both conceptual and
procedural knowledge in order to develop competence in a given area [46]. This principle can
be used to improve learning by providing conceptual and procedural knowledge iteratively.
In an experiment where students learned about decimal places, students given concepts and
procedures iteratively performed better than those who received them consecutively [99,106].

4. Contiguity principle: Mayer et al. set forth the contiguity principle, which states that “the ef-
fectiveness of the computer aided instruction increases when words and pictures are presented
contiguously (rather than isolated from one another) in time and space” [130]. Psychologists
believe that humans make sense out of presented content by creating meaningful relations
between words and pictures [44, Chapter 4]. In an experiment, students who learned about
the process of lightning better understood the materials when words and pictures were close
to each other (spatial-contiguity) [143]. In another experiment, students were asked to read a
passage about vehicle braking systems. Students who received passages with words and pic-
tures together explained the braking system better than a group in which words and pictures
were presented separately [128]. In another experiment, Butcher et al. found that students
who had visual and verbal information presented together performed better and had deeper
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transfer than students who encountered the information separately [32].

Table 2.1: Instructional design principles used in this thesis.

Principle Explanation
Learning-by-doing People learn better when they practice the skills they are

learning
Immediate feedback Providing immediate feedback during the knowledge acqui-

sition phase results in efficient learning
Conceptual-
procedural

Conceptual and procedural knowledge influence one another
in mutually supportive ways and build in an iterative process

Contiguity Presenting words and pictures contiguously (rather than in
isolation) enhances learning

Personalization Using a conversational style rather than formal style en-
hances learning

Story-based agent
environment

Using characters in a story enhances learning

Reflection Presenting opportunities for learners to reflect on the new
knowledge they have learned enhances learning

5. Personalization principle: This principle states that “using conversational style rather than
formal style enhances learning” [44, Chapter 8]. People make efforts to understand instruc-
tional material if it is presented in a way that makes them feel that they are in a conversation
rather than just passively receiving the information. To enhance learning, instructional ma-
terials should use words like “I,” “we,” “me,” “my,” “you,” and “your” [129, Chapter 8]. In
an experiment aimed at teaching arithmetical order-of-operation rules, students who received
conversational-style messages were more engaged and, as a result, learned more than students
in a control group [48]. Another experiment compared formal and conversational modes of
presentation in a computer-based lesson on lightning formation. Results showed that students
learned better when the information was presented in a conversational style [144].

6. Story-based agent environment principle: Agents are characters who help guide users through
the learning process. These characters can be represented visually or verbally, and can be
cartoon-like or real life characters. The story-based agent environment principle states that
“using agents in a story-based content enhances user learning [145].” People tend to put
more effort into understanding materials if an agent guides them through the learning pro-
cess. Learning is further enhanced if the materials are presented within the context of a
story [129, Chapter 8]. People learn from stories because stories organize events in a mean-
ingful framework and tend to stimulate the cognitive process of the reader [104, Chapter 11].
Herman, for example, is an agent in story-based computer-aided lessons that teach users how
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to design roots, stems, and leaves capable of surviving in eight different environments. Ex-
periments showed that students in the group which had Herman guiding them outperformed
the unguided group in terms of learning and correct decision making [145]. Many such agents
have been developed to help users learn better [121]. It has also been found that the pres-
ence of the agents influences learning, but their features (cartoon like or real life) have little
effect [203,206].

7. Reflection principle: Reflection is the process by which learners are made to stop and think
about what they are learning. Studies have shown that learning increases if educational sys-
tems include opportunities for learners to reflect on the new knowledge they have learned [46].

2.3.2 Measurements of learning

Research suggests that real world training should: (1) help a learner acquire new knowledge; (2)
enable the learner to perform learned skills in the long run; and (3) enable him/her to transfer
the learning to related and altered tasks [174]. These requirements can be used as a framework to
measure user learning. There are many ways these requirements can be measured; for the work
discussed in this thesis, we operationalize the measurements as follows:

1. Knowledge Acquisition (KA) is the ability of people to process and extract knowledge from
instructional materials. Users should be able to use the acquired knowledge to make a decision
in a given situation [19, 122]. This is usually evaluated by testing acquired skills just after
learning by asking learners to repeat or apply the knowledge they have gained.

2. Knowledge Retention (KR) is the ability to retain or recall the concepts and procedures given
by the content types when tested under the same or similar situations after a time period δ

from the time knowledge was acquired. Researchers have frequently debated the optimum δ

to measure retention. We will use the time difference dimension (δ) to measure KR. This has
been one of the most frequently used dimensions to measure KR [19, 166]. In this thesis, we
will measure retention where δ is anything more than one day. To test retention, researchers
have used different time periods ranging from 1 day to 20 days [19,27,126]. If testing is done
within one day of training, it is considered more of a test for knowledge acquisition than
knowledge retention. One way to move acquired knowledge from training to the long-term
memory of the user is by frequent testing [44]. There is a large body of literature on how to
quantify retention; researchers have also created retention functions to describe the behavior
of human memory [166].

3. Knowledge Transfer (KT) is generally the ability to apply learned concepts in a new situation.
However, the precise definition of transfer and the measurement of transfer is heavily debated
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in learning science literature [28,177,183]. Researchers have developed a taxonomy to classify
and identify different types of transfer stated in the literature [23,72]. Two types of transfer
discussed in the literature are immediate (near) transfer and delayed (far) transfer [69,
134]. Researchers have emphasized that transferability of learning is of prime importance in
training. For the purpose of this thesis, transfer is the ability to extend the learning in one
instance of a phishing attack to another instance after a time period δ. As with retention,
there is also considerable debate about the optimum δ to measure knowledge transfer.

These design principles and forms of measurements were applied in the design and evaluation of
PhishGuru.
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Chapter 3

Related Work

In this chapter, we discuss some work related to this thesis. In Section 3.1, we discuss various trust
models that have been developed to model users’ behavior. In Section 3.2, we discuss some general
aspects of security education; in Section 3.3, we discuss relevant warning science literature.

3.1 Trust and trust models

The literature on trust is vast, and the part of it that focuses on online trust is growing. Perhaps
because of the multitude of angles from which it can be studied, trust is a concept with many
dimensions [16, 17, 49, 127, 155] — a dynamic phenomenon [165], for which stable definitions and
boundaries are still hard to define [81, 163]. Mayer et al. define trust as the “the willingness of a
party to be vulnerable to the actions of another party based on the expectation that the other will
perform a particular action important to the trustor, irrespective of the ability to monitor or control
the other party” [127]. Corritore et al., in the context of online interactions, refer to trust as “an
attitude of confident expectation in an online situation of risk that one’s vulnerabilities will not be
exploited” [49]. Different fields of study tend to focus on different aspects of trust. In economics,
the focus is on agents’ reputations and their effect on transactions [33, 36, 76, 84, 148, 157, 161]. In
marketing, the focus is on strategies to enhance consumer persuasion and trust building [37,40,68,
189]. In psychology, trust is studied as an interpersonal and group phenomenon [170,178]. And in
HCI, the focus is on the relationship between system design and system usability [49,162,163].

In HCI literature, researchers commonly refer to two parties in a trust interaction: the trustee and
the trustor. A trustor is a trusting party — for example, an individual who buys something online.
A trustee is the party being trusted — for example, an online merchant [127]. A trustor enters
into an interaction with the trustee only if the trustor’s trust level in the trustee is more than
a threshold value [191]. This threshold value is contextual and subjective to each trustee. This
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research focuses on the way the trustee interprets and makes use of information coming from the
trustor.

Two other related concepts are often discussed in this literature: “trust” and “trustworthiness.”
Trust is a phenomenon demonstrated by a trustor who is placing his or her trust in a trustee,
whereas trustworthiness is the characteristic the trustee displays [49]. This thesis work focuses
mainly on trust and not trustworthiness: we are specifically interested in what causes people to
place and misplace trust and how to improve that process rather than convincing people to trust
more.

While uncertainty and risk generate trust issues, several other factors — called antecedents (of
trust) — can positively or negatively affect the trustor’s trust level. Table 3.1 shows some of the
trust models discussed in literature, highlighting the specific dependent variable studied in each
model as well as its antecedents. All of the models described in the table focus on online trust
decisions (with the exception of Mayer et al.’s model).

Mayer et al. show that the literature includes many definitions of trust; researchers from different
fields have been unable to come to a consensus concerning relevant definitions and boundaries.
Mayer et al. also distinguish between “taking risk” and “willingness to take risk,” with trust not
being “taking risk per se, but rather willingness to take risk.” They have established that trust in
an organization is not only a function of the perceived ability, benevolence, and integrity of the
trustee, but also the trustor’s propensity to trust [127]. Their research also shows that perceived
benevolence increases over time as the relationship between the trustor and trustee develops. Mayer
et al.’s antecedents have been used in many other models [14,25,163]. In particular, Gefen evaluated
Mayer et al.’s model using a survey instrument, finding that trust and trustworthiness should not
be regarded as a single construct [75].

Bhattacherjee, in a theoretical conceptualization of trust, proposes a scale to measure individual
trust in online firms. Similar to Mayer et al., his scale uses integrity, benevolence and ability as
the main antecedents of trust. However, he adds the antecedent of familiarity, which might have a
milder effect on trust than the other three [25].

Lee et al. [115] propose and evaluate 16 hypotheses about consumers’ trust in Internet shopping.
They evaluate the most common antecedents in the trust literature: ability, integrity, and benevo-
lence. Mcknight et al. create a trust typology using constructs collected from 65 articles and books.
They identify 16 categories of trust related characteristics, finding that benevolence and integrity
are the most prominent antecedents [133].

Jarvenpaa et al. show that customers’ willingness to buy from an internet store is based on both
their initial trust level and their perception of the store’s size, reputation, and potential risk. Ulti-
mately, perceived reputation has a stronger effect on willingness to buy than the perceived size of
the Internet store [97, 98]. Ruyter et al. show that trust in an e-service is dependent on the per-

24



Table 3.1: Trust Antecedents (arranged in chronological order); all models except for Mayer et al. [127] were
developed for Internet transactions.

Authors Measure variable Antecedent factors
Mayer et al. [127] trust in organizations integrity, benevolence, ability, trustor’s

propensity to trust
Jarvenpaa et
al. [97,98]

willingness to buy
online

perceived size, perceived reputation,
initial trust in the store, perceived risk

Lee et al. [114] trust on online stores comprehensive information, shared value,
communication

Mcknight et al. [132] e-commerce consumer
actions

disposition to trust, trust in technology
and the Internet (institution-based trust)

Tan et al. [191] trust for e-commerce
transactions

party trust and control trust

Ang et al. [14] likelihood of an online
purchase

ability to deliver, willingness to rectify,
personal privacy

Ruyter et al. [167] trust in e-service perceived risk, relative advantage,
organization reputation

Bhattacherjee et
al. [25]

trust in online firms integrity, benevolence, ability, familiarity
with trustee, willingness to transact

Corritore et al. [49] trust in a specific
transactional or
informational website

perceptual factors — credibility, ease of
use, risk

Chellappa et al. [40] trust in e-commerce
websites

disposition to trust, prior knowledge or
experience, information from others,
trustee’s reputation, trust in information
technologies

Chellappa et al. [39] trust in online store perceived privacy, perceived security,
reputation

Riegelsberger et
al. [163]

trust in technology
mediated interaction

temporal, social, institutional ability,
benevolence, motivation

ceived risk, relative advantage, and organization’s reputation [167]. Chellappa et al. investigate the
relationship between trust in an online store, perceived privacy, perceived security, and reputation,
showing that trust is positively related to perceived privacy and perceived security. In particular,
they find that the effect of perceived security on trust is greater than the effect of perceived privacy.
People typically associate online problems with security rather than privacy issues; there appears
to be a lack of knowledge about how to differentiate between the two [39].

Further research by Lee et al. shows that trust is dependent on the information that customers have
when making a purchase decision (comprehensive information), common beliefs about the policies
of the trustee (shared values), and timely sharing of meaningful information between buyers and
sellers (communication). Lee at al. also show that transaction costs are negatively correlated with
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trust, while customer loyalty is positively correlated with trust [114].

Tan et al. posit that trust problems can occur because of hidden information; this problem arises
before the parties agree to transact (ex ante). Alternatively, hidden action occurs when the problem
arises after the transaction has been completed (ex post). Tan et al. further show that the trustor’s
level of transaction trust is dependent on their trust in the other party (party trust), as well as their
trust in the control mechanism for successful performance of the transaction (control trust). When
applying their model, the authors consider activities such as electronic payment and cross-border
electronic trade [191].

Riegelsberger et al. showed that technology can transform the effect of trust-warranting properties.
They focus on three scenarios to justify their model: the transformation of trust through technology,
e-commerce, and voice-enabled gaming environments [163].

Ang et al. discuss the relationship between trust and privacy in ecommerce. They note that online
customers don’t like to wait to receive or see apparel or high-value products that they have bought,
but they accept delays in order to buy CDs and books. The authors suggest that this may be an
effect of the need to know that the purchase was not a mistake. Hence, their model shows that the
likelihood of an online purchase is dependent on the sellers’ ability to deliver, their willingness to
rectify problems, and the personal privacy they offer.

Apart from Ang et al. and Chellappa et al., very few models consider privacy an antecedent for
evaluating trust [14]. However, studies have shown that when online users have trust issues, their
privacy concerns also increase [24,196,197].

3.2 Security education

The International Organization for Standardization (ISO) and National Institute of Standards and
Technology (NIST) security standards, which many companies are contractually obligated to follow,
include security training as an important component of security compliance [88], [154]. These stan-
dards describe a three-level framework that includes awareness, training, and education. Security
awareness activities are intended for all employees of a company and often include videos, newslet-
ters, and posters. Training, however, is generally meant only for employees who are involved with
IT systems, and is mainly intended to provide basic computer security knowledge. This training
is delivered primarily through classroom lectures, e-learning materials, and workshops. Education
intended for IT security specialists is usually delivered via seminars or reading groups [153]. Even
though ISO differentiates between training and education, research literature in learning uses these
terms interchangeably. In this thesis, we also use the terms training and education synonymously.
This thesis offers new approaches to increasing security awareness and delivering effective education,
specifically on the topic of phishing.
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There are two schools of thought on user education for phishing and semantic attacks. The first
school believes that education will not work because “dumb users” cause most security prob-
lems [45]; the second contends that education will work because a “human firewall [the brain]” is
the greatest defense [86]. Here, we argue that technology alone cannot adequately solve the problem
of phishing and semantic attacks; instead, technology should be complemented by user education.

Some security experts have concluded that user education is not a solution for phishing and se-
curity attacks because “[education] doesn’t work,” “[education] puts the burden on the wrong
shoulders” [152] and “security user education is a myth” [80]. Since security is only a secondary
goal for users, some researchers believe that user education cannot be a solution [61].

Researchers have also formally tested whether user education helps users make better decisions [9,
89]. However, these studies fail to confirm that user education will not work. One study conducted
pre- and post- phishing IQ tests to evaluate the effectiveness of Federal Trade Commission (FTC)
phishing training material. Results showed an increase in the false positive (identifying legitimate
emails as phishing emails) among participants who read the training materials. Researchers at-
tributed this behavior to increased concern rather than increased knowledge of how to identify
phishing emails [9]. However, the training material used for this study does not provide any spe-
cific principles for identifying phishing emails or websites; it is designed for identity theft in general
and not specifically for phishing. Therefore, these training materials only raise general awareness
or concern for the phishing problem, rather than providing the knowledge needed to accurately
identify phishing emails.

Another study evaluated the extended validation feature in Internet Explorer (IE) 7 [89]. This
study measured the effects of extended validation certificates, which only appear on legitimate
websites, and the effect of reading a help file about security features in IE7. The results showed
that participants who did not know about extended validation did not notice the indicator. This
study also found that participants who read the training materials on general security classified
both legitimate and fake websites as legitimate when the warning did not appear. Based on these
findings, the researchers claimed that training did not help users make better decisions. However,
the training materials used in this study were designed to teach how extended validation works
and how the indicator mechanism is used in IE7. The training materials did not provide any
specific tips on how to identify phishing websites. Both of the above studies [9, 89] used training
materials which had a broader purpose, like teaching people about identity theft or general security.
Therefore, these results do not necessarily show that user training does not work in the context
of phishing. In general, most of the online training materials increase user suspicion rather than
providing specific training on how to identify phishing emails or websites. Hence, training materials
have to be developed specifically for phishing and semantic attacks, materials that will help users
make better online trust decisions.
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Some researchers argue that training can help users avoid falling for phishing and security at-
tacks [21,26,60,79,96,102], [51], [93]. Some researchers also believe that educating the end user is
one of the best lines of defense an organization can use to combat security attacks [86]. Organiza-
tions spend a considerable amount of money on security training for their employees [79]. Studies
have shown that “the majority of users are security conscious, as long as they perceive the need
for these [secure] behaviors [2].” Thus, user training is important in combating phishing and other
semantic attacks.

Little research has been done on how to design instructional materials to educate people about
phishing and semantic attacks. This thesis, however, focuses on the content and presentation of
training materials designed to educate users to avoid falling for phishing attacks. We argue that
automated detection systems should still be used as the first line of defense against phishing attacks;
however, since these systems are unlikely to perform flawlessly, they should be complemented by
education to help people better recognize fraudulent emails and websites. A better informed user
will be the best defense against phishing attacks.

In this thesis, we focus on the design and evaluation of email interventions in order to understand
what kinds of designs are most effective; that is, which designs teach people about phishing and
actually protect them in practice. This work aims to teach people what cues to seek in order to
make better decisions in more general cases. For example, rather than just teaching people to avoid
PayPal phishing attacks, we want people to learn how to identify phishing attacks in general.

3.3 Warning science

Warnings are used to inform people of an impending or possible hazard, problem, or other unpleas-
ant situation. The main purposes of warnings are: to communicate important safety information;
to influence or modify people’s behavior; to reduce or prevent health problems; and to serve as a
reminder. In designing a usable system, designers should try to eliminate the hazard through good
design. If they can’t, they should at least guard against the hazards. Only when these two strategies
don’t work should designers fall back on the option of developing good warnings. Warnings should
serve as a supplement for good design rather than a replacement [200]. Researchers have devel-
oped and evaluated guidelines for developing warnings. Among many other standards in designing
warnings, the American National Standards Institute has a standard ANSI Z535.2 specifically for
designing safety signs [8]. This standard recommends that warnings present the following infor-
mation: what the hazard is, instructions on how to avoid the hazard, and the consequences of not
avoiding the hazard. These recommendations have been supported by research [202]. Warnings
have been applied in different fields for traffic signals, aircraft control, railroads, poison bottles,
refrigerators, and cars. It is believed that well developed warnings can change human behavior.
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Similar to aircraft and railroads, software systems such as email clients and web browsers also
present warnings to protect users from hazards. Little research has been done on how to apply
formal methods or frameworks to designing the warnings presented in software systems. Warnings
used in software systems can be classified as passive or active indicators. Passive indicators are
warnings presented to users somewhere in the system to help them make a decision. For example,
web browsers and email clients alert users about phishing websites and spam emails, respectively.
Some toolbars provide labels using a color scheme like red, yellow, and green for respectively,
“bad,” “don’t know,” and “good” (or known) websites. Figure 3.1 shows one of the passive browser
indicators from phishing toolbars. Active indicator warnings, alternatively, stop users’ mid-task,
presenting them with information that helps them take action to avoid or mitigate the danger.
Figure 3.2 shows an active warning message from the Firefox 3 web browser.

Figure 3.1: Passive warning in Netcraft. Presents information like risk rating of the website, year of regis-
tration of the website, popularity of the website among toolbar users, and an image of a flag or a two letter
country code where the website is hosted.

Figure 3.2: Active warning in Firefox. Presents only three choices which users can use to avoid or mitigate
the danger.
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Wu et al. showed that active phishing warning indicators are more effective than passive warnings
displayed in the toolbars [204, 205]. They found that 25% of participants failed to notice the
warnings or indicators presented by the toolbars at all, and that a large percentage of participants
who noticed the toolbar indicators still presented information to the fake phishing websites. With
a similar goal of comparing active and passive warnings, Egelman et al. in a laboratory study asked
participants to buy a product on eBay and sent them a related eBay fake phishing email. Results
from this study showed that 79% of the participants heeded the active warnings and closed the
phishing websites, while only 13% of participants even saw the passive warnings. Based on these
results, Egelman et al. suggest that phishing warnings should interrupt users’ primary tasks, provide
clear choices for users, and prevent habituation by making the phishing warnings different from
other less serious warnings [58]. Researchers have also shown that using signal words in warnings
gets the readers’ attention and makes warnings more effective [85]. A few examples of signal words
are important, caution, unsafe, warning, danger, and critical. Learning science principles discussed
in Section 2.3.1 can also help make warnings more effective.

Since humans perform security-critical functions, like making a decision when a phishing warning
is presented to them, Cranor developed a framework for reasoning about the human in the loop
in any security systems [50]. This framework was based on Wogalter’s model for Communication-
Human Information Processing (C-HIP) [201]. Cranor’s framework helps to enumerate the activities
that systems expect humans to perform in a security-critical situation. This framework considers
the characteristics of the information that is presented to the humans, as well as the personal
characteristics and capabilities of the particular humans involved. This framework can be used to
investigate the reasons why a particular communication is effective or ineffective. Using Cranor’s
framework to evaluate the effectiveness of the type of warning in Figure 3.2, one can ask the
following questions: Is this the best type of warning message for this situation? What relevant
knowledge or experience do the users have? Are users capable of taking appropriate action? Do
users understand the warning message? Are users motivated to take appropriate action?

Masone applied Cranor’s framework to evaluate his email system, a system called Attribute-Based,
Usefully Secure Email (ABUSE). ABUSE is an email program designed to help users make informed
trust decisions about emails they receive. Using Cranor’s framework, Masone found that users’
graphical user interface effectively allowed them to understand the attributes they needed to possess
in order to make correct decisions while viewing emails [124].
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Chapter 4

Expert and Non-expert Decision

Making in Online Trust Scenarios

This chapter is joint work with Alessandro Acquisti, and Lorrie Cranor. An earlier
version of the content in this chapter was published at PST 2006 [107].

In this chapter, we will discuss both a trust model we developed and the results of a study we
conducted to evaluate that model. In Section 4.1, we highlight the relationships between asymmetric
information, trust, and expert modeling. In Section 4.2, we introduce the trust model and explain
how it can be used to understand, represent, and contrast expert and non-expert decision processes.
In Section 4.3, we describe the data collection protocol that we used during the interviews. In
Section 4.4, we present the demographics of participants and the results of the study. Finally, in
Section 4.5, we discuss some implications of the results.

4.1 Experimental approach: From signalling theory to expert mod-

eling

Phishing attacks exploit the gap between what the system actually does (the system model) and
what the user thinks the system is doing (the user model). This is a quintessential problem of
misplaced trust, which – borrowing a term from economics literature – can be represented as a
problem of asymmetric information [3, 190]. Asymmetric information refers to scenarios where
each party to a transaction has unequal access to information about that transaction. For instance,
the person who receives an email, ostensibly from her bank, has less information than the actual
sender of the email about whether the email is legitimate. Such unequal access to information may
disrupt transactions and cause consumer losses: consumers may refuse to follow the instructions
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in a legitimate email and incur costs from a false positive error; alternatively, they may respond
to a scam message meant for identity theft (a false negative error) and incur even more significant
costs.

The concept of a gulf between system models and user models echoes the signal theory of asymmetric
information. In this theory, one party to a transaction sends a signal to other parties in order to
alleviate inefficiencies created by the lack of reliable information. This signal contains information
that the sending party considers relevant to the transaction [186]. However, the receiving party
needs to evaluate whether the signal is an honest depiction of the underlying state of certain
variables. Phishers try to make their emails as legitimate-looking as possible, twisting the system
model to take advantage of the user model; sometimes they will even include warning messages
about phishing threats in their attacks. End-users need to make judgments based on the signals
available to them about the actual legitimacy of the email they have received.

A number of things can go wrong in this process, each leading to incorrect assessments and improper
assignments of trust. For instance, psychologists have shown that when people are under stress
(e.g., accessing emails while busy at work), they do not consider options when they make decisions;
they tend to make decisions that are not rational, or ones that fail to consider various alternative
solutions [101]. Psychologists have termed this the singular evaluation approach (see also [104]). In
his book Human Error, James Reason posits that people use patterns and context to make decisions
instead of looking at the analytical solution to the problem [159]. When making new decisions,
individuals are also primed by visible similarities and their previous experiences [193,194].

Indeed, researchers have investigated the similarities and differences between experts’ and non-
experts’ decision-making processes across numerous fields in order to improve non-experts’ skills
and abilities: from chess [38, 105] to physics [41], from privacy and security [34] to risk com-
munications [146]. Such research has shown that, in certain scenarios, experts developing their
game strategy rely on a small set of possible actions, within which they find a satisfactory course
of action [105]. Experts also tend to combine information from long-term memory with “chunks”
(smaller pieces of information) from short-term memory [77], using multiple models of a domain
to make a decision. Conversely, non-experts often categorize problems more simply than experts;
as a result, their mental representation of a domain tends to differ [182]. In particular, research
has shown that non-experts often choose the most obvious solution or least strenuous path, while
experts in the same scenario would usually consider multiple strategies [105]. Experts, however, do
not always solve a problem better than non-experts: Goldberg found that clinical judgments made
by experts were not significantly better than those made by non-experts [78].

The distinction between expert and non-expert computer users is likely to be useful in the context
of online trust [34,35]. In a related study of phishing, Downs et al. found that people who knew the
correct definition of phishing were less likely to fall for phishing emails. They also found that people

33



who correctly interpreted online images indicating site security were less likely to click on a phishing
link or give personal information to phishing websites [55]. In the rest of this chapter, we extend that
type of analysis. We combine the conceptual frameworks of asymmetric information and signalling
(from economics), with a mental model interview methodology (from the expert literature). The
former offers a lens through which we can analyze the dichotomy between system and user models,
investigating the points of highest vulnerability in the decision-making process of users involved
in phishing scenarios. The latter identifies how experts and non-experts handle decision making
by using available signals. Combining a signalling approach with the expert modeling approach,
we are able to understand opportunities and shortcomings in the trust-sensitive decision-making
processes of Internet users.

4.2 A simple trust model informed by signalling theory

In this section, we represent trust decision problems as stylized combinations of ideal components
and relationships, as shown in Figure 4.1.

States of the world are the true realizations of the variables that affect both a user’s well-being,
and secondarily, their decision-making process. Example states of the world are whether a certain
email was actually sent by a colleague or by a spammer, or whether the Citibank page a user
just accessed is a legitimate page residing on the bank’s servers or a fraudulent site residing on a
malicious third-party host.

Signals are pieces of information available to a user about the states of the world. They are,
in other words, noisy functions that underlie the states of the world and may be more or less
informative. Examples include the “from” field in an email, or the URL address at the top of a
browser. Most of the literature on trust addresses signals – for example, credibility, ease of use [49],
and benevolence [163].

Actions are the set of things a user may do in a certain scenario. For example, a user who receives
an email that (ostensibly) appears to be from a colleague but contains a suspicious attachment may
open it, delete it, scan it with anti-virus software, or ignore it.

Decisions refer to both the adoption of a specific set of actions and the strategy that governs
that adoption. The decision-making strategy may be determined by personal heuristics or rational
deliberation, and may be informed by the evidence available to a user about the states of the
world and the consequences of her actions. Through her decisions, the user attempts to attain
some objective measure of well-being. For example, a user may decide to delete an email when the
sender is unknown.

Attackers (e.g., spammers or phishers) are entities that deliberately influence signals and states of
the world — and therefore a user’s decisions — to their own advantage.
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Figure 4.1: Generic trust model showing the model elements.

In other words, users make decisions among alternative actions, in order to satisfy certain personal
well-being objectives. Such decisions are informed by noisy signals about the true underlying states
of the world. External attackers can affect these world states, signals, decisions, and, ultimately,
a user’s well-being. We define online trust problems as those that arise when dichotomies between
signals and underlying states affect the user’s decisions.

Figure 4.1 focuses on a stylized relationship between states of the world, signals, and actions taken
by the subjects. The various layers are used to represent actual states of the world and signals
available to the consumer (the areas depicted in Figure 4.1 should be interpreted as distinct,
overlapping layers rather than sets of a Venn diagram). The layer on the right represents the
information available to and used by the consumer in her decision process – regardless of whether
the signal is an accurate depiction of the underlying state of a corresponding variable, and regardless
of whether or not the individual interprets the signal correctly. The left layer represents states that
may affect the user’s decision process.

The signals which lie at the overlap of the states of the world set and the signals set can be considered
meaningful signals. For instance, an individual may use an email’s subject and sender information
as signals to decide whether to open or delete it; those signals are possibly quite informative about
the identity of the true sender of the email, and therefore relate to states of the world that may be
relevant to the user and ultimately affect her well-being.

However, certain pieces of information may affect a user’s decision making process without being
truly representative of the underlying states. As shown in Figure 4.1, these are called misleading
signals. For instance, a user working to determine whether an email is legitimate may rely on an
uninformative or misleading signal — e.g., the fact that the email is signed by a known, trustworthy
bank.
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Figure 4.2: Left: In the expert model, it is hypothesized that meaningful signals are proportionally greater
in number than misleading or missed signals. Right: In the non-expert model, it is hypothesized that
misleading and missed signals are proportionally greater in number than meaningful signals.

In Figure 4.1, signals relating to underlying states of the world that may affect a user’s well-being
but are ignored or not considered are termed missed signals. For instance, a user may not be aware
that envelope information in an email may show the route taken by that email and therefore reveal
its actual sender.

One of the goals of this research is to populate the stylized model represented by Figure 4.1 with
the signals actually used by experts and non-experts; this would serve to contrast the relative
prominence of the various layers for different types of users. For instance, a number of signals
meaningful to an expert may be completely missed by a non-expert, while a signal that a non-
expert may consider meaningful could, in fact, be considered misleading by an expert. In other
words, experts and non-experts may differ in their ability to detect and interpret signals and
ultimately assess their association with the underlying states of the world. The experts’ version of
the representation in Figure 4.1 might look like the left side of Figure 4.2, in which one can detect
a significant overlap between states and signals (experts make significant use of meaningful signals,
with fewer missed or misleading signals than non-experts). The non-experts’ version, however, may
look like the right side of Figure 4.2, where we hypothesize a narrower overlap between states and
signals. This, in turn, creates a small space for meaningful signals and a large space for missed
and misleading signals. In comparison to the experts’ model, the area which indicates missed and
misleading signals is much larger.

4.3 Methodology

In the previous section, we introduced a stylized model of online trust decision making processes
that was informed by signaling theory. The model is not meant to be predictive in the positive
sense of the term: its utility lies in providing a framework to represent the different ways in which
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experts and non-experts make use of (or ignore) information available to them. In this section
and the following one, we present the methodology and results of an application of this model to
a phishing scenario, in which a user receives an email from what looks like a legitimate sender
[signal ]. The email may have actually been sent by a scammer [attacker ], with the linked site the
user visits turning out to be a phishing site [state of the world ]. Users can choose whether or not
to follow the email instructions [actions], proceeding based on personal heuristics, knowledge, and
the expected consequences of their choices [decision].

In the rest of this section we highlight how we used interviews with experts and non-experts to
understand their decision processes and what they knew about signals, actions, and attackers in
an online scenario. We adopted a mental model interview approach [146] and populated the model
with the qualitative data extracted from the interviews.

4.3.1 Screening and recruitment

We recruited interview participants by posting flyers in various locations around the city of Pitts-
burgh, sending messages to online mailing lists, and posting classified ads on Craigslist.org. These
solicitations invited participants to apply for an interview study at Carnegie Mellon under the
following qualification criteria: participants had to have an email account, be able to travel to
Carnegie Mellon’s campus, and be at least 18 years old. We invited the initial respondents to
answer an online screening survey which contained three screening questions asking: 1) whether
the participant had ever changed preferences or settings in their web browser; 2) whether the par-
ticipant had ever created a web page; and 3) whether the participant had ever helped someone fix a
computer problem. We classified as “non-experts” those who answered “no” to all three questions
(the same approach and questions had been successfully used in other studies [54]).

Individuals doing research in the area of security and privacy at Carnegie Mellon University and the
University of Pittsburgh were recruited as “experts.” We recruited 14 non-experts and 11 experts
for hour-long face-to-face interviews.

4.3.2 Interview Protocol

The interviews focused on three elements of the trust model presented above: the signals that the
participants do or do not rely upon in their online decision making processes; the actions they
consider taking; and their knowledge and awareness of attackers who may try to deceive users.

The interviews were conducted one-on-one in a closed laboratory, voice recorded, and transcribed
for later analysis. The participants were told the following about the goals of the study:

“The purpose of the study is to learn how people make decisions about what to trust
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and what not to trust. There are no right or wrong answers. We plan to use the
information from the interview to assist in the development of tools, such as new e-mail
client applications. If at any time you wish to terminate your participation or skip
questions in this study, you have the right to do so without penalty. However, every
response is important and we highly value your contribution towards the discussion.”

After a few preliminary questions about the participant’s usage of computers, operating systems,
email clients, and web browsers, we began a series of questions related to the concept of “trust.”
The first question asked what applications (if any) the participant used to decide whether the
organization they were interacting with on the Internet was trustworthy; later questions focused
on what “trusting an email” or “trusting a website” meant for the participant. Specifically, we
asked: “Could you please tell me what it means to you to ‘trust’ an email?” We found that both
experts and non-experts were aware of potential trust issues online; experts were aware of specific
issues, but non-experts were only aware that trust issues exist. A typical response from an expert
was: “trust an email basically means that you trust where it comes from, as well as the integrity
of the email, that it is what it says it’s from.” A typical response from a non-expert was: “it’s
just to make sure that it’s not spam or that it contains any viruses or anything that will harm my
computer.” We found similar differences among experts and non-experts for the question “Could
you please tell me what it means to you to ‘trust’ a website?”

After discussing the concept of “trust” with the subjects, we asked questions about trust-related
imaginary scenarios. Specifically, we asked the participants to imagine facing seven different online
scenarios. The scenarios are listed in Table 4.1. Four scenarios relate to emails and three relate
to websites (the main vector for phishing attacks are emails; however, a successful phishing attack
does not stop with the victim opening and reading the message, but goes on to require her to
access a website and provide personal information). Three scenarios focus explicitly on phishing;
four scenarios are indirectly related to phishing, but focus on online trust decisions.

For each scenario, we asked experts and non-experts to discuss what kind of things they would
look for in order to decide whether or not to “trust” [the email, the website, etc] (we inquired
about the “signals” the user would and would not rely upon, although we did not use that term
during the interviews); what kind of things they would do if they actually faced such a scenario
(the “actions”); and whether they believed that a third party might manipulate some of the aspects
described in the scenario in order to influence the participant’s decisions (the “attackers”).

Specifically, to collect information about the signals that participants knowingly use in their
decision-making process, we asked “What are the possible things that you might look for [in the
scenario] to help you make your decision?” We then collected information about the perceived help-
fulness of signals by asking “On a scale of 1–7, how much information does [the signal mentioned]
give you to help make your decision about [the scenario], where 1 is not at all useful and 7 is very
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Table 4.1: Scenarios described to the participants, presented in the same order they were discussed with
participants.

Scenario Description of the scenario provided to participants
General email “Assume that you receive a new email message in your inbox...”
Email with account “Assume that you receive an email from a bank that you have

an account with, asking you to update your personal information
using a link provided in the email, or else your account will be
terminated...”

Email with no account “Assume that you have an email from a bank that you do not
have an account with, asking you to update your personal infor-
mation using a link provided in the email or your account will be
terminated...”

Email with attachment “Assume that you get an email that has either a .zip file or an .exe
file as an attachment....”

Auto download “Assume that you are working on some personal stuff on the inter-
net (e.g. looking up certain medical / financial information) and
the website you are accessing prompts you to download software
from another website to view the contents...”

Deliberate download “Assume that you decided to download a software from a website,
for example, a music player [could be any other software also]...”

Buying a book online “Assume that you want to buy a book from a website for your
personal use using your personal credit card...”

useful?” In order to understand the confidence level a user had in each signal in a given scenario,
we asked “On a scale of 1–7, how confident are you that [the signal mentioned] will help you make
a good decision about [the scenario], where 1 is not at all confident and 7 is very confident?” If the
participant did not remember all the signals she had mentioned, we reminded them. These scores
helped us determine which signals the subjects perceived as meaningful to their decision process.

To collect information about the different actions that the participants take, and the likelihood
that they would perform such actions when facing the various scenarios, we first enquired “What
are all the different things that you could do in this situation?” and then followed up that question
by asking: “On a scale of 1–7, how likely do you think it is that each of the possible things
mentioned above can happen [that you would do], where 1 is not at all likely and 7 is most likely?”
If participants did not remember all the actions they had mentioned, we reminded them.

In order to understand experts’ and non-experts’ knowledge of the potential influence of external
parties on their decision making process, we asked “Is there any third person who might change the
things that you look for while making your decision? If so, who are they?” If the participants were
not sure about the meaning of the question, we mentioned “these people can change your decision,
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e.g. somebody who can [do something relevant to the scenario].”

Because this study was based on hypothetical scenarios rather than monitoring actual behavior,
we were comfortable with the fact that both experts and non-experts may have discussed items
that they would not be likely to use in real life. This analysis focused on experts and non-experts’
awareness of and reliance on information in online trust scenarios. In related studies [109], we
complement this mental models approach by analyzing behavior in controlled experiments.

4.3.3 Content coding and analysis

Interviews were transcribed verbatim, with responses coded for each of the model element questions.
Each signal a participant mentioned was assigned a unique code, while the associated 7-point rating
(usefulness of a signal or likelihood of a certain action) was coded with the signal. Similarly, we
coded the actions mentioned by participants with their associated 7-point ratings (likelihood that
participants mentioned they would engage in the action). We also coded attacker information along
with information provided by the participants for all other questions.

Analyses were performed using R 2.7.0 and Microsoft Excel for Macintosh. We performed analyses
on (1) dichotomous variables (e.g. whether participant mentioned a signal or not) and (2) categor-
ical variables (e.g. the 7-point rating the participants provided for each signal). We also marked
some of the most interesting responses in order to quote them in the following discussion.

4.4 Demographics and results

In this section, we present the analysis of the results. Specifically, after summarizing the demo-
graphics of the participants in Section 4.4.1, we discuss what the interviews taught us about how
participants do or do not use signals in Section 4.4.2. Using the data we collected, we show that
experts and non-experts use significantly different types of signals to make their decisions. In
Section 4.4.3, we present the actions discussed by interview participants. Results suggest that sub-
jects’ skill levels (expert or non-expert) affect which action they claim they would perform first;
however, there is no strong relationship between the level of expertise and the overall set of actions
mentioned by experts and non-experts. In Section 4.4.4, we discuss how experts and non-experts
perceive online attackers. Notwithstanding media attention to these problems, results show that
non-experts remain largely unaware of the ease with which a third party can spoof emails and
websites.
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4.4.1 Demographics

Participants reported computer experience ranging from less than two years to more than 16 years
and Internet usage ranging from 6–15 hours per week to more than 51 hours per week. Expert
participants had more years of computer and Internet usage than non-expert participants: while
45% of the expert participants had 11–15 years of computer experience, only 14% of the non-experts
fell in this category. Also, 55% of the experts reported using the Internet in the range of 31–50
hours per week, while only 7% of the non-experts fell in this category. The average number of emails
that the experts received per day (137) was significantly greater than the number received by non-
experts (28). In addition, 91% of the participants in the experts group were graduate students,
while only 57% were graduates in the non-experts group. Other statistics about the sample group
are provided in Table 7.7. The expert interviews ranged in length from 54 minutes to 100 minutes
(mean = 70.1, SD = 12.7), while the non-expert interviews ranged in length from 32 minutes to 60
minutes (mean = 46.7, SD = 8.9).

Table 4.2: Characteristics of participants.

Experts Non-experts
Characteristics N = 11 N = 14
Gender

Male 100% 36%
Female 0% 64%
Operating System

Windows 73% 100%
Linux 18% 0%
Mac OS 9% 0%
Browser

IE 55% 93%
Firefox 36% 7%
Safari 9% 0%
Email client/service

Microsoft Outlook 46% 7%
Yahoo 0% 29%
Others 56% 64%
Occupation

Students 91% 57%
Others 9% 43%
Avg. emails per day 137 28
Avg. age 26 32
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All non-experts used Microsoft Windows, while 73% of experts used Windows, 18% used Linux,
and 9% used Mac OS. Forty-six percent of the experts used Outlook as their email client, while only
7% of the non-experts used Outlook. Other email clients used by experts included Gmail, Hotmail,
Evolution, Thunderbird, and Mail.app. Other email clients used by non-experts included Gmail,
Hotmail, Mulberry, and AOL. When we asked participants whether there were any applications
that they used to help decide whether the emails they receive were trustworthy, 36% of the experts
mentioned Pretty Good Privacy (PGP) encryption tools, while none of the non-experts mentioned
any tools.

4.4.2 Signals

Signals refer to the information that participants claimed they would use when making decisions
in the scenarios we presented. We asked the interview participants questions such as “What are
the possible things that you might look for [in an email] to help you make your decision?” for all
the scenarios that were related to email. We recorded the number of signals mentioned in each
scenario and by each participant. During the interview, the discussion about signals was linked to
the discussion about the various actions the subject could take when facing a given scenario – such
as opening the email, reading it, forwarding or deleting it, and so forth (see Section 4.4.3 below).

We found significant differences between experts and non-experts in terms of the type and number
of signals mentioned. Column 2 of Table 4.3 shows the average number of signals that experts
mentioned for each scenario, while column 3 presents the average number of signals in each scenario
mentioned by non-experts. A two-sample t-test between the number of signals mentioned by experts
and non-experts across scenarios revealed the difference to be significant (t = 3.3, p-value < 0.05).
To further investigate the similarities and differences, we analyzed the signals that were mentioned
by one group but not the other. Column 4 shows the percentage of signals mentioned exclusively by
experts (and not mentioned by non-experts), while column 5 shows signals mentioned exclusively by
non-experts (and not mentioned by experts). For instance, non-experts in the “email with account”
scenario mentioned fewer signals than experts. Thirty-one percent of the signals mentioned by non-
experts were not considered by experts. Conversely, 38% of the signals used by experts were not
mentioned by non-experts. In general, Table 4.3 shows that there are often significant differences
in terms of the set of signals cited by experts and non-experts within each scenario.

We also found that most of the experts tended to mention similar signals, while non-experts tended
to have a larger dispersion in the signals they mentioned. In general, we found that non-experts
tended to use the structural details of an email (e.g., signature blocks such as “warm regards,”
security locks in the web browser, and so forth) rather than abstract principles (e.g., whether the
subject is expecting an email of that type, the presence of HTTPS in the links, and so forth) to make
their decision. Similar behavior was found by Chi et al. among experts and non-experts solving
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Table 4.3: Average number of signals mentioned by experts and non-experts in each scenario; the values
presented in the brackets are standard deviations.

Scenario Average
number
of signals
men-
tioned by
experts

Average
number of
signals
mentioned
by
non-experts

Percentage of
signals mentioned
by experts and
not mentioned by
non-experts

Percentage of
signals mentioned
by non-experts
and not
mentioned by
experts

General email 4.5 (0.8) 2.2 (1.1) 38 31
Email with
account

6.0 (1.0) 2.9 (1.5) 18 18

Email with
no account

3 (0.0) 5.2 (1.6) 0 70

Email with
an
attachment

2.3 (1.3) 1.1 (0.9) 29 50

Auto
download
from website

2.6 (1.4) 2.1 (0.9) 50 37

Deliberate
download
from website

3.1 (0.9) 3.7 (1.2) 47 41

Buying a
book online

3.1 (1.1) 2.2 (1.4) 46 31

physics problems [41]. The complete list of signals mentioned by participants for all scenarios is
presented in Table 4.4.

To further understand the dispersion of signals among experts and non-experts, we calculated
the correlation coefficient for each expert who mentioned a signal among all other experts who
mentioned that same signal; we then calculated the mean of the coefficients across all experts. We
calculated the same metrics for non-experts. We found very high correlation among experts and low
correlation among non-experts across all scenarios. For instance, the mean correlation coefficient
in the email with account scenario is 0.84 for experts and 0.32 for non-experts. In the email with
no-account scenario, the mean correlation coefficient for experts was 1 and non-experts was 0.18.
This shows that experts tend to mention the same signals, while non-experts are more dispersed in
their consideration of useful signals for trust decisions. We found similar differences in the mean
correlation coefficients across all other scenarios.
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Table 4.4: Signals mentioned by the participants.

Scenario Signals mentioned by the participants
General
email

Date and time in the email; sender information; was sent to me or many
people; what action to perform; size of the email; grammar or language in the
email; subject information; content in the email; URL in the email; last email
server; PGP signature; am I expecting the email; email header information

Email with
account

Physical location of the bank; signature block in the body of the email; whether
I am expecting the email; URL in the email; content of the email; email
asking PII; subject information; grammatical error; last email server; sender
information; header information

Email with
no account

Physical location of the bank; signature block in the body of the email; whether
I am expecting the email; URL in the email; content of the email; email asking
PII; subject information; grammatical error; date and time of the email; sender
information

Email with
attachment

Date and time in the email; size of the email; size of the attachment; name of
the attachment; file type of the attachment; was sent to me or many people;
subject information; content of the email; sender information; what action to
perform; language in the email; am I expecting the email; PGP signature;
email header information

Auto
download

Design of the website; trust logo on the website; time to download; size of
the download; type of the download; have I heard of the download software;
reputation of the website; domain name of the website; have I visited before;
website using ssl

Deliberate
download

Design and usability of the website; professionalism of the content in the web-
site; URL of the website; privacy statement; time to download; size of the
download; referral URL; security lock; views of friends; views of user groups;
heard of the website; domain name of the website; have I visited before; reputa-
tion of the website; website using ssl; how long the website has been registered;
how much do I need the software

Buying a
book online

Design and usability of the website; size of the organization; privacy statement;
security lock; heard of the website; price of the book; reputation of the website;
website using ssl; website using https; domain name of the website; have I
visited before; broken images; information from toolbars
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Meaningful, misleading, or missed signals

In Section 4.2, we classified signals used in a decision-making process as meaningful, misleading, or
missed.

Looking at Figure 4.3, one can evaluate how experts and non-experts differ in their usage of
meaningful or misleading signals, as well as how they differ in the amount of meaningful signals
they miss during their decision process. The figure compares the experts’ mean usefulness ratings
of the signals to the non-experts’ mean usefulness ratings of the signals, both of which fall along
a likert 1 to 7 scale. If a signal was not mentioned at all by experts or non-experts, it would
appear on the 0 point with the x and y axes. The left part of the figure focuses on the email with
account scenario, while the right part focuses on the email without account scenario (the patterns
we detected in the figures associated with these two scenarios are similar to those associated with
the other scenarios).

We observed three possible clusters of signals: those where the experts’ and non-experts’ opinions
about the usefulness of the signals are highly correlated (signals around the 45 degree line); those
where experts find signals useful but the non-experts do not, or simply ignore them (signals on the
x axis or closer to the x axis); and those where non-experts find signals useful but the experts do not
(signals on the y axis or closer to the y axis). Taking the experts’ opinions on the utility of various
signals as valid (their validity is further scrutinized below), the first category consists of what we
defined in the previous sections as meaningful signals; these are depicted in Figure 4.3 as round
symbols. The second category consists of what we defined as missed signals, which are depicted
with square symbols; the third category consists of what we defined as misleading signals, and are
depicted with triangle symbols. This representation can be considered a data-driven version of
Figure 4.1 and is further analyzed in the following paragraphs.

Meaningful signals. Above, we defined “meaningful signals” as signals that enter a user’s decision
process and are associated with states that actually affect her well-being. Figure 4.3 focuses on two
representative scenarios: “receiving an email from a bank the subject has an account with,” and
“receiving an email from a bank the subject has no account with.” We observed that some signals
mentioned by experts were also mentioned by the non-experts; these signals, shown around the
45 degree line in the Figure 4.3, could be considered meaningful signals. In particular, there is a
clear difference between expert and non-expert responses in the “email with no account” scenario,
where there is no signal close to the 45 degree line; this demonstrates that non-experts used only
one meaningful signal (content of the email) in this scenario.

During the interviews, we found that non-experts considered a limited number of meaningful signals.
For example, in the “email with no account” scenario, experts mentioned only a few signals: sender
information in the email (mentioned by 100% of the experts), content of the email (mentioned by
100% of the experts) and information available in the subject line of the email (mentioned by 100%
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Figure 4.3: Usefulness of experts versus usefulness of non-experts. Left graph presents the email with account
scenario while the right graph presents the email with no account scenario. Experts and non-experts rated
the signals on a 1-7 likert scale. Circles are signals meaningful to both experts and non-experts, squares are
signals missed by non-experts, and triangles are signals mis-leading to non-experts. Signals on the x axis
and the y axis are completely mis-leading or missed signals; signals that are closer to the x or y axis are also
considered mis-leading or missed signals. This shows that experts and non-experts disagree heavily on the
usefulness of the signals.

of the experts); non-experts used the same signals only 21%, 50%, and 14% of the time.

Non-experts may not mention many meaningful signals because they lack knowledge about com-
puter systems and security, including security indicators [53]. For instance, two meaningful signals
that experts mentioned but non-experts did not mention in the “email with account” scenario were
the last email server that the email came through and grammatical errors or gibberish language in
the email. Instead, a typical response from a non-expert regarding the signals used while making
a decision about how to deal with an incoming email was:

“. . . who it is coming from. If we recognize the email address, will open it and if it is
something I am expecting will open it.”

A typical response from an expert was:

“. . . I look for the person from whom it is coming, subject information, length or size of
the email, whether there is an attachment and sometimes route and header information.”

On the other hand, experts focus on more sophisticated signals when choosing their course of action.
One of the experts mentioned:

“. . . important emails have tags on them. They [mails] are expected to have a tag on
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the email address or it just goes out. [Email server] allows a username + and a tag @
the host and whatever comes after the plus sign is ignored by the mailer so it passes as
a tag . . . [which can be used to] sort emails that way.”

Misleading signals. Certain pieces of information may affect a user’s decision making process even
though they do not really relate to the underlying state of variables. We called tehse “misleading
signals.” In certain cases, the signal itself may be potentially useful, but is used in a misleading way
by non-expert users. For example, the following signals have been used by non-experts to make
their decisions: “professionalism of the content in the website” and “reputation and brand of the
website.” Non-experts are not aware that these kinds of signals can be easily spoofed. In Figure 4.3,
for the “email with account” scenario, some of the signals lie in the top left of the quadrant, close
to the y axis; these are signals which experts thought were not useful (or did not mention at all),
but which non-experts considered highly useful. Such signals are considered “misleading signals”
within the framework we have proposed.

We found that most of the signals non-experts mentioned were misleading signals in the “email
with account” scenario: they were often classified as the least useful signals by the experts if not
disregarded altogether. In the “email without account” scenario, all of the signals that experts
rated low are rated high by the non-experts. For instance, non-experts mentioned the physical
location of the bank that sent the email and the email signature block (e.g. “Warm regards”),
while experts did not. These findings are duplicated for most of the signals mentioned by non-
experts and experts across other scenarios: in the “buying” scenario, non-experts mentioned the
security lock on the website and the usability of the website, while experts did not. In the “auto
download from website” scenario, one misleading signal was the time it takes to download the
software.

Missed signals. In this model, useful data ignored by users are defined as “missed signals.” During
the interviews, we observed that none of the following signals in the email scenarios were mentioned
by non-experts: length or size of the email, last email server, and PGP signature. However, most
of these signals were frequently mentioned by experts. In addition, the following signals were not
mentioned by non-experts in the website scenarios: HTTPS, broken images, information presented
in the status bar, Secure Sockets Layer (SSL), “whois” information for the website, and phishing
toolbars. These missed signals appear as squares along the horizontal axis for both scenarios in
Figure 4.3. Non-experts typically made decisions in the “email with account” scenario based solely
on the sender’s email address, and were often unaware of many other signals which could have been
more useful than the ones they used. We also observed that they were not aware that most of the
signals they mentioned can be spoofed.

In fact, across various scenarios, we often found that most signals experts considered highly useful
were considered not very useful by non-experts, and vice versa: the signals that experts rate low
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are rated high by the non-experts. Results therefore suggest that there is a large difference between
experts and non-experts in the average number and types of signals used to make decisions. In
general, we found that non-experts tended to focus more on the structural details of an email rather
than on abstract principles when making decisions. These results also suggest that the number of
meaningful signals that non-experts consider is limited, that they use far more misleading signals
than experts, and that they miss some of the signals frequently mentioned by experts.

Above, we have implicitly assumed that the experts’ opinions on the utility of various signals is the
correct view, and have measured them against the non-experts’ opinions. To validate the actual
usefulness of different signals and vet this reliance on experts’ opinions, we asked a separate group
of five security researchers conducting phishing research at Carnegie Mellon University to rank
the signals that experts and non-experts had mentioned during the interviews according to their
usefulness in helping users make more accurate decisions. Usefulness was measured on a likert scale
from 1 to 7 (where 1 represents “not at all useful” and 7 represents “most useful”). This analysis
was performed after we had finished collecting the data from the experts and non-experts. We will
refer to these researchers as “super experts” to differentiate them from the other groups. Super
experts tended to largely agree with each other on the ratings of the usefulness of the signals.
The mean correlation coefficient for the usefulness of the signals among super experts was 0.72 (the
coefficient was calculated using the usefulness likert value that super experts mentioned). Using the
data we collected from super experts, we performed a linear regression analysis, using (separately)
experts’ and non-experts’ usefulness ratings as the dependent variable in regressions over the super
experts’ ratings as the independent variable. Table 4.5 shows that if super experts gave a high
usefulness rating to a signal, non-experts gave it a low rating (negative and significant coefficient),
while super experts and experts agreed on the usefulness of the signals (positive and significant
coefficient).

Table 4.5: Regression analysis for the signal usefulness ratings given by experts and non-experts compared
to those given by super experts. The results show that experts and super experts agree on ratings, while
non-experts disagree. ∗∗ indicates significance at the 1% level; ∗ indicates significance at the 5% level.

With account Without account
Expert Non-expert Expert Non-expert

Intercept 2.67∗∗ 5.4∗∗ 1.78∗∗ 8.3∗

(0.96) (3.9) (0.15) (2.95)
Signal use-
fulness

1.1 -0.65 1.1 -0.24

R2 0.95 0.62 0.99 0.37
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4.4.3 Actions

Actions are the set of activities that a user may perform in a certain scenario. To collect data
regarding actions, we asked the question: “What are all the different things that you could do in
this situation?” Klein et al. show that experts usually select the best option as their first option when
making a decision, and thereby avoid the need to perform extensive generation and evaluation [105].
We found similar results in the data. For example, in the “email with no account” scenario, all
of the experts mentioned deleting the email as the first action, while only 15% of the non-experts
mentioned deleting the email as the first option.1 Similarly, in the “email with attachment” scenario,
we found that 73% of the experts mentioned deleting the email as one of their first actions versus
29% among non-experts (Table 4.6). The complete list of all actions mentioned by participants is
presented in Table 4.7.

Column 2 of Table 4.6 presents the average number of actions mentioned by experts, while column
3 presents the average number of actions mentioned by non-experts. Columns 4 and 5 present
the percentage of actions mentioned by experts and not by non-experts, and actions mentioned
by non-experts and not by experts, respectively. The average and percentage discussed here were
calculated in the same manner as in Section 4.4.2, but using the data from questions related to
actions. Performing a two sample t-test on the average number of signals mentioned by experts and
non-experts, we found no statistically significant difference (t = 0.65, p-value = 0.52). However,
within each scenario, the mean correlation coefficient across the actions mentioned by experts
tended to be high, whereas the correlation coefficient across the actions mentioned by non-experts
tended to be very low (for instance, for the “email with account” scenario, the correlation coefficient
among experts was 0.9, but only 0.12 among non-experts). This result confirms that experts tend
to agree on the set of actions to consider in trust sensitive situations, but non-experts’ set of actions
are more dispersed. Furthermore, we again found a significant number of actions mentioned by
experts but not by non-experts and vice versa, indicating that non-experts may be engaging in
actions that are not necessarily appropriate. More broadly, while higher skill levels are very useful
in selecting the first action (for example, in the “email with no account” scenario, experts chose
“delete email” as the first option), there is no strong relationship between skill level and the rest
of the actions that experts and non-experts take. These results are in line with findings in the
literature on experts (see, for instance, [105]).

1By ‘first’ action we refer to the action that a participant mentioned first, after the question regarding the action
was asked. As noted above, there is no guarantee that what participants claimed they would do in a given scenario
would match what they would actually do in the real scenario. Analysis is based on a mental model methodology,
focusing on experts and non-experts’ awareness and reliance of the existence and value of information in online trust
scenarios. In related studies [109], we focused on the analysis of behavior in controlled experiments.
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Table 4.6: Average number of actions mentioned in each scenario; values presented in the brackets are
standard deviations. There is no significant difference between experts and non-experts in the average
number of actions they mentioned.

scenario Average
number
of actions
men-
tioned by
experts

Average
number of
actions
mentioned
by
non-experts

Percentage of
actions
mentioned by
experts and
not mentioned
by non-experts

Percentage of
actions mentioned
by non-experts and
not mentioned by
experts

General email 2.2 (0.8) 2.2 (0.8) 9 36
Email with
account

1.8 (0.8) 1.6 (0.6) 22 33

Email with
no account

1.4 (0.8) 1.7 (0.7) 14 57

Email with
an
attachment

2 (0.4) 1.7 (0.7) 13 0

Auto
download
from website

2 (0.4) 1.6 (0.9) 33 17

Deliberate
download
from website

1.6 (0.5) 1.6 (0.7) 50 17

Buying a
book online

1.9 (0.7) 1.7 (0.6) 17 17

4.4.4 Attackers

In order to understand the knowledge of experts and non-experts about the possible influence of
third parties on what signals are visible to them, we asked “Is there any third person who might
change these things that you look for while making your decision? If so, who are they?” A common
response from the non-experts was “I don’t think so.” Only around 50% of the non-experts thought
that a third party could influence the signals they used in their decision process in any of the
seven scenarios (across all scenarios, non-experts only mentioned attackers about half of the time).
All experts in the study mentioned that criminals could intercept and manipulate anything. One
common expert response was, “Spammers, phishers, virus writers.”
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Table 4.7: Actions mentioned by the participants.

Scenario Actions mentioned by the participants
General
email

Open the email; read the email; reply to the email; delete the email; ignore the
email; mark it as spam; download the attachment; open the email in preview
pane; print the email; move it to a folder; do the action mentioned in the email

Email with
account

Read the email; open the email; do not click on the link in the email; delete
the email; call or go to the bank; ignore the email; print the email; click on
the link in the email

Email with
no account

Open the email; ignore the email; read the email; reply to the email; delete
the email; mark it as spam; click on the link in the email

Email with
attachment

Download the attachment; do not download the attachment; delete the email;
open the email; reply to the email; read the email; ignore the email; mark the
email as spam; download the attachment and run virus scanner

Auto
download

Download the software; will not download the software; use a different chan-
nel to communicate with the website; close the window; will search to find
more information about the download; come back to website later; check from
another website

Deliberate
download

Download the software from reputed website; will not download it from a
non-reputed site; open a new browser and type the URL to download; ask
friends to make a decision from where to download; download and run the
virus scanner; search to find the appropriate download

Buying a
book online

Give personal information to buy the book; find a reputable website to buy
the book; will not buy it from a non-reputable website; will not buy the book;
search to find appropriate website; go to a shop and buy the book; will do
comparison shopping and then make a decision
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4.5 Discussion

Results suggest that, on average, non-experts use fewer meaningful and more misleading signals
than experts, and that non-experts also miss many useful signals. Findings also indicate that
non-experts are often unaware of how criminals can impersonate legitimate organizations and get
personal information from victims.

These results emphasize the value of and need for user education, and may be used to inform people
designing methods that will be used to educate non-experts. Future educational efforts may want to
focus on providing information about how criminals operate online, making non-experts more aware
of the problems associated with some of the signals they use, and helping non-experts understand
that other signals are available. In particular, one way to improve non-experts’ decision processes
may be to increase their awareness of attacks, means of protection, and signals revealing something
about the true nature of an email or website. Non-experts should be provided with both declarative
knowledge (e.g. what a phishing attack is) and procedural knowledge (e.g. how to identify phishing
emails) [10]. They should also be taught basic Internet safety rules like “don’t believe everything
you read,” “a polished appearance is not the same as substance,” and “if something is too good to be
true, it probably is” [116]. They should also be provided with simple but specific instructions such as
“type the real website address into a web browser,” and “never give out personal information upon
email request” [109]. Similar suggestions for educating users have been provided by [18,35,55,117].

Clearly, making non-experts into experts is an unattainable goal, but offering non-experts practi-
cal knowledge to help them make more informed decisions is quite feasible. But educators must
do more than provide reading materials; in one of the laboratory studies (see Section 5.3), we
found that people don’t read security notices (emails that organizations send out with a link to
training materials) sent to them. Results from this study informed the design and development of
PhishGuru. We describe the rationale and design evolutions in the next chapter and also show the
effectiveness of PhishGuru in Chapter 6 and Chapter 7.
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Chapter 5

PhishGuru Methodology and

Interventions

In this Chapter we discuss the design of the embedded training system called PhishGuru.1 In
Section 5.1, we discuss the results of a study in which we evaluated existing online training materials.
In Section 5.2, we describe the design rationale for the embedded training concept. In Section 5.3,
we discuss the evolution of the PhishGuru design and discuss the iterative evaluations we performed.

5.1 Evaluation of existing online training materials

This section is joint work with Steve Sheng, Alessandro Acquisti, Lorrie Cranor, and
Jason Hong, and published as a CyLab technical report [112].

In Chapter 3, we discussed user studies from the literature that measured the effectiveness of
specific training materials. However, those studies did not analyze the quality of the training
materials being tested or consider ways of designing more effective training materials. In this
section, we present an analysis using the instructional design principles described in Section 2.3 on
online training materials; we also present the results of a user study examining the effectiveness of
existing training materials.

5.1.1 Training material selection and analysis

To analyze the online training materials, we selected three representative tutorials from well-known
sources: eBay’s tutorial on spoofed emails [56], Microsoft’s security tutorial on Phishing [137], and

1http://www.phishguru.org/
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the Phishing E-card from the U.S. Federal Trade Commission [62]. Since none of these tutorials
provide much information on parsing URLs—a skill that can help people identify fraudulent links—
we also selected a URL tutorial from the online security education portal MySecureCyberspace [149].

Table 5.1 presents information about the format and length of the training materials we evaluated,
summarizing the concepts taught by each. Most of the training materials we examined present a
basic definition of phishing, highlight common characteristics of phishing emails, provide suggestions
to avoid falling for these scams, and offer information about what to do after falling for them. The
materials also provide a link to other resources about phishing and security. A common message
in most of these materials was that trusted organizations will not request personal information
through email.

Table 5.1: Characteristics of selected online training materials.

Length Concepts taught
Source Format Words Printed

pages
Graphic
exam-
ples

Cues to look
for

Guidelines

Microsoft Web
page

737 3 2 Urging urgent
action;
non-personalized
greeting;
requesting
personal
information

Identify
fraudulent links

eBay Web
page

1276 5 8 all the above;
sender email
address; links in
the email;
legitimate vs.
fake eBay address

Never click on
links in email;
identify
fraudulent links

FTC Video N/A N/A N/A Requesting
personal
information

Never respond to
emailed requests
for personal
information

MySecure
Cyberspace

Web
page

236 1 0 N/A N/A

The training materials we selected made minimal use of the basic instructional design principles
introduced in Table 2.1. The eBay and Microsoft tutorials used the contiguity principle, while the
FTC video used the personalization and story-based agent environment principles. We found that
illustrations were used more for decorative purposes than explanative purposes, and that those
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used for explanative purposes sometimes lacked captions or explanations in the body of the text.
In some cases text and associated images were located far from each other, either much farther
down on a long web page or on a different web page altogether.

5.1.2 User study

We conducted a user study to evaluate the effectiveness of the online training materials. Fourteen
participants were asked to examine 10 websites and determine which were phishing sites. They were
then given 15 minutes to read the four selected training materials. After training, the participants
were asked to examine 10 more websites and determine which were phishing sites. A control group of
fourteen participants completed the same protocol, but spent the 15-minute break playing solitaire
and checking their email instead of reading training materials.

We measured false positives and false negatives before and after training. A false positive occurs
when a legitimate website is mistakenly judged to be a phishing website. A false negative occurs
when a phishing website is incorrectly judged to be legitimate. We found that false negatives fell
from 38% before training to 12% after training. However, false positives increased from 3% to 41%.
The control group did not perform significantly differently before and after their 15-minute break.
Further details of this study are discussed in Section 8.2.2.

The results suggest that the existing online training materials are surprisingly effective at helping
users identify phishing websites when users actually read the training materials. However, they
could also be made more effective by applying basic instructional design principles. Furthermore,
while the results demonstrate that users are better at avoiding phishing websites after reading
the training materials, users are also more likely to have false positives. Finally, even when more
effective online training materials are available, getting users to read them voluntarily remains a
challenge.

The rest of this chapter describes the work we have done to develop better approaches to anti-
phishing training through principled instructional design, innovative delivery methods, and effective
content for the training materials.

5.2 Design of the PhishGuru concept

Education researchers believe that training materials are most effective when they incorporate the
context or situation of the real-world, work, or testing situation [13,44]. With embedded training,
training materials are integrated into the primary tasks users perform in their day to day lives.
This training method has been widely applied in the training of military personnel on new Future
Combat Systems (FCS) [30,103].
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There are two primary intervention points for an anti-phishing training system: the email and
the website. We chose to focus on emails rather than websites for three reasons. First, email is
the main vector for delivering phishing messages to users. If we can prevent people from trusting
phishing emails, they will not visit phishing websites. Second, anti-phishing websites [56,62] require
end-users to proactively visit them, limiting the number of people who actually see them. In
contrast, an embedded training approach brings information to end users and teaches them over
time to differentiate between legitimate and illegitimate emails. Third, end users must already
have some knowledge about phishing or other kinds of scams to seek out educational websites.
In contrast, embedded training (if distributed with standard email clients or sent by companies)
works for experts as well as non-experts who are unaware of phishing; it does this by educating end-
users immediately after they have made a mistake. Studies have shown that providing immediate
feedback enhances learning [10, Chapter 7], [126].

In the PhishGuru approach, people are periodically sent training emails, perhaps from their system
administrator or a training company. People access these training emails in their inbox when they
check their regular emails. The training emails look just like phishing emails, urging people to go
to some website and log in. If people fall for the training email – that is, if they click on a link in
that email – we provide an intervention message that explains that they are at risk for phishing
attacks and offers tips users can follow to protect themselves. Providing immediate feedback at this
“teachable moment” enhances learning [10], [126]. There is a plethora of literature on teachable
moments in fields such as sexual behavior and HIV prevention, injury prevention, and smoking
cessation [131]. When users click on a link in a PhishGuru training email, they encounter a training
message that alerts them to the risk of clicking on links, thereby creating a teachable moment that
can influence user behavior. This approach has the following advantages: (1) it enables a system
administrator or training company to continually train people as new phishing methods arise; (2)
it enables users to be trained without taking time out of their busy schedules (since the training is
part of a primary task); and (3) it creates a stronger motivation for users, as training materials are
presented only after they actually “fall” for a phishing email.

One early design consideration was whether to show interventions immediately after a person clicked
on a training email or after they tried to log into the phishing website. A pilot test with paper
prototypes strongly suggested that showing an intervention after a person had clicked on a link
was better, since people who were shown interventions after logging in were confused as to why
they were seeing warning messages about the risks of clicking on email links. We believe this is
due to a gap between cause (clicking on a link) and effect (seeing a warning message about email
after logging in). Egelman et al. observed a similar gap when user study participants who had
seen a web browser anti-phishing warning returned to the email that triggered the warning and
repeatedly tried to access the fraudulent website, unaware that the email itself was fraudulent [58].
In a laboratory study (discussed in Section 6.2), we found that users retained more knowledge when
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they received embedded training than when the intervention was sent as an email (non-embedded).
Therefore, we decided to embed the interventions, presenting them at the moment users click on
the link within emails.

We applied the instructional design principles discussed in Section 2.3.1 to the design of the
PhishGuru. We applied the conceptual-procedural principle by defining phishing (conceptual
knowledge) at the top of the design (Figure 5.1), and presenting ways to protect oneself (pro-
cedural knowledge) at the right-hand side. Table 5.2 summarizes the ways in which we applied
instructional design principles when designing the PhishGuru.

Table 5.2: Application of instructional design principles to the design of PhishGuru.

Principle Way(s) in which we applied the principle in our design
Learning-by-
doing

In our approach, users learn by actually clicking on phishing emails (do-
ing). The training materials are presented when users fall for phishing
emails.

Immediate
feedback

We provide feedback through interventions immediately after the user
clicks on a link in a fake phishing email sent by us.

Conceptual-
procedural

In the top strip of the design (Figure 5.1) we define phishing (concep-
tual knowledge). On the right-hand side, we present ways to protect
(procedural knowledge) oneself from phishing.

Contiguity We have placed pictures and relevant text contiguously in the instruc-
tions (numbered 1 through 6 in Figure 5.1).

Personalization We apply this principle in the design in many ways. For example, char-
acters say things like “I forged the address to look genuine” (Figure 5.1).

Story-based
agent
environment

We have three characters: the phisher, the victim, and the PhishGuru.
They are placed in Figure 5.1 with the story in the background.

5.3 Evolution of PhishGuru interventions

To gain insight into the design space, we created and evaluated several prototypes of the interven-
tions. We started with paper prototypes and refined the ideas using HTML prototypes. To get a
better feel for how the PhishGuru idea would work in practice, we created an HTML mockup in
SquirrelMail, a web-based email service. People who used the system encountered training emails
interspersed with regular email messages. If they clicked on a link in one of the training emails,
they were taken to a separate web page and shown one of two interventions. The first intervention
(see Figure 5.2) showed a screenshot of the email within the web browser itself, pointing out that
the link the user clicked on was not the same as the link they would actually go to as shown in the
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Figure 5.1: This is the final intervention design that we used in a large scale real world study [108].

status bar. This intervention provides only one instruction, pointing out that the URL in the email
and the target URL in the status bar are not the same. The second intervention (see Figure 5.3)
was similar, but told people more directly that the link they clicked on did not take them to the
intended website; it did this by displaying the brand name itself (in this case, “This is not eBay”).
Both interventions also provided text at the top of the image describing why the participants were
seeing such a page and informing them that they were susceptible to phishing attacks.

We did a pilot evaluation of the intervention with ten participants, using a variation of the protocol
developed by Downs et al [54]. We asked participants to role play as an employee at a company
and to handle the email in the employee’s mailbox the way they normally would. The employee’s
mailbox contained nineteen email messages; among the nineteen were a few phishing emails and
two training emails.

Nine out of ten participants clicked on the first training message (falling for the fake phishing email)
and saw the information we presented about phishing. However, almost of all the users who viewed
the training message were confused about what was happening. They did not understand why they
had been sent this email.

Furthermore, most of the participants who viewed the training message did not understand what
it was trying to convey. A common response to the first intervention (Figure 5.2) was, “I don’t
know what it is trying to tell me.” Some users understood the training message but were uncertain
how to respond, as the message did not suggest any specific actions to take. In debriefing sessions,
participants reported that the second intervention was more useful than the first, since they could
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Figure 5.2: First intervention with only one instruction – comparing the URL in the email and the URL in
the status bar.

Figure 5.3: eBay intervention with only one instruction – emphasizing that the URL in the email and the
target URL of the link in the email are not same.
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understand that the website they were visiting was not part of eBay.

Another flaw of the design was that people were sometimes confused by the screenshot of the web
browser. Many participants failed to notice the text at the top describing why they were seeing
the warning, mostly because the browser screenshot was so large and visually dominant. A third
drawback was that people had to scroll to see the entire warning.

Nine users fell for the first phishing email (before any interventions), and seven users fell for the
final phishing email (after both interventions), suggesting that this early design was not effective.
Nearly all of the participants who clicked on a phishing link actually tried to log in. This again
suggests that it would be better to intervene immediately after a person clicks on a link (since they
are likely to fall for the phishing website) rather than after they try to log in. In summary, the
lessons from early prototypes were:

1. It is best to show interventions immediately after a person clicks on a link in a training email.

2. Since people expect to go to a website when they click on a link, interventions need to make
it extremely clear why they are not being taken to that website.

3. Interventions need to provide clear actionable items rather than general warnings about po-
tential risks.

4. Text and images need to be simple and visually salient to convey the warning accurately and
avoid confusion.

5. Text segments need to be brief.

To implement what we learned and further develop the content, we compiled a list of 25 online
anti-phishing training materials. In addition, we consulted with experts to select a set of frequently
mentioned guidelines, guidelines that offered simple and effective steps end users could take to
avoid falling for phishing attacks. We eliminated guidelines that focused on strategies that would
be difficult for many users, such as using networking tools to determine the age and owner of a
domain. Based on this analysis, we selected the following four guidelines: (1) Never click on links
in emails; (2) Initiate contact (i.e. manually type URLs into the web browser); (3) Call customer
service; (4) Never give out personal information.

The first guideline was somewhat controversial among the experts we consulted. While they agreed
that users who do not click on links will not be susceptible to most email-based phishing attacks,
some experts argued that email links offer considerable convenience and value to users. As such,
they argued that it would be unrealistic for users to stop clicking on all links in emails. Therefore,
it is important to teach users how to identify and avoid clicking on links likely to lead to fraudulent
websites. However, the process of identifying fraudulent links is complex. The rationale for the
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Figure 5.4: First text/graphic intervention. This defines phishing, and lists simple ways to protect yourself
from phishing scams. It also provides an example of the phishing email annotated with features in the email.
Used in a laboratory study [109].

second guideline, “Initiate contact,” is that it is much safer for people to type a web address into
a web browser on their own than for them to trust a link in an email. For the third guideline,
“Call customer service,” the rationale is that many phishing attacks rely on scaring people into
logging in to an account. Calling customer service is a fairly reliable way to determine if there
really are any problems with one’s account (assuming the phone number is obtained from a reliable
source). We also believe that a higher number of customer service calls will encourage companies to
take stronger action against phishing, since such calls cost companies money. Although this seems
like an extreme measure, it is worth noting that no person in the studies actually called customer
service. We argue that this is still a useful piece of advice, as it reminds people that there are
offline ways to contact companies. For the fourth guideline, “Never give out personal information,”
the rationale is that companies rarely ask for such information, and that the large majority of such
requests are phishing attacks.

Informed by early designs, we created two new interventions: a text/graphic intervention and a
comic strip intervention. The text/graphic intervention, shown in Figure 5.4, describes the risks
of phishing, shows a small screenshot of the training email, points out cues that identify it as a
phishing email, and outlines simple actions that users can take to protect themselves. The comic
strip intervention, shown in Figure 5.5, conveys roughly the same information as the text and
graphics intervention, but in a comic strip format. The rationale here was that the first intervention
had a great deal of text, which might cause people to close the window without reading it. Since

62



Figure 5.5: This is the first comic strip intervention. This presents the same information as Figure 5.4, but
in a comic strip format. [109].

comic strips stories are a highly approachable medium [44], so we decided to test the effectiveness
of a comic strip approach to anti-phishing training. We evaluated these two designs through a
laboratory study; the results showed that users who saw the comic strip version did better than
people who saw the text/graphic version. This helped us narrow the design space to comic strip
interventions. Both interventions use prominent titles and a cartoon image of a thief to convey that
participants are potentially at risk. We designed the interventions so they could be read without
scrolling or clicking on additional links. Keeping the one page constraint in mind, all PhishGuru
interventions are designed to fit on one page.

Using feedback from the laboratory study and our understanding of the literature, we tried to create
a stronger agent and a story we could use in the interventions. After a few iterations (getting users’
feedback), we arrived at a character for the intervention (see for the man with turban in Figure 5.6)
to be called “PhishGuru.” To emphasize the story based principle, we created the victim character,
who is instructed by the PhishGuru to avoid falling for phishing attacks. The intervention also
includes the phisher character, who sends phishing emails to victims. We also applied the contiguity
principle by providing an illustration to go with each instruction. We added the instruction “Always
be wary of suspicious websites.” The rationale for this instruction was to inform users that they
should be cautious about domain names (for example similar looking names like annazon instead
of amazon). We used this intervention in a study where we evaluated retention and transfer of
knowledge through PhishGuru training methodology [110].

We received some criticism for the PhishGuru character representing a specific ethnic group; there-
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Figure 5.6: This is an updated version of Figure 5.5. In this version we applied the contiguity principle
to all instructions. We also added information about what phishers do to send phishing emails. Used in a
laboratory study [110].

fore, we created a gender- and ethnic- neutral character – a fish (see Figure 5.7). We used this
intervention in a real world study conducted among employees of a large ISP in Portugal [113].

Using feedback from the study and other input, we modified the intervention to Figure 5.8. We
conducted two focus group studies to evaluate the content of PhishGuru (further details of this
focus group are discussed in Section 8.1.3.) In the focus groups, participants of all ages mentioned
that they would read the entire PhishGuru intervention over other training materials. Participants
also did not like the all-capital comic font in the intervention. Most of the participants in the focus
group did not like the phisher character either.

Using feedback from the focus groups, we modified the intervention to Figure 5.1. Mainly, we
changed the font, created a new phisher character, and cleaned up the language. To teach users to
avoid opening attachments or clicking on links within instant messages, we added the instruction
“Don’t open unexpected email attachments or instant message download links.” Since some partici-
pants of the focus group noted that villains in the interventions (e.g. the phisher) are almost always
male, we created a version of the comic strip in which the phisher was female (See Figure 5.9). In
this intervention, we also varied the story so that users who view the intervention multiple times
do not have to keep reading the same one or get habituated and disregard the intervention. This
intervention has exactly the same instructions as Figure 5.1. We used these two interventions in a
real world study conducted among Carnegie Mellon’s students, staff, and faculty. We discuss this
study in detail in Section 7.2.
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Figure 5.7: This is an update to Figure 5.6. We changed the PhishGuru character from a male to a fish
(gender neutral). This design was used in the real world study [113].

Figure 5.8: This updated version of Figure 5.7 uses comic fonts and stresses the instructions. This version
was used in the focus group studies we conducted.
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Figure 5.9: Updated version of Figure 5.1. This intervention was used in a large scale real world study [108].

To test the effectiveness of PhishGuru, we conducted a series of laboratory and real world studies
which we describe in the next two chapters. PhishGuru is currently being commercialized by
Wombat Security Technologies.2

2http://wombatsecurity.com/
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Chapter 6

Laboratory Evaluation of PhishGuru

In this chapter, we present two laboratory studies we conducted to evaluate the effectiveness of
PhishGuru. In Section 6.1, we present the first laboratory study, which compared the effectiveness
of typical email security notices to the effectiveness of PhishGuru training [109]. In Section 6.2,
we present a study measuring users’ knowledge retention and knowledge transfer after PhishGuru
training [110].

6.1 Preliminary evaluation of PhishGuru

This section is largely a reproduction of a paper co-authored with Yong Rhee, Alessan-
dro Acquisti, Lorrie Cranor, Jason Hong, and Elizabeth Nunge and published at CHI
2007 [109].

In the first section of this chapter, we describe the evaluation of two PhishGuru interventions: one
that provides a warning as well as actionable items using text and graphics, and one that uses a
comic strip format to convey the same information. We present the results of a user study that
compares the effectiveness of these two designs to the effectiveness of typical email security notices
sent by e-commerce companies, who use these notices to alert their customers about phishing. In
Section 6.1.1, we discuss participant recruitment and demographics; in Section 6.1.2, we present
the hypotheses for the first laboratory study. In Section 6.1.3, we present the study methodology
and the emails that we used as part of the study. In Section 6.1.4, we present the results of
the evaluation, demonstrating that typical email security notices are ineffective, while embedded
training designs are effective. In Section 6.1.5, we discuss some implications of the results.
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6.1.1 Participant recruitment and demographics

As this research was focused on educating novice users about phishing attacks, we recruited par-
ticipants with little technical knowledge. We posted fliers around the university and local neigh-
borhoods, screening users through an online survey. We recruited users who said they had done
no more than one of the following: changed preferences or settings in their web browser, created a
web page, and helped someone fix a computer problem. In other studies, this approach has served
as a good filter for recruiting non-experts [54,107].

We recruited 30 particpants for the study, with each condition having 10 participants. Each par-
ticipant was randomly placed in one of three groups. The “notices” group was shown the typical
security notices displayed in Figure 6.1, while the “text/graphic” group was shown the text and
graphics intervention displayed in Figure 6.2. The “comic” group was shown the comic strip inter-
vention displayed in Figure 6.3. Table 6.1 shows the demographics of participants.1

Figure 6.1: Security notices sent out by e-commerce companies to alert their customers about phishing.

6.1.2 Hypotheses

The two hypotheses that guided this study were:
1One outlier in the notices group received 300 emails daily, but did not perform particularly better or worse than

others in this group. We found no significant relationship between propensity to fall for phishing attacks before the
intervention and any of the demographic information we collected. Other small studies have also found no correlation
between these demographics and susceptibility to phishing [53,54].
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Figure 6.2: The text/graphic intervention includes text with an annotated image of a sample phishing email.

Figure 6.3: The comic strip intervention uses a comic strip to tell a story about how phishing works and
how people can protect themselves.
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Table 6.1: Study participants

Characteristics Notices Text/
Graphic

Comic

Sample size 10 10 10
Gender

Male 50% 40% 20%
Female 50% 60% 80%
Browser

IE 80% 60% 60%
Firefox 10% 20% 30%
Others 10% 20% 10%
Average emails per day 51.4 36.9 15
Average age in years 31.2 27.5 21.1

Hypothesis 1: Security notices are an ineffective medium to teach users about phishing
attacks.

Hypothesis 2: Participants in the embedded training group (text/graphics and comic)
will learn more effectively than participants in the security notices group.

6.1.3 Methodology

The laboratory study consisted of a think-aloud session in which participants played the role of
“Bobby Smith,” an employee of Cognix Inc. who works in the marketing department. Participants
were told that the study investigated “how people effectively manage and use emails.” They were
told to interact with their email the way they normally do in real life. If a participant was not
familiar with SquirrelMail (a web-based email client), we gave that participant a quick tutorial
describing how to perform simple actions. Participants used a 1.40GHz Compaq laptop running
Microsoft Windows XP home edition with Internet Explorer 6.0 to access emails. We also mentioned
that we would be able to answer questions about using SquirrelMail during the study, but would
not be able to help them make any decisions. We asked participants a few pre-study questions
about their use of email to reinforce the idea that this was a study about the use of email systems.
We recorded audio and screen interactions using Camtasia.

We gave participants an information sheet describing the scenario and asked them to read it aloud
and ask clarification questions. The information sheet included the usernames and passwords
for Bobby Smith’s email account and accounts at Amazon, American Express, Citibank, eBay and
PayPal. We also provided username and password information in a physical wallet that participants
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could use throughout the study.

Each participant was shown 19 email messages arranged in the predefined order shown in Table 6.2.
Nine legitimate-no-link messages were legitimate emails without any links, received from co-workers
at Cognix, friends, and family. These emails requested that Bobby Smith perform simple tasks like
checking the status of products at Staples. Two legitimate-link messages were simulated legitimate
emails from organizations with which Bobby Smith had an account. The mailbox also contained
two spam emails, two phishing-account fraudulent emails that appeared to come from organizations
where Bobby had an account, and two phishing-no-account fraudulent emails that appeared to
come from a bank with which Bobby did not have an account. The mailbox also had two training
emails—security notices or embedded training interventions depending on the group to which the
participant belonged. Table 6.3 presents examples of each type of email we used in the study.

Table 6.2: Email arrangement in the study.

1. Legitimate-no-link 11. Training
2. Legitimate-no-link 12. Spam-link-no-account
3. Phishing-account 13. Legitimate-link-no-account
4. Legitimate-no-link 14. Phishing-no-account
5. Training 15. Legitimate-no-link
6. Legitimate-no-link 16. Phishing-no-account
7. Legitimate-link-account 17. Phishing-account
8. Spam-link-no-account 18. Legitimate-no-link
9. Legitimate-no-link 19. Legitimate-no-link
10.Legitimate-no-link

Table 6.3: Sample of emails used in the first laboratory study.

Email type Sender information Email subject line
Legitimate-no-link Brandy Anderson Booking hotel rooms for visitors
Legitimate-link Joseph Dicosta To check the status of the prod-

uct on Staples
Phishing-no-
account

Wells Fargo Update your bank account infor-
mation!

Phishing-account PayPal Reactivate you PayPal account!
Spam Eddie Arredondo Fw: Re: You will want this job
Training Amazon Revision to your Amazon.com in-

formation

All of the phishing, spam, and security notice emails we used for this study were based on actual
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emails we had collected. We created exact replicas of the phishing websites on a local machine by
running Apache and modifying the host files in Windows so that IE would display the URL of the
actual phishing websites. All replicated phishing websites were completely functional and allowed
participants to submit information.

We used a completely functional SquirrelMail implementation to allow users to access Bobby
Smith’s email. We wrote a Perl script to push emails into the SquirrelMail server; this script
was also used to change the training emails for each group.

After participants finished going through Bobby Smith’s emails, we asked them some post-study
questions and debriefed them. In the debriefing, we asked them questions about their choices during
the study. We also showed them training messages belonging to a different group than the one they
had been placed in for the study. For example, participants who viewed Figure 6.2 in their study
were shown Figure 6.3 after the study and vice versa. They were then asked for their views on
both designs.

6.1.4 Results

In this section we present the results of the first laboratory study. In the analysis, we considered
someone to have fallen for a phishing attack if they clicked on a link in a phishing email, regardless
of whether they went on to provide personal information. Although not everyone who clicks on
a phishing link will go on to provide personal information to a website, people in this study who
clicked on phishing links provided information 93% of the time. What’s more, clicking on phishing
links can be dangerous even if someone does not actually provide personal information to the site
because some phishing sites transmit malware to a user’s computer.

Security Notices Intervention

There was no difference between the number of participants who clicked on links in phishing emails
before and the number who clicked after the two security notice messages. The first security notice
users saw was one of two security messages that eBay or PayPal sends to their customers. This
notice email was linked to a real website [56]. Only five (50%) users in this group clicked on the
first security notice link in the email to learn more about phishing attacks. Among these five
participants, only two (40%) actually read through the content in the web pages, while the other
three (60%) skimmed through the content and closed the window. Nine (90%) participants clicked
on the second security notice; this security notice was sent from the system administrator of Cognix.
During the post-study debriefing, we asked whether the notices had been helpful. The participants
who had seen the security notices said the information took too long to read and that they were
not sure what the messages were trying to convey. Nine participants (90%) fell for the phishing
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email sent before the security notice email and nine participants (90%) fell for the final phishing
email. The mean percentage of participants who fell for the three phishing emails presented after
the security notices was 63%.

Text/graphics Intervention

In this group, eight participants (80%) fell for the first phishing email and all ten participants
clicked on the training message link in the training email. Seven participants (70%) clicked on the
second training message and seven participants (70%) fell for the final phishing email. The mean
percentage of participants who fell for the three phishing emails presented after the interventions
was 30%. After going through the training message, many participants checked to see if they had
an account with the relevant financial institution before clicking on the link. Only one user (10%)
clicked on the phishing message that was sent from Barclays Bank, which they did not have an
account with. When asked why she had done so, the user said, “just because it [the link] was there
and I wanted to check what they show.”

Most participants liked the way the information was presented; a common comment was: “Having
the image and the text with callouts was helpful.” One user said: “Giving the steps to follow to
protect from phishing was helpful.” Another mentioned, “This is definitely useful and good stuff
and I will remember that [to look for URLs in the status bar].”

Comic Strip Intervention

The results of this study indicate that the comic strip intervention was most effective in educating
people about phishing attacks. All of the participants in this group fell for the first phishing email
and also clicked on the training message. Six participants (60%) clicked on the second training
message; only three participants (30%) fell for the final phishing email. The mean percentage of
participants falling for the three phishing emails presented after the interventions was 23%. Some
participants said they preferred the comic to the text/graphics intervention because it engaged
them with a story. However, other participants felt that the text/graphics version was more serious
and professional. One user said, “The comic version is good for children but I would prefer text
with the image.”

Comparison

The security notices group and the comic group displayed significantly different levels of ability to
recognize phishing emails. In the notices group, nine participants (90%) fell for the final phishing
email; in the comic group, only 3 participants (30%) fell for this email (Chi-Sq = 23.062, DF = 1,
p-value = 0.001).
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Figure 6.4: Comparison of different methods of training for each group for all of the emails which had a link
in them. The number represents the location of the email in the email arrangement. Participants in the
Comic strip group were able to identify phishing emails better than the other two groups.

We also compared the effectiveness of security notices to the effectiveness of the text and graphic
intervention. The number of participants who fell for phishing attacks before and after training
in the notices group was nine (90%), while the number of participants falling for phishing attacks
in the text/graphics group was eight (80%) before training and seven (70%) after training. The
difference between these two groups was not as significant (Chi-Sq = 0.364, DF = 1, p-value =
0.546) as the difference between the notices and comic groups.

There was a significant difference in effectiveness between the two embedded training interventions
(Chi-Sq = 16.880, DF = 1, p-value = 0.001). The mean scores across the three phishing emails
after intervention was lowest for the comic group. Figure 6.4 presents a comparison of the three
training methodologies for all of the emails containing links.

In the post-study questions we asked participants from the comic and text/graphics groups the
following question: “Which one [design] would you prefer and why would you prefer it?” Nine
(45%) of the twenty participants preferred the comic version of the information representation and
eleven (55%) preferred the text with graphics version.

During the post-study session, we asked specific questions about the training methodology and
how these methods raised phishing awareness. One of the questions was: “Did the method create
awareness about phishing attacks?” Only two (20%) participants said the security notices raised
awareness about phishing attacks, while in both of the other groups all participants (100%) said
the method they encountered raised awareness about phishing attacks. We also asked participants:
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“Do you think this method will help you learn techniques to identify false websites and email?”
None of the participants said the security notices would help them, while all of the participants in
the other groups thought the embedded training messages would help them.

We also compared data for the individual performance of the participants before and after training.
We observed that 9 out of 10 participants (90%) in the notices group clicked the first phishing email
and that of these, 8 participants (89%) clicked on the final phishing email. In the text/graphics
group, 8 participants (80%) clicked on the first phishing email, out of which 5 (63%) clicked on the
final phishing email. In the comic group, 10 participants (100%) clicked on the first phishing email,
out of which 3 participants (30%) clicked on the final phishing email. We found that participants in
the security notices group performed significantly differently from participants in the comic group
(Chi-Sq = 18.245, DF = 1, p-value = 0.001). There was also a significant difference between the
performances of participants in the text/graphics group and those in the comic group (Chi-Sq =
7.222, DF = 1, p-value = 0.007). There was no significant difference between the performance of
participants in the notices group and those in the text/graphics group.

During the post-study session, we also asked the participants: “On a scale of 1 to 7, where 1 is not
at all confident and 7 is most confident, how confident were you while making decisions on clicking
links and replying to emails?” In the notices group, the values ranged from 4 to 7 (mean = 5.4,
s.d. = 1.1, variance = 1.2); in the text/graphics group, values ranged from 3 to 6 (mean = 4.6,
s.d. = 0.9, variance = 0.8); in the comic group, values ranged from 3 to 7 (mean = 5.5., s.d. =
1.3, variance = 1.6). Participants in the three groups had similar levels of confidence in handling
emails.

General observations

Participants seemed to identify the Nigerian scam email (email number 12) easily. Only two of the
thirty participants (6.7%) clicked on the link in this email. Only nine participants (30%) actually
clicked on the link in the second phishing email (email number 14), which was ostensibly from a
company they did not have an account with. Among these nine participants, four (44.4%) realized
that they did not have an account with the service once they clicked on the link; as a result, they
closed the window immediately.

Twenty-four (80%) of the participants were not familiar with the mouse-over technique, which can
be used to view the actual URL before clicking on a link. Most participants appreciated being
taught such a technique. One user said, “I did not know to look for links before [in email], I will
do it now.”

One user in the text/graphics group did not click on any links in the emails because of her personal
experience as a victim of identity theft. This user stated, “I was a victim of online credit card fraud,
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so from then on I decided not to click on links in the emails.” No user in the study actually entered
random information to test the phishing site’s reaction. Two participants used search engines to
help decide how to react to an email. One user Googled the phrase “Bank of Africa” from the
Nigerian scam. Another user said, “I will ask one of my friends to help me make a decision here,
she knows about these things better than me.”

Among participants who did not understand the training messages, we observed behavior similar
to that discussed by Dhamija et al. [53]. Novice users used misleading signals [107] to make their
decisions. For example, one of the participants used the lock icon on the phishing website we created
to decide that the website was legitimate. When asked why she did that, she said: “I do that often
to find whether the website is legitimate.” Another participant mentioned that “the logo [Citibank]
is real so the site must be legitimate.” Another participant said, “I visited this website [PayPal]
some days back. It looks the same as before, so it must be legitimate.” A few other participants
were satisfied that the website was legitimate because it displayed updated account information
after they entered their personal information.

Repetitive training in a short time span was helpful for some participants. Some participants did
not understand what was going on the first time the training information was presented, but read
it carefully the second time. To study repetitive training, we sent two training messages separated
by 14 days in one of our real-world studies (discussed in Section 7.2). We found that adding a
second training message to reinforce the original training decreases the likelihood of people giving
information to phishing websites.

6.1.5 Discussion

We conducted lab experiments comparing the effectiveness of two interventions with standard
security notices about phishing. Results from this study supported Hypothesis 1 and Hypothesis 2
introduced in Section 6.1.2.

As observed in other studies, we saw that novice users used misleading signals to make decisions.
We believe that properly designed training messages and interventions can help novice users detect
and use meaningful signals.

These results strongly suggest that security notices fail to effectively teach people about phishing
attacks. We believe this is because people do not understand why they are receiving such emails,
and also because it is difficult for them to relate to an abstract problem they may not believe is
likely to occur. In addition, some participants claimed that they knew about phishing and knew
how to protect themselves, but ultimately fell for the phishing scams anyway. This also suggests
that people may be overconfident about what they know, especially if they have seen such security
notices in the past, and thus disregard new notices when they appear.
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The results also indicate that the comic strip intervention was most effective. The primary differ-
ences between the two interventions was that the comic strip format had significantly less text and
more graphics, and that it told a story to convey its message.

6.2 Evaluation of retention and transfer

This section is largely a reproduction of a paper co-authored with Yong Rhee, Steve
Sheng, Sharique Hasan, Alessandro Acquisti, Lorrie Cranor, and Jason Hong and pub-
lished at e-Crime Researchers Summit 2007 [110].

In the study described in Section 6.1, we tested users immediately after training and demonstrated
that embedded training improved users’ ability to identify phishing emails and websites. We also
compared embedded training to security notices delivered via email. In this section, we present a
study in which we tested users to determine how well they retained knowledge gained through em-
bedded training over a period of about one week; we also tested how well they used this knowledge to
identify other types of phishing emails. We further compared the effectiveness of training materials
delivered via embedded training to those delivered as a regular email message (non-embedded).

In Section 6.2.1, we present the theory and the hypotheses that guided the study. In Section 6.2.2,
we present the participant recruitment methodology and demographics. In Section 6.2.3, we present
the study methodology used to test the hypotheses. In Section 6.2.4, we present the results of the
evaluation, demonstrating that embedded training is more effective than non-embedded training,
and that users can retain learned information over time, transferring the knowledge they gained.
We discuss the effect of training users in Section 6.2.5.

6.2.1 Theory and hypotheses

In this section we introduce five hypotheses for the following study. Three hypotheses relate to user
learning, when two relate to users’ susceptibility to phishing emails.

Learning

Motivation is one of the most important aspects of the learning process. Researchers have shown
that users can be trained through an embedded training method that makes training part of the
primary task. With this form of training, users are motivated to learn because they are presented
with training materials immediately after they fall for phishing emails [109]. However, while the
earlier study (Section 6.1) suggested that embedded training motivates people to learn, it did
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not evaluate whether the embedded training approach was better than sending the same training
materials directly via email.

In the second laboratory study, we had four conditions: “embedded,” “non-embedded,” “suspicion,”
and “control.” Participants in the embedded condition received a simulated phishing email and
saw a revised version of the comic strip intervention when they clicked on a link in that email.
Participants in the non-embedded condition received the same training materials directly as part
of an email message; they did not have to fall for a simulated phishing email to see the training
materials. Participants in the suspicion condition received a brief email from a friend that mentioned
phishing without providing any information about how they could protect themselves.

Hypothesis 1: Participants in the embedded condition learn more effectively than
participants in the non-embedded condition, suspicion condition, and control condition.

Retention

A large body of literature focuses on quantifying knowledge retention [166]. Learning science litera-
ture defines retention as the ability of learners to retain or recall the concepts and procedures taught
when tested under the same or similar situations after a time period δ from the time knowledge
was acquired. Researchers have frequently debated the optimum δ to measure retention [134]. The
first laboratory study that demonstrated that users can be taught to avoid phishing attacks tested
users immediately after they were trained; as a result, it did not explore users’ ability to retain this
knowledge [110, 181]. Thus, the question remained as to whether users retain the knowledge they
have gained during training.

Hypothesis 2: Participants in the embedded condition retain more knowledge about
how to avoid phishing attacks than participants in the non-embedded condition, suspi-
cion condition, and control condition.

Transfer

Transfer is the ability to apply the knowledge gained from one situation to another situation
after a time period δ from the time of knowledge acquisition. Researchers have emphasized that
transferability of learning is of prime importance in training. Two types of transfers are discussed
in the literature: near transfer, in which the testing situation is similar to the training situation,
and far transfer, in which the testing situation is very different from the training situation [198].
In this study, we focused on measuring near transfer. For example, we trained users with an email
regarding revision to their Amazon account and tested them with an email from PayPal regarding
reactivation of their PayPal account.
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Hypothesis 3: Participants in the embedded condition transfer more knowledge about
how to avoid phishing attacks than participants in the non-embedded condition, suspi-
cion condition, and control condition.

Cognitive reflection

Many user studies examining phishing or phishing-related interventions have been agnostic to indi-
vidual user characteristics (sex, age, education level, and hours using the computer). Others have
failed to find significant relationships between features such as age or gender and phishing-related
behavior [53, 54, 109, 181]. This may be the product of one or more of the following factors: (1)
individual differences (sex, age, education level, and hours using the computer) are not actually
relevant to phishing-related behavior; (2) the sample sizes used for these studies were too small to
detect any significant relationships; and (3) truly discriminating characteristics have not yet been
tested. In this study, we not only retested previously studied demographic characteristics, but also
investigated whether an individual’s propensity for cognitive reflection related to their ability to
avoid falling for phishing attacks.

People vary along many dimensions, and these variations often result in differences in behavior and
decision-making. Frederick suggests that individuals who are more cognitively reflective differ from
those who are less reflective [71]. To evaluate this characteristic, he presents the Cognitive Reflection
Test (CRT), which consists of three questions whose correct solutions require the suppression of
impulsivity. In his study, Frederick tested the CRT among approximately 3500 individuals at various
universities and in several web-based studies. Although his three-question CRT does correlate
highly with other measures of achievement and intelligence such as the Scholastic Aptitude Test
(SAT) and the Wonderlic Personnel Test (WPT), Frederick argues that the CRT more accurately
measures “cognitive reflection” or “the ability or disposition to resist reporting the response that
first comes to mind.” He found that higher CRT scores correlate with more risk-taking and lower
discount rates. Conversely, those who are less cognitively reflective are more likely to choose certain
gains over higher expected values and choose lower amounts immediately over larger rewards later.

The three questions included in the CRT are:

1. A bat and a ball cost $1.10 in total. The bat costs $1.00 more than the ball. How much does
the ball cost? cents

2. If it takes five machines 5 minutes to make five widgets, how long would it take 100 machines
to make 100 widgets? minutes

3. In a lake, there is a patch of lily pads. Every day, the patch doubles in size. If it takes 48
days for the patch to cover the entire lake, how long would it take for the patch to cover half
of the lake? days
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The correct answers are: (1) 5 cents, (2) 5 minutes , and (3) 47 days.

With Cognitive Reflection as the measure of individual variation, we propose two hypotheses about
the differential phishing-related behavior of the users. The first hypothesis draws from the idea
that high CRT scores are associated with less impulsive behavior. This hypothesis suggests that
individuals with high CRT scores will more thoroughly deliberate emails for which they have a
mental model. We hypothesize the following:

Hypothesis 4: Users with higher scores on the Cognitive Reflection Test (CRT) will
be less likely than users with lower scores to click on phishing emails from companies
with which they have an account.

On the other hand, the emails ostensibly sent from companies with which a user does not have an
account (no-account) are not part of the user’s mental model. In this situation, we predict that
those with lower CRT scores will be less likely to deviate from the rules and thus will not click on
the links in the no-account emails. On the other hand, we hypothesize that those with a higher
CRT score, whom we expect to be greater risk-takers, will explore the no-account emails out of
curiosity:

Hypothesis 5: Confronted with a novel situation, those with higher scores on the CRT
will be more likely than users with lower scores to click on the links in the phishing
emails from companies with which they have no account.

6.2.2 Participant recruitment and demographics

We recruited participants by posting fliers in and around the university campus advertising an
“email management study.” We asked all respondents to complete an online screening survey. We
selected people who did not know what phishing was and who had never taken part in any of our
previous studies. The screening survey included questions like “What does the term cookie mean?”
and “Approximately how many times have you used online banking services in the last 6 months?”
so that people were not primed towards the idea that we might be conducting a phishing study.

The screening survey was filled out by 185 people; 87 (47%) people qualified for the study. Before
administering the actual study, we conducted pilot studies with nine qualified participants. The
pilot studies were used to refine the study methodology. Sixty-three of the 87 qualified people
completed the actual study. However, the data from some participants was excluded from subse-
quent analysis because they had not viewed the training intervention. We thus analyzed data for
56 participants who had been randomly assigned to one of four conditions. Table 6.4 provides the
demographic characteristics of the 56 participants whose data we analyzed.
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Table 6.4: Demographics of the participants; N = 14 in each condition; the standard deviation is presented
in parentheses.

Characteristics Control Suspicion Embedded Non-
Embedded

Sample size 14 14 14 14
Gender

Male 36% 50% 36% 43%
Female 64% 50% 64% 57%
Browser

IE 64% 36% 50% 50%
Firefox 29% 57% 29% 43%
Others 7% 7% 21% 7%
Average emails per day 20.5 17.6 16.1 20.7
Average age in years 28 26.9 24.6 24.3
Average CRT score 1.3 (1.2) 1.1 (0.89) 1.25 (0.91) 1.14 (0.94)
Average time reading the
intervention

97 seconds
(32.5)

37 seconds
(66.2)

6.2.3 Methodology

This study was conducted in two laboratory sessions separated by at least 7 days (mean = 7.2,
s.d = 0.81). Participants came to the laboratory for a study investigating “how people effectively
manage and use email.” When they arrived to the laboratory for the first session, we had them
fill out the pre-study questionnaire, which included demographic information along with the CRT
questions.

The study consisted of two think-aloud sessions in which the participants played the role of “Bobby
Smith,” the business administrator for Cognix Inc. We had participants sit at a desk in the
laboratory, which we told them was Bobby’s office desk. The desk was outfitted with a laptop,
pens, note pads, post-it notes, and other office supplies. Figure 6.5 shows the laboratory setup where
we conducted the study. We provided the participants with a printout that included details about
their role, including the names of people Bobby interacts with (co-workers, family, and friends)
and all of the organizations where Bobby has an account. We also provided the participants with
a printout of the user names and passwords for all of Bobby’s accounts: AOL, Amazon, American
Express, Bank of America, Citibank, eBay, Gmail, PayPal, Staples, and Yahoo. We showed each
participant Bobby’s email inbox and asked them to process the email and react to the email as
they would in the real world, keeping in mind the role they were playing. When participants
clicked on the links in fake phishing emails, they were presented with the PhishGuru interventions.
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Figure 6.5: One of the participants playing the role of Bobby Smith. The top highlighted box shows the
post-it notes that this participant made notes on and stuck to the bookshelf during the user study. The
bottom highlighted box shows the participant taking additional notes on the notepad.

Participants saw the training intervention only in session 1. When participants completed session 1
of the study, they were not provided with any additional information about phishing or the nature
of the study.

When participants came back after approximately seven days for the second session, we told them
that they would be role-playing as Bobby Smith again, just as they had in session 1. Once again,
we showed them Bobby’s email inbox and asked them to process Bobby’s email. We asked all
participants at the end of session 2 to complete a post-study survey after they completed their
email management tasks. We also de-briefed them about the study after they completed the post-
study survey.

We used a 1.70GHz IBM T42 ThinkPad laptop running Microsoft Windows XP Home Edition to
conduct the user studies. The participants used Internet Explorer 6.0 to access emails through
SquirrelMail. We wrote a Perl script to push emails into the SquirrelMail server; this script was
also used to setup Bobby’s inbox for each participant. We recorded the participants’ voices and
screen-captured their interactions using Camtasia.

We designed the emails in Bobby’s inbox to allow us to measure the immediate effectiveness of the
interventions as well as knowledge retention and transfer. In session 1, participants saw 33 emails
in Bobby’s inbox: a set of 16 before-training emails (the “before” set), a training intervention,
and a set of 16 additional emails shown immediately after training (the “immediate” set). In
session 2, participants saw another 16 emails (the “delay” set) in Bobby’s inbox. We had three
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sets of 16 emails (A, B, and C) that we used for the before, immediate, and delay sets. Each set
consisted of 9 legitimate emails without any links in them from people with whom Bobby interacts
(legitimate-no-link), 3 legitimate emails containing links from organizations and people with whom
Bobby interacts (legitimate-link), 2 phishing emails from organizations where Bobby has an account
(phishing-account), 1 email from a bank with which Bobby does not have an account (phishing-
no-account), and 1 spam email. Participants were randomly assigned to see either set A or set C
as the before set and the other one as the delay set. All participants saw set B as the immediate
set. Table 6.5 summarizes the contents of email set A. Sets B and C contained the same types of
emails with a different combination of senders and subjects.

All participants in the embedded and non-embedded training conditions saw a training intervention
from Amazon, a company with which Bobby has an account, with the subject “Revision to your
Amazon.com information.” Participants in the embedded condition saw the training material shown
in Figure 6.6 when they clicked on the link in the email, while those in the non-embedded condition
received the training message in the email itself. Participants in the suspicion condition did not
receiving any training material, instead received an email from a friend.

Figure 6.6: Revised comic strip intervention design. The top row presents the activities of a phisher while
the bottom row shows the victim and presents steps the victim can take to avoid falling for the phishing
attack.

All of the phishing, spam, and legitimate-with-link emails used for this study were based on actual
emails collected from members of the research group. We designed the legitimate-no-link emails
to resemble emails that one of the business administrators at the University typically receives.
We created exact replicas of the phishing websites on the local machine by running Apache and
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modifying the host files in Windows so that IE would display the URL of the actual phishing
websites. All replicated phishing websites were completely functional and allowed people to submit
information. These phishing websites were only accessible from the laboratory machine used for
the user studies. Users were taken to these phishing websites when they clicked on links in the
phishing-account and phishing-no-account emails.

6.2.4 Results

In this section, we present the results of the user study we conducted to test the five hypotheses
introduced in Section 6.2.1. We consider someone to have fallen for a phishing attack if they click
on a link in a phishing email, regardless of whether they go on to provide personal information.
The conclusions presented in this section are robust to the selection of a different metric for the
evaluation of the correctness of participants’ choices. Specifically, the findings listed in this section
persist when the participants provide personal information to a phishing website during the experi-
ment, rather than simply clicking on the links in a spoofed email. Although not everyone who clicks
on a phishing link will go on to provide personal information to a website, in this study people
who clicked on phishing links provided information 90% of the time. We calculated correctness
scores as the number of emails containing links that a participant correctly identified as phishing
or legitimate. We determined the correctness of that identification based on whether or not the
participant clicked on a link in each email.

The results of the study supported hypotheses 1, 2, 3, and 5; they rejected hypothesis 4. We
found no correlation between participants’ scores (correctly identifying phishing emails as phish-
ing and legitimate emails as legitimate) and participants’ demographics. We found that, after the
training, participants in the embedded condition made better decisions than participants in the
non-embedded condition. In fact, participants in the non-embedded condition did not perform sig-
nificantly better after training than those in the control condition (who had received no training).
Also, participants in the embedded condition spent significantly more time reading the intervention
than participants in the non-embedded condition. We found that participants in the embedded con-
dition retained and transferred more knowledge than participants in the non-embedded condition.
We also found that participants with higher Cognitive Reflection Test (CRT) scores were more
likely than users with lower CRT scores to click on the links in the phishing emails from companies
with whom they did not have a account. Furthermore, we found that participants generally liked
the embedded training methodology and intervention design (comic strip) used for the study.
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Table 6.5: Arrangement of email in set A. The other sets had similar distribution of emails.

# Email subject line
information

legitimate-
no-link

legitimate-
link

phishing-
account

phishing-
no-
account

Spam

1 [cognix] REMINDER:
Dont forget to attend
the tax session

√

2 RE: Room booking -
Sunday - To meet - Let
me know

√

3 Reactivate you PayPal
account!

√

4 Booking hotel rooms
for visitors

√

5 Re: Funny joke (fwd)
√

6 Fw: Re: You will want
this job

√

7 To check the status of
the product on Staples

√

8 Dont forget moms
birthday!

√

9 Update your bank
account information!

√

10 Please check PayPal
balance

√

11 coffee from starbucks
√

12 RE: Tea powder -
Kitchen

√

13 IMPORTANT: Please
Update Your AOL
account

√

14 New member in our
administrative team

√

15 Confirmation: Payment
Received

√

16 Sorry missed your call -
will call you this
weekend

√
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Figure 6.7: Mean correctness for identifying phishing-account (left) and legitimate-link (right) emails before
training, immediately after training, and after a one-week delay. Left figure shows that participants in the
embedded condition did significantly better immediately and after a delay than participants in the other
conditions. Right figure shows that training does not increase the false positive error.

Participant scores and behavior

For each participant, we calculated a score between 0 and 7 on each email set. To determine the
score, we counted the number of correct decisions that participants made about both the spam
email and the set of emails that contained links. We counted a decision about a legitimate email
as correct if the participant clicked on the link and performed the requested action. We counted a
decision about a phishing email as correct if the participant did not click on the link in that email.
We counted a decision about a spam email as correct if the participant did not open the email. We
also calculated the percentage correct for each participant and each type of email in each set.

Before the training, we found no significant difference (t = 1.48, p-value = 0.17) in scores for the
phishing-account messages in email sets A and C, indicating that they were of similar difficulty.
Within each group, we found no significant difference between the scores for the two phishing-
account emails that the participants received (proportion test: A group, p-value = 0.37, and C
group, p-value = 0.32). This shows that the phishing-account emails presented in each group did
not differ significantly.

Among the seven participants excluded from the analysis because they did not look at the training
materials, three were in the non-embedded condition and four were in the embedded condition.
Among the four in the embedded condition, two participants did not open the training email
and two of them did not click on the link in the email. None of the three participants in the non-
embedded condition who did not look at training materials opened the email. The total correctness
score for participants who did not look at the intervention was 6.33 for the embedded condition
and 6.25 for the non-embedded condition. We found a significant difference between the scores of
people who saw the training and people who did not see the training material. The responses of
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these seven participants are not included in the analysis discussed in this section.

We found no significant correlation between phishing susceptibility and the demographic informa-
tion we collected. For instance, there was no significant correlation between participants’ age and
total scores (Pearson coefficient r = 0.30, p-value = 0.13). There was no significant correlation
between emails received per week (excluding unsolicited) and total scores (Pearson coefficient r =
0.02, p-value = 0.92). There was no significant correlation between shopping online in the last six
months and total scores (Pearson coefficient r = -0.12, p-value = 0.56). There was no significant
correlation between hours of Internet usage per week and total scores (Pearson coefficient r = 0.24,
p-value = 0.22). There was also no significant difference in scores between males and females (t =
-1.1, p-value = 0.29). The mean score for males was 4.27 (s.d = 1.19, var = 1.42) and the mean
score for females was 4.71 (s.d = 0.69, var = 0.47). We also observed no significant difference
between the non-embedded condition and the control condition (details in Figure 6.7).

Learning

In this section we assess how much users learned as a result of the interventions.

User performance : To test hypothesis 1, we evaluated the effectiveness of the training by looking
at the percentage of correct responses for each participant. This evaluation was performed in each
condition for phishing and legitimate-link emails both before and after the training.

Participants in the embedded and non-embedded conditions did not perform significantly differently
when it came to correctly identifying phishing-account emails before the training (two sample t-
test: df = 26, p-value = 0.19). However, those in the embedded condition performed significantly
better than those in the non-embedded condition immediately after training (two sample t-test:
df = 26, p-value < 0.01), as shown in Figure 6.7. At that time, those in the embedded condition
improved their performance significantly (paired t-test: t = -3.61, df = 13, p-value < 0.01), while
those in the non-embedded condition did not (paired t-test: t = -1.15, df = 13, p-value = 0.27).
There was no significant difference between the control condition and the non-embedded condition
both before and after the training. There was also no significant difference between the suspicion
condition and the non-embedded condition both before and after the training.

Participants in the embedded and non-embedded conditions did not perform significantly differently
when it came to correctly identifying legitimate-link emails before or after the training, as shown
in Figure 6.7. There was no significant difference in mean correctness before and immediately after
the training for embedded (paired t-test: t = -1, df = 13, p-value = 0.34) and non-embedded
conditions (paired t-test: t = -1.47, df = 13, p-value = 0.17). Similarly, there was no significant
difference for mean correctness between the non-embedded and control conditions or between the
non-embedded and suspicion conditions.
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These results supported Hypothesis 1, demonstrating that embedded training increases users’ ability
to detect phishing-account emails while non-embedded training does not. No form of training had
significant impact on users’ ability to recognize legitimate emails.

Time spent in reading the intervention : One approximate measure for how closely people read
the training materials is the time they spend looking at the materials. Learning science suggests
that users exposed to training materials for more time may learn more [198]. We measured the
time participants spent on the training materials in each condition. There was significant difference
(two sample t-test: t = -3, df = 26, p-value < 0.01) between the embedded condition (min = 21
seconds, max = 240 seconds, avg = 97 seconds) and the non-embedded condition (min = 2 seconds,
max = 100 seconds, avg. = 37 seconds). This shows that participants in the embedded condition
spent significantly more time reading the training material than participants in the non-embedded
condition. We also found significant correlation between time spent reading the training material
and both the total scores immediately after the training (Pearson coefficient r = 0.6, p-value <

0.01) and the scores after the delay (Pearson coefficient r = 0.44, p-value = 0.02).

Retention and transfer

In order to measure retention and transfer, we asked participants to come back for a second part of
the study. We requested that they come back exactly 7 days after part 1. However, not all of the
participants came back in exactly seven days. The participants from the non-embedded condition
came an average of 7.5 days apart (min = 6, max = 9, s.d = 0.94, var = 0.88). Embedded
condition participants on average came back after 7.2 days (min = 6, max = 9, s.d = 0.80, var =
0.64). Control condition participants on average came back after 7.1 days (min = 6, max = 9, s.d
= 0.7, var = 0.5). Suspicion condition participants on average came back after 7.1 days (min = 6,
max = 8, s.d = 0.7, var = 0.5). There was no significant difference in days apart between the four
conditions.

Overall performance after a delay : In order to measure overall user performance after the one-
week delay, we compared correctness percentages for phishing-account and legitimate-link emails
before training, immediately after training, and after a one-week delay. As shown in Figure 6.7, par-
ticipants in the embedded condition performed significantly better then those in the non-embedded
condition even after the one-week delay (two sample t-test: df = 26, p-value < 0.01). Participants
in the embedded condition performed significantly better after the delay than they had before
training (paired t-test: t = -2.51, df = 13, p-value = 0.02); participants in the non-embedded group
failed to improve their performance (paired t-test: t = -0.43, df = 13, p-value = 0.67). In both
conditions there was no significant difference between performances immediately after the training
and after a delay of one-week. Participants in the control and suspicion condition did not perform
significantly better after the delay than they had immediately after training.
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As shown in Figure 6.7, participants in the embedded, non-embedded, suspicion and control con-
ditions did not perform significantly differently in correctly identifying legitimate-link emails after
the delay. There was no significant difference in mean correctness between performances before the
training and performances after the delay in all four conditions.

These results suggest that users were able to correctly identify phishing and legitimate emails better
in the embedded condition than in the non-embedded, suspicion and control conditions even after
a one-week delay.

Retention : During the study, an email was sent that appeared to be from Amazon, with the
subject “Revision to your Amazon.com information.” This email asked the user to update the
personal information on their Amazon account. To measure retention, we used an email from
Citibank that was similar to the Amazon email; this email asked users to update their personal
information for the account. There was a significant difference between participants from the
non-embedded and embedded training conditions when it came to correctly identifying the email
from Citibank as phishing email (two sample t-test: df = 26, p-value < 0.01). There was also
significant difference between the embedded condition and the control and suspicion conditions.
This result lent support to Hypothesis 2. Only 7% of participants identified the email correctly in
the non-embedded, suspicion and control conditions, while 64% of participants identified the email
correctly in the embedded condition. One of the participants in the embedded condition mentioned
that “I remember reading last time that thing [training material] said not click and give personal
information.”

Transfer : To measure the knowledge transfer, we used an phishing-account type email that asked
participants to reactivate their eBay account. This email type is different from the Amazon account
email that they received. We found significant differences between the non-embedded and the
embedded training conditions in terms of correctly identifying the eBay email as a phishing attack
(two sample t-test: df = 26, p-value < 0.01). This result lend support to Hypothesis 3. Only
7% of the participants identified the email correctly in the non-embedded, suspicion and control
conditions, while 64% of the participants identified the email correctly in the embedded condition.
One of the participants in the embedded condition mentioned that “PhishGuru said not to click
on links and give personal information, so I will not do it, I will delete this email.”

Cognitive Reflection

As mentioned earlier, we included Frederick’s three-question Cognitive Reflection Test (CRT) in the
pre-screening survey. The raw CRT score ranged from 0 to 3, with “0” indicating that the subject
did not answer any of the three questions correctly and “3” indicating that the subject answered
all three correctly. The mean CRT score was 1.2 and s.d. = 0.9. We dichotomized the CRT score
by converting CRT scores of 0−1 to “low CRT group” and 2−3 to “high CRT group.” We had 33
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subjects in the low CRT group and 23 in the high CRT group. There was no significant difference
between the means of each of the four conditions. We also found no significant correlation between
the age of the participants and the CRT score (Pearson coefficient r = −0.2, p-value = 0.4).

We tested the cognitive reflection hypotheses by comparing the proportion of individuals in the two
CRT groups (high and low) who clicked on the phishing-account and phishing-no-account emails
prior to training; to do this, we used a test of two proportions. For Hypothesis 4, we predicted
that the high CRT group had a lower probability of clicking on the phishing email sent by from
the company with whom they had an account. Using a test of 2-proportions, we found a difference
in the predicted direction; however, the statistical analysis suggested that this difference between
the proportion of the low CRT group (0.85) and the high CRT group (0.68) who clicked on the
phishing email is not significant (proportion test: p-value = 0.14). This result rejects Hypothesis
4.

In the case of Hypothesis 5, we expected that subjects who had higher CRT scores would be
more likely to click on the phishing-no-account emails prior to training. We made this conjecture
because if higher CRT scores correlate with more risk-taking, then high CRT subjects should be
more likely to click on unexpected emails (given the Bobby Smith storyline). In the sample, the
high CRT group had a higher probability of clicking on the phishing-no-account e-mails than those
in the high CRT group, 0.43 versus 0.04, respectively. A test of 2-proportions suggests that the
difference in proportions was significant (p-value < 0.01). These results indicate that those with
high CRT scores are more likely to click on phishing-no-account e-mails than those with low CRT
scores. This result lends support to Hypothesis 5. It does not mean that those who are more
“cognitively reflective” are more likely to fall for phishing attacks, but may suggest that they are
more inclined to “play with fire.” In a novel situation, they may be more inclined to experiment
with unknown e-mails than those with lower CRT scores. However, this may or may not suggest
that those with high CRT scores are more likely to be “burned.” In a real situation, although they
may be curious about the e-mail, its content, and the website it links to, they may not necessarily
enter their personal information on a website they do not trust. Nevertheless, clicking on the email
may expose individuals to other types of security threats such as viruses.

Observations

Participants in all conditions identified spam emails correctly most of the time, not even opening
them. Almost all (93%) of the participants identified the spam email correctly before training in
all conditions. One of the participants who opened the spam email was curious about it (subject
of the email: “Fw: Re: You will want this Job”). Another participant said “Oh, it is offering me a
job, might be interesting, let me see it.” There was no significant difference within the conditions
for before training, immediately after training, and after a delay. There was also no significant
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difference between the conditions in any of the states.

Among participants, there was a significant difference in correctness for the phishing emails from
organizations they had an account with (phishing-account) and those with whom they did not have
an account (phishing-no-account). There was a significant difference between the phishing-account
and phishing-no-account emails within the conditions before the training. One of the common
reasons mentioned by the participants for not opening or for deleting the phishing-no-account
emails is “I don’t have an account with this organization.” In particular, one of the participants
mentioned, “I don’t have account with Barclays, how did they get my email address, and why are
they sending emails asking me to update my information?”

We observed that participants in the embedded condition were motivated to read the training
material longer than those in the non-embedded condition. One participant mentioned, “I was more
motivated to read the training materials since it was presented after me falling for the attack.” This
quote succinctly captures the motivation behind the embedded training methodology, which makes
training part of users’ primary task. Another participant in the embedded condition mentioned,
“Thank you PhishGuru, I will remember that [the 5 instructions given in the training material].” In
general, participants who spent time reading the training material liked the design. One participant
who was not aware that URLs could be misleading looked at the arrow pointing to the first n in
anazon.com (Figure 6.6) and said, “That is scary, I will be careful in the future. That [instruction]
is good to know.” The non-embedded condition however, did not inspire the same motivation as
the embedded condition. As one of the participants commented “This [image in the email] looks
like some spam.” Another participant mentioned “I dont know why Amazon would send me such
[intervention] in the email.”

6.2.5 Discussion

In this section we showed that: (1) users learned more effectively when the training materials were
presented after they fell for the phishing attack (embedded) than when the training materials were
sent by email (non-embedded); (2) users retained more knowledge when they were trained with
embedded training than when they were trained with non-embedded training; (3) users transferred
more knowledge about how to avoid phishing attacks when they were trained with embedded
training than when they were trained with non-embedded training; (4) users with high and low
Cognitive Reflection Test (CRT) scores had an equal likelihood of clicking on links in the phishing
emails from organizations they had an account with (phishing-account emails); and (5) users with
high CRT scores were more likely than users with low scores to click on links in emails from
organizations that they did not have an account with (phishing-no-account emails); these users
may have been motivated by curiosity.

The results from the study supported hypotheses 1, 2, 3 and 5, and rejected hypothesis 4. Results
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from this study contradicted the conventional wisdom that it is hard to train novice users about
security. The results are consistent with the findings of learning science, which suggest that users
can be trained if the training methodology is systematically designed and applies learning science
principles.

These results strongly suggest that sending instructional materials through email (non-embedded)
does not motivate users to spend time reading them. We believe this is because people do not
understand why they are receiving such emails and so delete the emails with the instructions.
The results also suggest that users are motivated to learn when training materials are presented
after users fall for phishing emails (that is, when users click on the link in the email). We believe
this is because the embedded methodology directly applies the principles of learning-by-doing and
immediate feedback.

These results suggest that users can retain and transfer knowledge if they are motivated to read
training materials. After seven days, participants in the embedded condition retained learned
knowledge better than participants in the non-embedded condition. This may suggest that inspiring
motivation by making users fall for phishing emails influences their retention of knowledge. We
also found that participants in the embedded condition were able to transfer their knowledge to
a situation different from the training situation better than participants in the non-embedded
condition. This suggests that when users receive frequent training on phishing emails, they should
be able to identify other types of phishing emails.

In the post-study discussion with participants, almost all participants liked the comic script inter-
vention design we used for this study. We attribute this to the learning science principles (learning-
by-doing, immediate feedback, contiguity, personalization, and story-based agent) we applied when
creating the design.

According to our analysis, users with high and low CRT scores were equally likely to click on links
in the phishing emails from organizations they had an account with. This analysis also found that
participants with high CRT scores were more likely to click on phishing emails from an unknown
source. This result indicates that it may be appropriate to train the high CRT score group to not
click on links from unknown sources.

In this chapter, using laboratory studies, we showed that PhishGuru effectively trains users to
identify phishing emails immediately after being trained and after 7 days. We also showed that
users retained more knowledge when they were trained with PhishGuru than when they were
trained with non-embedded training. Using the lessons learned from these two laboratory studies,
we conducted two real-world studies, which are discussed in the next chapter.
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Chapter 7

Real World Evaluation of PhishGuru

As discussed in Chapter 6, prior laboratory studies showed that PhishGuru, an embedded training
system, is an effective way to teach users to identify phishing scams. However, laboratory studies
are unable to fully replicate real world conditions: they may lack ecological validity and fail to
sufficiently approximate real-world situations. This in turn may impact external validity – that is,
the ability to make generalized inferences from the results [29].

Laboratory studies are very helpful to researchers who wish to understand user behavior in a
given situation. However, most laboratory studies have tradeoffs and face validity challenges: they
contend with both ecological (whether the methods, materials, and settings are similar to real life)
and external (whether the results are generalizable) validity issues [29]. Laboratory studies in the
context of phishing also grapple with ethical issues: how much the researcher should inform the
participant about the study and how much deception is acceptable [95, 100]. In one laboratory
experimental setup, researchers showed that people who role-play behave differently than people
who use their own credentials [173].

Few real world studies of users’ behavior in the context of phishing have been conducted; even fewer
real world studies have been conducted to evaluate the effectiveness of anti-phishing training. Real
world evaluations of anti-phishing training that have been conducted involved classroom and office
training as well as training delivered via an online game [181]. Real world studies have been used to
evaluate participants’ susceptibility to phishing, but not to evaluate the effectiveness of training [64,
90, 151]. To develop effective countermeasures for phishing, researchers must understand users’
behavior in real world settings. Even though real world studies provide richer data, it can be
difficult to control a real-world study setup due to the many sources of variability [168]. It can also
be difficult to make arrangements for a real-world study, especially when it requires a company to
cooperate by providing access to employees or customers. Companies may not grant desired access
or permit publication of study data or results. Real world studies also pose ethical challenges, as
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they must often be conducted without obtaining prior consent from individual participants [95,100].

The focus of this chapter is to build on earlier PhishGuru laboratory studies by conducting two
studies in a real world setting. In Section 7.1, we discuss a study conducted with employees of a
Portuguese company. In Section 7.2, we discuss a study administered among the staff, faculty, and
students of Carnegie Mellon University.

7.1 First evaluation: Portuguese company

This section is largely a reproduction of a paper co-authored with Steve Sheng, Alessan-
dro Acquisti, Lorrie Cranor, and Jason Hong and published at e-Crime Researchers
Summit 2008 [113].

In this section, we focus on the study conducted with a Portuguese company. The remainder of
this section is organized as follows: In Section 7.1.1, we describe the study setup and participant
demographics. In Section 7.1.2, we present the hypotheses that guided this study. In Section 7.1.3,
we present the results of the evaluation, demonstrating that PhishGuru effectively educates people
in the real world. In Section 7.1.4, we discuss the effect of training people in the real world.

7.1.1 Study setup and participant demographics

This study was conducted at a large Portuguese company. All emails and training materials were
translated into Portuguese. All participants in the study worked on the same floor of an office build-
ing, but came from different departments: administration, business, design, editorial, management,
technical, and others.

The study included three conditions: “control,” “generic training,” and “spear training.” Partic-
ipants in the control condition did not receive any training. Participants in the generic training
condition received a simulated spear phishing email (targeted phishing email) and saw generic phish
training material (Figure 7.1) when they clicked on a link in the email. Participants in the spear
training condition received a simulated spear phishing email and saw spear phish training material
(Figure 7.2) when they clicked on a link in the email. We assigned 111 employees to the control
condition, 100 to the generic training condition, and 100 to the spear training condition. Table 7.1
presents the demographics of the study participants.

The company we worked with was primarily interested in studying the vulnerability of their em-
ployees to spear phishing emails, so we used spear phishing emails for all simulated phishing emails
in this study. Targeted spear phishing attacks have been more successful than generic phishing
attacks at conning people and causing damage to companies and individuals.
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Figure 7.1: Generic intervention in Portuguese. English version presented in Figure 7.3.

Figure 7.2: Spear intervention in Portuguese. English version presented in Figure 7.4.
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Figure 7.3: Generic intervention. English version of Figure 7.1.

Figure 7.4: Spear intervention. English version of Figure 7.2.
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Table 7.1: Participant demographics.

Control
Condition
(N=111)

Generic training
condition
(N=100)

Spear training
condition
(N=100)

Gender
Male 77% 27% 67%
Female 23% 73% 33%
Areas of work
Administration 1% 1% 1%
Business 2.7% 5% 9%
Design 5.4% 3% 7%
Editorial 4.5% 5% 7%
Management 22.5% 19% 20%
Technical 39.6% 36% 35%
Others 24.3% 31% 21%

In total, participants received four emails during the study: three simulated spear phishing emails
and one legitimate email containing a link. The spear phishing emails and the legitimate email
were all based on actual emails that the company had received or the kind of emails that the system
administrators were worried about.

The first email employees received was a training email (Train) delivered on day 0 to employees in
the generic and spear conditions. It was a spear phishing email that asked employees to log into
the corporate network by clicking on a link and entering their user name and password. When
employees clicked on the link in this email, they were taken to the training material corresponding
to the condition they were in. Participants in the generic training condition saw the generic phish
training message shown in Figure 7.1, while participants in the spear training condition saw the
spear phish training message shown in Figure 7.2.

The second email (Test 1) was designed to measure the knowledge employees acquired through our
training materials. In order to compare trained and untrained employees, this email was sent to
employees in all conditions. To measure immediate effectiveness, this email was sent on day 2 of
the study. This simulated spear phishing email said that the recipient’s internal network password
had expired and asked them to click on a link and change their password. When employees clicked
on the link in this email, they were taken to a fake phishing website that looked the same as the
real website and was hosted on a similar-looking domain name.

The third email (Test 2), which was designed to measure retention, was sent on day 7. As in Test 1,
this email was sent to participants in all conditions to compare the trained and untrained employees.
This email asked employees to click on a link and update their communication information for
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internal corporate communication purposes. When employees clicked on the link they were taken
to a phishing website that looked the same as the real website and was hosted on a similar looking
domain name.

We also wanted to find out if training increases participants’ concern level to such a high degree
that they stop clicking on any links, even legitimate ones. Testing this possibility, we sent a
legitimate email with a link (Test 3) on day 10 to all participants in all conditions. This email
asked employees to click on a link to read the company’s updated security policy. When employees
clicked on the link, they were taken to a legitimate webpage with the updated security policy.
Table 7.2 summarizes all emails, email types, days on which the email was sent, conditions under
which the emails were delivered, and relevant features of the email.

The phishing websites that participants saw when they followed the links in the spear phishing
emails were exact replicas of real company websites. However, they were hosted on a domain that
looked similar to but not the same as the company’s domain. All replicated websites were completely
functional and allowed employees to submit information. So that only company employees could
access the training materials and fake phishing websites, these websites were hosted in a way that
only granted access to IP addresses coming from the company’s domain. This also helped us
identify the IP address and thereby the user from whose machine the request had come. The
company tracked all of this information; for privacy reasons, we did not receive specific details like
the IP address, etc. from the company. We tracked the clicks to the phishing websites and the
training materials, as well as the information submitted to the phishing websites.

To make sure the employees received the emails that were part of the study, system administrators
bypassed the corporate email filters and placed them in participants’ inboxes.

All participants were asked to complete a post-study survey on day 20. The survey consisted of
questions regarding (1) the interest level of participants in receiving such emails in future; (2)
participants’ feedback on the training; and (3) participants’ feedback on the instructions.

7.1.2 Hypotheses

In this section we introduce three hypotheses which informed the study.

Replicating laboratory study results

Earlier laboratory studies have shown that a large percentage of participants who click on links in
simulated emails proceed to give some form of personal information to the phishing website. As
seen in Chapter 6, this percentage was around 90% in laboratory studies. The goal here was to
investigate whether this holds true in a real world setting. This result may show that people have
to be trained to not click on links; otherwise, there is a low probability that they will click on links
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Table 7.2: Summary of emails sent to study participants.

Emails Type Day of
sending

Conditions Relevant features of the email

Train Spear
phishing

Day 0 Generic and
spear

Asked user to enter their user
name and password in order
to use the corporate network

Test 1 Spear
phishing

Day 2 All Told user their internal
network password had
expired; asked them to
change their password

Test 2 Spear
phishing

Day 7 All Asked user to update their
communication information

Test 3 Legitimate
with link

Day 10 All Asked user to read the
company’s updated security
policy

and not go on to give personal information to phishing websites.

Hypothesis 1: In the real world, a large percentage of people who click on links in
simulated emails go on to provide some form of personal information.

An earlier laboratory study (discussed in Section 6.2) showed that users learn, retain, and transfer
effectively when training materials are presented after they fall for a phishing attack. The goal here
was to investigate whether this was true in a real world setting.

Hypothesis 2: PhishGuru (embedded training) effectively trains people in the real
world.

To evaluate the effectiveness of PhishGuru, we calculated the following: (1) percentage of partic-
ipants who clicked on a link in phishing emails and gave information to fake phishing websites
immediately after training; (2) percentage of participants who clicked on a link in phishing emails
and gave information to fake phishing websites 7 days after training; and (3) percentage of partic-
ipants who clicked on a link in legitimate emails after training.

Generic and spear training instructions

The content of training materials affects the way people learn and reproduce knowledge. Re-
searchers have shown that people make better decisions if the testing situation is the same or
similar to the training situation and training materials than if the testing situation is different [44].
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To investigate the effect of this difference in the instructions, we developed one set of anti-phishing
instructions that were generic and another specific to spear phishing emails. Figure 7.1 and Fig-
ure 7.2 have the same content except for the instructions in the lower pane of the material. As
the training materials used in the study were in Portuguese, the translated English version of the
instructions is given in Table 7.3. The English version of the messages is given in Figure 7.3 and
Figure 7.4.

Hypothesis 3: People trained with spear training material can better identify spear
phishing emails than people trained with generic training material.

Table 7.3: Translated English version of the instructions in the training materials.

Generic training instructions Spear training instructions
1.Never click on links within emails. 1.Never click on links within emails that

appear to be requesting corporate or financial
information.

2.Never give out personal information
upon email request.

2.Never give your corporate or financial
information over the email, no matter who
appears to have sent it.

3.Find and call a real customer service
center.

3.If an email looks suspicious or you are
uncertain about whether to respond, call the
person who sent it.

4.Type in the real website address into
a web browser.

4.Report any suspicious email that could be
spear phishing to sysadmin@company.com.

5.Always be wary of suspicious web-
sites.

5.Type in the real website address into a web
browser.

7.1.3 Results

In this section we present the results of the study. The results from this study supported Hypotheses
1 and 2, but not Hypothesis 3. We found that a large percentage of the participants who clicked
on links in simulated emails gave away some form of personal information to the fake phishing
websites that were part of the study. We found that participants in the training conditions made
significantly better decisions after the training than they did before the training. Results from
this study suggest that users retained knowledge gained from PhishGuru for at least 7 days after
the training. However, the difference in the instructions in the training materials did not have a
significant effect on the participants’ ability to identify phishing emails. Surprisingly, the results
also suggest that PhishGuru training could effectively train other people in the organization who
did not receive training messages directly from the system. The complete decision tree for all three
conditions is given in Figure 7.5, Figure 7.6, and Figure 7.7.
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Table 7.4: Percentage of participants who clicked on the training link, only clicked, and clicked and gave
information on other emails.

Conditions Clicked on
link in
training
email on
day 0

Clicked on
link on day
2

Clicked on
link and
gave
information
on day 2

Clicked on
link on day
7

Clicked on
link and
gave
information
on day 7

Control N/A 20 % 19 % 17 % 15 %
Generic
training

42 % 17 % 15 % 14 % 12 %

Spear train-
ing

39 % 14 % 12 % 17 % 14 %

Giving away personal information

In this study, we found that a large percentage of participants who clicked on links in simulated
phishing emails went on to give some form of personal information to the phishing websites. The
system administrators in the company who helped us conduct the study had access to the infor-
mation that was entered into phishing websites. They were able to check the usernames and other
details that were entered. We found that 88% of the participants who clicked on links went on
to give some form of personal information to the fake phishing websites. In the earlier laboratory
studies, we found that 90 to 93 percent of participants who clicked on links gave their personal
information to fake phishing websites (Chapter 6). Table 7.4 gives the percentage of participants
in each condition who clicked on a link in phishing emails; it also lists the percentage who clicked
and gave information to fake phishing websites.

Phishing emails

We found that PhishGuru training led participants to make better decisions relating to phishing
emails they received as part of the study. Before training (see Table 7.4), there was no significant
difference between the generic (42%) and spear (39%) training conditions in the percentage of
participants who clicked on the link in the phishing email and gave information (two sample T-test,
p-value = 0.6). This shows that, before the training, participants were at the same level in both
conditions.

In both training conditions (generic and spear), participants made better decisions immediately
after training. We found that (see Table 7.4), in the generic condition, the percentage of participants
who clicked and gave information dropped significantly, from 42% on day 0 to 15% on day 2 (paired
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Figure 7.5: Decision tree for control condition. It presents the percentage of employees who clicked on links
in the email and gave information and the percentage of employees who did not click on links.

T-test, p-value < 0.01). In the spear training condition, the percentage also decreased significantly,
from 39% on day 0 to 12% on day 2 (paired T-test, p-value < 0.01).

Trained participants (who clicked on the link in the Train email and saw the training materials)
retained the knowledge gained from PhishGuru training for at least 7 days. Table 7.5 lists the
percentage of trained participants who clicked on the link and gave information. The untrained
group includes participants from both the generic training and spear training conditions who did
not see the training materials. As Table 7.5 shows, participants in the generic training (Paired T-
test, p-value = 0.55) and spear training (Paired T-test, p-value = 0.67) conditions did not perform
significantly worse on day 7 than they did on day 2.

We found that a significant number of trained participants correctly identified both test emails.
Table 7.6 shows the percentage of control, trained, and untrained participants who identified day
2 and day 7 emails correctly. The untrained group includes participants from both the generic
and spear training conditions who did not see the training materials because they did not click on
the link in the first phishing email. In the trained conditions, a significant number of participants
identified both emails correctly. We believe that additional training with a second training email
could further improve the percentage of participants able to correctly identify both emails. Results
also showed that untrained participants identified phishing emails better than trained participants.
This suggests that most of these untrained participants did not need the training they did not
receive.

104



Figure 7.6: Decision tree for generic condition. It presents the percentage of employees who clicked on links
in the email and gave information and the percentage of employees who did not click on links.
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Figure 7.7: Decision tree for spear condition. It presents the percentage of employees who clicked on links
in the email and gave information and the percentage of employees who did not click on links.
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These results demonstrate that participants in the generic and spear training conditions were able
to make better decisions immediately after being trained and that they were able to retain the
knowledge for at least 7 days.

Table 7.5: Percentage of participants who clicked on link on day 0, and percentage who clicked on the link
and gave information on day 2 and day 7.

Day 0 Day 2 Day 7
Generic trained 100 % 19 % 12 %
Spear trained 100 % 18 % 15 %
Untrained 0 % 10 % 13 %

Table 7.6: Percentage of participants correctly identifying (who did not click on the link in the email) the
day 2 and day 7 emails. The untrained group includes participants from both training groups who did not
actually receive training.

Conditions Identified 2 emails
correctly

Identified 1 email
correctly

Identified 0 email
correctly

Control 58.2 % 32.8 % 8.9 %
Generic trained 70.4 % 18.5 % 11.1 %
Spear trained 65.2 % 30.4 % 4.3 %
Untrained 73.4% 22.8 % 3.8 %

Legitimate emails

We do not have enough data to conclude whether or not training increased the concern level of
the participants so much that they refrained from clicking on any email links, even legitimate ones.
Legitimate organizations and people often send legitimate links through emails; as such, not clicking
on legitimate links may inconvenience the user. Only three employees across all three conditions
clicked on the link in the legitimate email sent on day 10. To verify this behavior, we sent another
legitimate email on day 14 from the marketing team, with a link to a company sales report. Again,
only three employees across all conditions clicked on the link. There was no difference between the
control and training (generic and spear) conditions. This suggests that the behavior may not be
the effect of training, but rather the normal behavior of employees in this company towards such
corporate emails.

The content of the training and testing emails used in the study has to be properly designed to
provide incentives for the participants. Employees may not read email messages unless they are
very relevant or involve something with severe consequences. Since we do not have enough data on
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how participants respond to legitimate emails, we cannot support or reject this part of Hypothesis
2. We further investigated the effect of training on legitimate emails in the second real-world study
(Section 7.2). We found that training users to recognize phishing emails using PhishGuru does not
make them more likely to identify legitimate emails as phishing emails.

Generic vs. spear instructions

Results suggest that the difference in the instructions in the training materials did affect partici-
pants’ ability to identify phishing emails. Table 7.4 shows that the percentage of participants who
clicked on the link and gave information on day 2 differed non-significantly between the generic
training condition and spear training condition (two sample T-test, p-value = 0.53). The difference
on day 7 was also insignificant (two sample T-test, p-value = 0.67). In Table 7.5, we examine only
those participants in the generic and spear conditions who actually received training, finding that
there was no significant difference between the trained conditions for the test email on day 2 (two
sample T-test, p-value = 0.8) or day 7 (two sample T-test, p-value = 0.7). This suggests that
participants don’t gain anything by seeing specific instructions rather than generic ones.

Using both the total percentage of participants clicking on the link on day 0 (see Table 7.4) and
the percentage of employees who clicked on the link on day 2 and day 7 (see Table 7.5), we found
no significant difference between employees in the generic and spear conditions in their ability to
identify phishing emails. Thus, we must reject Hypothesis 3. However, we believe this hypothesis
warrants further investigation. A more substantial difference in the instructions between the generic
and spear training might produce a significant effect. In addition, because all of the participants in
this study worked on the same floor of an office building, we are concerned that participants across
conditions may have shared training materials with each other. Further investigation is needed to
understand the influence of interventions on decision making.

Observations

We have anecdotal evidence that employees discussed the study among themselves and with their
system administrators, and we believe this had an impact on the results. Although only 50 employ-
ees clicked on the training material link, the logs show that the material was downloaded 95 times
during the study (which means that some employees viewed the training material multiple times).
Some people may have shown the training to colleagues in other conditions. This likely caused par-
ticipants in the control condition to make correct decisions on day 2 and day 7, even though they
received no direct training. However, they may have received indirect training when participants
in the training conditions told them about their training or showed them the training messages.
We have anecdotal evidence that employees did not receive any other information about phishing
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from the company and that there was no drastic incident that could have influenced employees to
change their behavior during the study. This suggests that PhishGuru training can effectively train
people who are not part of the study — and that, in general, it may be good enough to train a
subset of employees who, in turn can influence other employees in the company. Researchers have
shown that physical proximity and social structure may trigger information flow [31]. We attribute
the study’s result to the way the employees were seated in the company – all employees were on
the same floor. Further investigation may explain this phenomenon better.

Job type did not have any influence on participants’ ability to identify phishing emails before
or after training. In particular, we compared technical and non-technical job types. Before the
training, the percentage of participants in the generic training condition who clicked on the link
and gave information was the same (42%) for technical and non-technical employees. For the spear
condition, this percentage was 48% for technical and 34% for non-technical participants. This
difference was statistically insignificant (two sample T-test, p-value = 0.16). Similarly, we found
no significant difference between technical and non-technical employees after the training.

We found no significant difference in susceptibility to phishing emails between male and female
employees (Two sample T-test, p-value = 0.76). Other researchers have found similar results
[53,110,181].

We circulated a post-study questionnaire to participants to get their feedback about PhishGuru
training and the training materials. Unfortunately, none of the employees turned in their completed
questionnaire. We addressed this in the real-world study discussed in Section 7.2 and got a good
response from the participants.

7.1.4 Discussion

The study results supported Hypothesis 1 and Hypothesis 2 (for phishing emails, with further
investigation needed for the legitimate emails). Further research is needed to investigate Hypothesis
3.

In this section, we have presented the first empirical evaluation of embedded training methods
that teach people about phishing during their normal use of email in the real world. We showed
that in the real world: (1) a large percentage of people who click on links in simulated emails
proceed to give some form of personal information; (2) PhishGuru training, a form of embedded
training, effectively trains people (3) users retain knowledge for at least one week when trained
with embedded training; (4) people trained with specific spear training instructions cannot identify
spear phishing emails any better than people trained with generic training instructions.

Results from this study were consistent with earlier laboratory studies that demonstrated the effec-
tiveness of the PhishGuru embedded training system. The results suggested that a large percentage
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of people who clicked on links in emails proceeded to give some form of personal information. We
found the same results in one of our laboratory studies (Section 6.1). The results also strongly sug-
gested that PhishGuru effectively trains employees in the real world. In earlier studies, we showed
that users are more motivated to learn when training materials are presented after they fall for
phishing emails (when users click on the link in the email) than when they are simply sent instruc-
tional materials through email (non-embedded). In this section, we showed that users’ ability to
identify phishing emails improved after training. Due to a lack of data, we were not able to conclude
anything about legitimate emails in this study, but, in our next real-world study, we addressed this
and were able to collect data for legitimate emails. Results also suggested that employees retain
the knowledge they gain by reading training material for at least 7 days. We found similar results
in earlier laboratory studies (Chapter 6). Results from this study showed that a significant number
of participants identified both testing emails correctly, as compared to participants who identified
one or none correctly.

Seventy nine percent of the participants clicked and gave information before training in a laboratory
study, while 41% clicked and gave information in the real world. Seven days after training, this
percentage fell to 35% in the lab study and 13% in the real world. The observed differences between
the laboratory and real world studies may be due to a difference in participant demographics,
difference in language of the study materials (English versus Portuguese), or difference in the type
of simulated phishing emails used. It may also be due to the fact that real world participants use
their own credentials while those in the lab use fictitious details. Despite the initial differences,
participants in both the laboratory and real world study were able to learn from the training
materials.

Results from this study suggested that there is no significant difference between employees trained
through generic training instruction and spear training instruction when it comes to identifying
phishing emails. This may be due to the small sample size of employees who were trained and
who clicked on the link and gave information for the testing emails; the results also may have been
influenced by employees discussing the study among themselves. Employees discussing the topic
among themselves might not have been good for the study, but it does suggest that, by training a
subset of employees, a company can expect these trained employees to influence other employees
who were not part of the training. It would have been useful if we had more data to show this
effect, but this may be a good starting point for further investigation on the topic.

7.2 Second evaluation: Carnegie Mellon University

This section is largely a reproduction of a paper co-authored with Justin Cranshaw,
Alessandro Acquisti, Lorrie Cranor, Jason Hong, Mary Ann Blair, and Ted Pham. It is
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under review at a conference [108].

Based on the limitations and lessons learned from the study discussed in Section 7.1, we designed a
field trial with Carnegie Mellon University; for this study, we had better control over the experiment
and collected richer data. Details and results of the study are discussed in this section.

The remainder of the section is organized as follows: in Section 7.2.1, we discuss the recruitment
of participants and participant demographics. In Section 7.2.2, we present the study setup and
in Section 7.2.3, we present the hypotheses that guided the study. In Section 7.2.4, we present
the results of the evaluation, demonstrating that PhishGuru effectively educates people in the real
world. In Section 7.2.5, we present the challenges of conducting a field trial to study the effectiveness
of phishing interventions and the ways in which we addressed them. Finally, in Section 7.2.6, we
discuss the effect of training people in the real world.

7.2.1 Recruitment and demographics

We sent a recruitment email to all active CMU students, faculty, and staff Andrew email accounts1

with the primary campus affiliation listed as “Pittsburgh.” The email subject line read “Volunteers
Needed: Help Us Protect the Carnegie Mellon Community from Identity Theft,” and the email
content described both what would be required of participants and what data would be collected
from them. In addition, they were told that volunteers would be entered into a raffle to receive one
of five $75 gift cards. Willing participants were instructed to reply to the recruitment email or go
to a web link to opt in to the study. We also added “To verify the authenticity of this message,
visit the ISO2 Security News & Events at https://www.cmu.edu/iso” so that users could check
the legitimacy of the message. In total, we sent 21,351 emails and recruited 515 volunteers. The
Human Resources department at CMU provided us with the participant demographics presented
in Table 7.7.

Every person in the university was assigned a primary department, even if they were students with
double-majors or faculty with joint appointments. For the purpose of this study and analysis, we
looked only at their primary departments (listed as department in Table 7.7). As shown in Table 7.7
we grouped the 26 different departments into 7 academic department clusters and 3 non-academic
department clusters. For example, we grouped the Entertainment Technology Center and School
of Computer Science together as Computer Science.

1The Andrew account is the main email account given to all CMU community members.
2Information Security Office at CMU.
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Table 7.7: Percentage of people in the three conditions and percentage of people who fell on day 0 in each
demographic (N = 515).

% of control % of
one-train

% of
two-train

% who fell for
day 0 phish

Gender
Female 44.8 48.8 39.8 48.5
Male 55.2 51.2 60.2 50.7
Affiliation
Faculty 7.0 8.7 7.0 38.5
Staff 36.0 38.4 30.4 37.8
Students 56.4 52.9 62.6 58.6
Sponsored 0.6 0 0 0
Student year
Doctoral 13.4 17.5 12.3 52.7
Masters 19.8 19.8 21.7 56.2
Undergraduate 20.9 18.6 28.0 62.9
Miscellaneous 2.3 1.1 0 66.7
None 43.6 43.0 38.0 37.9
Department type
Academic 72.7 73.9 78.4 53.1
Administrative 24.4 24.4 19.3 39.3
Unknown 2.9 1.7 2.3 41.7
Academic
departments
IS and Public Policy 8.7 12.2 12.8 50
Humanities & Social
Sciences

7.6 8.7 8.1 59.5

Engineering 16.3 14.5 14.6 57.7
Fine Arts 4.6 6.4 3.5 48
Computer Science 16.3 14.5 18.7 48.2
Business 8.7 5.8 10.5 51.2
Sciences 10.5 11.6 11.1 52.6
Non-academic
departments
Computing Services
and Research

5.8 5.8 5.2 34.5

Administration 18.6 18.0 13.6 41.2
Other 2.9 2.3 1.8 50
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Table 7.8: Schedule of the emails including day of study, calendar date (2008), and type of emails sent out
that day. For example, on day 0, we sent test and legitimate emails to all participants.
Study
day

Day 0 Day 2 Day 7 Day 14 Day 16 Day 21 Day 28 Day 35

Date Nov 10 Nov 12 Nov 17 Nov 24 Nov 26 Dec 1 Dec 8 Dec 15
Type of
Emails
Sent

Train
and test,
then le-
gitimate

Test Test,
then le-
gitimate

Train
and test

Test Test Test,
then le-
gitimate

Post-
study
survey

7.2.2 Study setup

Five hundred and fifteen participants were randomly assigned to three conditions: “control,” “one-
train,” and “two-train.” There were 172 participants in control, 172 in one-train, and 171 in two-
train. As shown in Table 7.8, all participants, regardless of condition, were sent a series of 3
legitimate and 7 simulated spear-phishing emails over the course of 28 days. In the body of each
email was a simulated phishing URL. Clicking on this link resulted in different scenarios depending
on the study day and the participant’s condition. Participants in the one-train condition who clicked
on the URL on day 0 and participants in the two-train condition who clicked on the URL on day
0 and/or day 14, saw one or both (one on each day) of the anti-phishing training interventions
depicted in Figure 7.8. For all other study days in the one-train and two-train conditions, clicking
on the URL led to a simulated phishing webpage where an HTML form asked users to provide
private credentials. Participants in the control condition did not receive any anti-phishing training
as part of the study. When they clicked on the URLs, they were directed to simulated phishing
webpages. We tested participants twice after each training email for immediate retention (2 days)
and short-term retention (7 days). This data also helped us confirm the immediate and short-term
retention results from earlier studies (laboratory and real-world).

Table 7.9 presents an overview of the 7 simulated phishing emails sent to participants. Except for
the “Community Service” email—which proved to be a much less effective phishing lure than the
other messages—we found no difference in the rate at which participants fell for each of the emails
on day 0. However, to ensure that the aggregate response rates per day were not confounded by
the potential difference in natural response rates for individual emails, or by the interdependence of
response rates among the emails, we developed a counterbalancing schedule. The counterbalancing
schedule avoided these confounding issues by dividing the 515 participants randomly and equally
per condition among 21 different viewing schedules for the 7 emails. The critical property of the
21 schedules was that, for any given day of the study, each of the 7 emails was sent out to an equal
number of participants. This allowed us to compute the aggregate response rate for an entire day
by summing the responses to each of the emails sent that day. Since the proportions were constant
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Table 7.9: Summary of emails sent to study participants. In all emails, when the user clicked on the link
in the email, she was taken to a page where her user name and password was requested. The “Bandwidth
Quota Offer” email gave users an opportunity to increase their daily wireless bandwidth limit. The “Plaid
Ca$h” email contained instructions to claim $100 in Plaid Ca$h (money to be used at CMU vendors). The
remaining emails are sufficiently explained by the subject line. The legitimate email had “https” while all
others had “http” in the URL.

Email
type

Subject line Domain name in URL

Test/Train Bandwidth Quota Offer cmubandwithamnesty.org
Test/Train Register for Carnegie Mellon’s annual

networking event
carnegiemellonnetworking.org

Test/Train Change Andrew password andrewpasswordexpiry.org
Test/Train Congratulation - Plaid Ca$h idcardsforcmu.org
Test/Train Please register for the conference studenteventsatcmu.org
Test/Train Volunteer at Community Service Links communityservicelinks.org
Test/Train Your Andrew password alert andrewwebmail.org
Legitimate Earn Bonus Points #1: Win a Nintendo

Wii, $250 Amazon Gift Card or other
great prizes

cmu.edu

for all study days, different aggregate response rates across different days were comparable. To
counterbalance the training materials, half of the participants in the one-train condition received
intervention A (see Figure 7.8) and the other half received intervention B (see Figure 7.8). Similarly,
in the two-train condition, half of the participants received intervention A first and intervention B
second while the other half received intervention B first and intervention A second. We found no
significant difference in response rates among participants who received the training materials in
different orders or among those who received different training material.

All emails constructed for the study were emails that the CMU community might normally receive,
though they were not based on any information that a phisher would be unable to obtain from
public webpages. Based on the headers of the email messages participants sent us to sign up for
the study, we determined that a large fraction of the participants used Squirrel Mail, which by
default strips HTML from email messages. Therefore, we did not replicate the common phishing
tactic of using HTML to hide phishing URLs from users. All of the phishing messages displayed
the phishing URLs in the body of the messages. Figure 7.9 (Top) shows an example of an email
that was used in the study. This particular example asks the study participant to click on the link
to change their Andrew password.

We registered all of the domain names in the simulated phishing emails using legitimate credentials
(Table 7.9)—that is, a query to the associated “whois” database would show valid CMU affiliated
contact information. In this way, if participants were skilled enough, they could easily infer that
these domains were part of the study. Besides those shown in Table 7.9, we also registered another
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Figure 7.8: Above: Intervention A. One of the two training interventions used in the study. One half of
the participants in the one-train and two-train conditions received this training intervention on day 0. The
other half of the two-train condition received this on day 14. Below: Intervention B. The second training
intervention used in the study. The instructions are the same as in Intervention A, but the characters and
the story are slightly different. One half of the participants in the one-train and two-train conditions received
this training intervention on day 0. The other half of the two-train condition received this on day 14.
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Figure 7.9: A sample of simulated phishing emails and websites. Top: A sample of the simulated phishing
emails used in the study. The URL that appears in the email matches the target of the HREF statement.
Middle: One of the seven simulated websites. Using JavaScript, all of the form data the user submitted
was discarded prior to form submission. Bottom: “Thank you” webpage shown to the users when they gave
credentials on the webpage presented in Middle. Similar pages were presented for other simulated websites.
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10 similar-looking domains as backup.

Figure 7.9 (Middle) shows one of the simulated phishing websites. This example simulates the
standard password change scenario at CMU. The site asks participants to provide their User ID,
old password, and new password, and then to confirm their new password. All of the websites
used in the study collected some combination of user name and password in a similar fashion. As
shown in Figure 7.9 (Bottom), when participants submitted their information, they were taken to
a “thank you” page. Participants saw a similar sequence of webpages (“login” followed by “thank
you”) in all email scenarios.

To estimate the false positive rate, we measured the response rate to three legitimate emails sent
to study participants by the CMU Information Security Office (ISO). These messages were sent
to all participants on day 0, day 7, and day 28 after the test/training emails were sent. The
original recruitment email for this study was presented in the context of Cyber Security Awareness
Month. The three legitimate emails were announcements for an ongoing security related scavenger
hunt which had begun during Cyber Security Awareness Month and gave community members an
opportunity to gain points in return for specified security related tasks. The subject line of the first
email was “Earn Bonus Points #1: Win a Nintendo Wii, $250 Amazon Gift Card or other great
prizes.” The second and third emails had identical subjects, except that they were emails “#2” and
“#3,” respectively. The email itself indicated that the recipient needed to login with their Andrew
password to claim their bonus points. Clicking the link took them to the real “webiso login page”
(the standard log-in page for all CMU websites—the one that we spoofed in the phishing websites),
where they were asked to provide their username and password.

In order to track user responses, each participant was given a unique 4-character alpha-numeric
hash that was appended as a parameter to the URL of all emails participants received (e.g. in
one email, participant 9009 received a URL that ended with update.htm?ID=9009). The hash also
served as a mechanism to allow us to protect the identity of participants during data analysis. To
ensure that no sensitive data would be compromised, ISO did a complete penetration test on the
machine that was used to host the phishing websites. In addition, the simulated phishing webpages
were constructed so that no information was ever submitted to the webserver. Using JavaScript,
all of the form data the user submitted was discarded prior to form submission. To ensure that the
emails were not blocked by CMU spam filters, the machine from which the emails were sent was
put on a white list.

After all real and simulated phishing emails were sent, another email was sent to all participants
asking them to complete a post-study survey. The survey consisted of questions regarding: (1)
the interest level of participants in receiving such training in the future; (2) participants’ feedback
on the training methodology; (3) participants’ feedback on the interventions and instructions; (4)
whether participants remembered registering for the study; and (5) demographic information such
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Table 7.10: Percentage of participants who clicked and gave information on days 0 through 28. N is the
number of participants in each condition. Participants in the training conditions saw the interventions on
day 0 and therefore it is NA (not applicable) in the “G” column. We found no significant differences among
the click rates of participants across the three conditions on day 0 and among participants in the control
group on all days. C means “clicked” and G means “gave.”

Conditions N Day 0 Day 2 Day 7 Day 14 Day 16 Day 21 Day 28
C G C G C G C G C G C G C G

Control 172 52.3 40.1 51.2 39.5 48.3 40.7 54.1 41.3 44.1 30.8 41.3 25.0 44.2 30.8
One-train 172 51.7 NA 35.5 29.1 34.9 26.7 35.5 25.0 23.8 19.2 29.7 22.1 23.8 17.4
Two-train 171 45.0 NA 31.6 23.9 30.4 21.6 37.4 NA 29.2 21.6 26.9 18.1 25.6 17.5

as age. Two hundred and seventy nine of the participants completed the post-study survey. These
participants were distributed nearly equally across the three conditions (control = 31.5%; one-train
= 34.0%; two-train = 34.5%).

7.2.3 Hypotheses

In this section, we describe the hypotheses tested in this study. The goal in this study was to inves-
tigate whether PhishGuru helps people retain long term knowledge about phishing. In particular,
the aim was to study retention after 28 days.

Hypothesis 1: Participants in the training conditions (one-train and two-train) iden-
tify phishing emails better than those in the control condition on every day except day
0.

Earlier studies only tested the effectiveness of the training methodology when participants were
trained once. Learning science literature however, suggests that if people are provided with more
opportunities to learn, they tend to better remember instructions [59]. In PhishGuru, the simulated
email works for both training and testing purposes; people who continue to click on the simulated
phishing URLs can be presented with further training materials. The goal was to investigate
whether participants who read the training materials twice had any advantage over participants
who read the training materials only once.

Hypothesis 2: Participants who see the training interventions twice perform better
than participants who see the intervention once.

Earlier studies did not provide any conclusive evidence for whether training has any effect on false
positive errors (Section 7.1). We believe that it is very important to consider this criterion when
measuring training success. In this study, we sent legitimate emails to participants on day 0, day
7, and day 28 to measure the false positive error rate.
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Hypothesis 3: When asked to identify legitimate emails, participants who view the
training materials in the training conditions will perform the same as participants in
the control condition.

7.2.4 Results

In this section, we present the results of the study. The results of this study support Hypotheses
1, 2, and 3. In this study, we did not use any type of web bug or other method to determine how
many participants in the CMU study failed to click on links because they never opened the email.
However, we would expect this behavior to occur at similar rates across all conditions, so it does
not impact our conclusions.

Long-term retention

Results show that people in the one-train and two-train training conditions who fell for the first
phishing message performed significantly better when they received the second phishing message
than those in the control condition. In addition, we observed no significant loss in retention after 28
days. Table 7.10 presents the percentage of participants who clicked and gave information on day 0
through day 28. Approximately 52.3% (90 participants) in control, 51.7% (89 participants) in one-
train, and 45.0% (77 participants) in the two-train conditions clicked on the link in the email they
received on day 0. We found no significant difference among the click rates of participants across
the three conditions on day 0 (ANOVA, F(2,512) = 1.1, p-value = 0.3). This implies that, prior to
any influence from the study, participants in all three conditions were similar. We also found no
significant difference (ANOVA, F(6,1203)= 1.7, p-value = 0.3) in the click rate of participants in
the control group across study days (day 0 until day 28). This implies that there was no change in
the behavior of participants in the control group throughout the study.

On day 0, 48.4% of the participants in the training conditions viewed the PhishGuru intervention.
To determine the effectiveness of the training, we conditioned the click rates of days 2 through
28 on those participants across all conditions who clicked on the links in the email(s) on day 0.
This allowed us to compare the participants who actually received the training in the one-train
and two-train conditions to those in the control condition who took the analogous action on day
0. Figure 7.10 (Left) shows the percentage of these participants who clicked on links in emails
and gave information to the fake phishing websites from day 2 until day 28. There is a significant
difference (Chi-Sq = 14, p-value < 0.001) between the percentage of users who clicked in the control
condition (54.4%) and the percentage who clicked in the one-train condition (27.0%) on day 28.
Similarly, there is significant difference between the control and two-train (32.5%) conditions on
day 28 (Chi-Sq = 8.9, p-value < 0.01). We also found that, in the one-train condition, participants
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who gave information to fake phishing websites on day 2 were not significantly different on day
28 (Chi-Sq = 3.5, p-value < 0.1). Similarly, there is significant difference between the control and
one-train conditions and between the control and two-train conditions in the percentage of people
who clicked on days 2 through 28. This shows that users trained with PhishGuru retain knowledge
even after 28 days, supporting Hypothesis 1.

Multiple training

Results strongly suggest that users who saw the training intervention twice were less likely to give
information to the fake phishing websites than those who only saw the training intervention once.
Figure 7.10 (Right) shows the percentage of participants who clicked on links in emails from day
16 until day 28 conditioned on participants who clicked on the link on day 0 and those who clicked
on day 14. There is a significant difference (Chi-Sq = 5.4, p-value =0.01) between the percentages
of users who clicked in the one-train condition (42.9%) and those who clicked in the two-train
condition (26.5%) on day 16, and a similar difference on day 21 (Chi-Sq = 7.8, p-value < 0.01).
However, we did not find a significant difference between users who clicked in the one-train and
two-train conditions on day 28 (Chi-Sq = 0.3, p-value =0.6). In the tow-train condition, we also
did not find any significant difference (Chi-Sq = 1.1, p-value = 0.3) in clicking between day 21
(26.5%) and day 28 (35.3%).

Figure 7.10 (Right) also shows that participants who were trained twice did significantly better
than those who were trained once when it came to giving their personal information to fake phish-
ing websites. For example, on day 28, 31.4% of the participants in the one-train condition gave
information to the website, while only 14.7% did in the two-train condition. This is significantly
different (Chi-Sq = 7.3, p-value < 0.01), supporting Hypothesis 2.

We also found that 30 participants (17.5%) in the two-train condition who did not see the interven-
tion on day 0 saw the intervention on day 14. These are the people who probably needed training,
since they fell for the email on day 14. We saw no significant difference (t-test, t = 0.1, p-value
= 0.8) between people in the one-train condition who clicked on day 14 but were trained on day
0 and people in the two-train condition who clicked on day 28 but were trained only on day 14.
This suggests that multiple rounds of training is useful not only for re-inforcement, but also for
providing an additional opportunity for people who need training.

Legitimate emails

Results from this study indicate that training users to recognize phishing emails using PhishGuru
does not make them more likely to identify legitimate emails as phishing emails. Table 7.11 presents
the percentage of participants who clicked and gave information in response to legitimate emails
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Figure 7.10: Percentage of participants who clicked on phishing links and gave information. Left: Days 2
through 28 conditioned on those participants who clicked the link on day 0. N is the number of people who
clicked on day 0. Nobody gave information in the two-train on day 14 because it was a training email. There
is significant difference between the control and one-train and between the control and two-train conditions
in the percentage of people who clicked on days 2 through 28. Right: Days 16 through 28 conditioned on
those participants who clicked on both day 0 and day 14. N is the number of people who clicked on day 0 and
on day 14. There is significant difference between the one-train and two-train conditions in the percentage
of people who gave information to phishing sites on days 16 through 28.

out of those participants who clicked on day 0. We found no significant difference among the three
conditions on day 0 (ANOVA, F(2,512) = 2.7, p-value = 0.1). Similarly there was no significant
difference among the three conditions on day 7 and day 28. Since the legitimate email used in the
study was same on all three days, as expected, we see a natural decline in response rate over the
course of the study (Table 7.11). This shows that user behavior did not change with respect to the
legitimate emails tracked as part of the study, confirming that training people does not decrease
their willingness to click on links in legitimate email messages. This result supports Hypothesis 3.

Analysis based on demographics

Multivariate regression analysis did not find any significant relationship between susceptibility to
phishing on day 0 and gender (p-value = 0.9 for gender coefficient), student year (p-value = 0.5 for
student year coefficient), or department (p-value = 0.8 for department coefficient). However, we
did find significant difference based on affiliation. In particular, we found significant difference (Std.
error = 0.2, p-value < 0.05) between students and staff in falling for phishing on day 0. We found
that students were more vulnerable to phishing emails before receiving any training from the study.
We also found significant difference in the department type (different from primary department). In
particular we found significant difference (Std. error = 0.2, p-value < 0.05) between the academic
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Table 7.11: Percentage of participants who clicked and gave information to the legitimate emails out of those
participants who clicked on day 0. N is the number of participants in each condition. There is no significant
difference between the three conditions on any given day.

Condition N Day 0 Day 7 Day 28
Clicked Gave Clicked Gave Clicked Gave

Control 90 50.0 42.2 41.1 37.8 38.9 35.6
One-train 89 39.3 38.2 42.7 37.1 32.3 30.3
Two-train 77 48.1 36.3 44.2 36.4 35.1 32.5

and administrative department types, with academics being more susceptible to falling for the
phishing email. Investigating further, we found that the difference could be attributed to the
fact that all students are in the academic department type, making this group as a whole more
vulnerable than others.

We investigated this difference between students and staff further to see if age was a factor in
susceptibility to phishing. We used the age data collected through post-study surveys. Two hundred
and sixty-seven participants provided their age in the survey. The minimum age in years was 18
and the maximum age was 77 (avg. = 32.3, SD = 12.8). We found a significant difference (Chi-Sq
= 8, p-value < 0.01) in the likelihood of clicking on links on day 0 between 18 - 25 age group and
those in all of the older age groups (Shown in Table 7.12). This shows that, prior to any training,
those participants in the 18-25 age group are more likely to click on links in phishing emails than
any other age group.

Among the participants who were trained on day 0, again, multivariate regression analysis did not
find any significant relationship between susceptibility to phishing on day 28 and gender (p-value =
0.4 for gender coefficient), student year (p-value = 0.9 for student year coefficient), and department
(p-value = 0.7 for department coefficient). We did find difference (Std. error = 0.3, = p-value <

0.001) between the academic and administrative department types, which was again attributable to
students falling for phishing after training. As with day 0, on day 28 we found that the age group
18 - 25 was significantly (Chi-Sq = 10.5, p-value < 0.01) more likely to fall for phishing than other
age groups (Table 7.12). We found that participants in the 18-25 age group were consistently more
vulnerable to phishing attacks on all days of the study than older participants. These results are
in line with risk averse literature, which says that younger people are more likely to be impulsive,
while older people are risk averse and less impulsive [147]. We were not able to draw any concrete
conclusions about faculty because the sample sizes were too small.

Computer savvy technical people (Software Engineering Institute, Computing Services) were less
likely than others to fall for phishing emails. In general, however, participants in Computer Science
and Computing Services and Research department clusters did not perform significantly differently
than participants in any other group on day 0.
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Table 7.12: Percentage of participants who clicked on the link in the emails by age group. N = 267 people
responded to the post-study survey with their age. These results show that the 18 - 25 age group behaves
in a significantly different way from all of the other age groups.

Age group Day 0 Day 28
18 - 25 62.3 35.7
26 - 35 47.5 15.8
36 - 45 33.3 18.2
46 and more 42.5 10

Observations

In this section, we describe the data collected in the study and through the post-study survey, as
well as other observations from the data.

Results indicate that any participant who will eventually click on the link in an email will do so
within 8 hours from the time the email is sent. To estimate the distribution of how long people
took to read emails, we used the time at which a participant clicked on the phishing link as a
proxy for the time the email was read. Figure 7.11 presents the cumulative number of emails that
were clicked on for each study day from the day the study email was sent out. This shows that,
2 hours after the emails were sent, at least half of the people who eventually clicked on the link
had already done so; after 8 hours, nearly all people (90%) who clicked had already done so. This
suggests that anti-phishing methods that rely on black-lists should aim to update their lists before
this window has passed; otherwise, users will click on the link and become a victim for phishing.
This further supports the effectiveness of methodologies such as PhishGuru that work from the
start of a phishing attack.

Some of the post-study survey questions were designed to gauge the receptiveness of the CMU
community to PhishGuru training. Participants generally liked the idea of conducting such campus
studies at regular intervals (Question 1 in Table 7.13). One participant wrote, “I really like this
study, and I should have this kind of program every year to increase the awareness.” Another wrote,
“This should be one of the first things that incoming CMU students learn.” Some participants liked
the idea of being reminded of the instructions periodically. One participant wrote, “It is always
good to be reminded. Sometimes you forget, so I think getting reminders once a month is a good
way of helping us to remember.” Table 7.13 (Question 2) also shows that few participants were
unwilling to recommend such training to their friends. We were also interested in finding out how
often the emails should be sent to the participants. We asked, “How often would you like to receive
educational materials like this picture(s) in your email inbox?” Eighty five participants responded
to the question; forty percent answered “Once a month,” while 22.3% said they would never want
to see such training emails.

When asked to give an open-ended comment about the study, one of the participants said “One
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Figure 7.11: Cumulative number of emails clicked since the email was sent out. This shows that study
participants who clicked on the links in emails did so within 8 hours of the time the email was sent out.
Because of a technical error, we were not able to capture the data for day 14. The day 16 time-window spans
the Thanksgiving holiday, with the second peak coinciding with the Monday after Thanksgiving.

Table 7.13: Post study questions. Participants enjoyed receiving training materials and recommended that
CMU perform such studies regularly. N = 85.

Questions/responses Response in
%

(1) Would you recommend
that CMU continue doing
this sort of training or study
in the future?

Yes 80
Not sure 17.6

No 2.4
(2) How likely are you to
recommend this type of
training to a friend?

Definitely 38.8
Maybe 51.8

Will not 9.4
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thing I did not like about the study is that I was tricked by one email that was part of the study,
but I had to call to be reassured that I did not have to change my Andrew password.” Since we
were working with the ISO team, they presented a canned response to inquiries from participants.
We believe this mitigated potential backlash to the study. We also believe that, when it comes to
training emails, participants who click on the link should be quickly and courteously alerted to the
fact that they have been tricked. We incorporated such friendly alerts into the training messages.
In the case of testing emails, it is important to debrief people about the study and provide them
with opportunities to give their feedback. In the study, we debriefed participants through an email
and plan to conduct a university-wide presentation about the results.

Unlike the previous PhishGuru field study, we found little interaction between participants dis-
cussing the study. Only 13% of participants indicated that they had talked about the tips presented
in the PhishGuru training with other members of the CMU community in the last 30 days. Six of
the participants who said they had discussed the training provided information about their discus-
sions. A typical response was: “Just talked about the fact that I fell for one scam that offered $100
prize” or “I did talk about how I was tricked VERY easily into giving away my username/password
to my andrew account.” To further understand potential contamination across study conditions,
we asked “How did you get to see the picture(s)?” in the post-study. Of those who responded, 87%
reported seeing the training cartoons through a link in an email from the study. Only 5% reported
seeing the training through a link in an email that was forwarded by a friend or a colleague at CMU,
and 5% reported that a friend or a colleague at CMU showed them the training. The remaining
participants said they couldn’t remember how they got to the training. These results show that
most of the participants received the training material through the emails sent through the study;
therefore, there was little chance for interaction among participants regarding the study, and so
little chance of the conditions being contaminated.

Some participants were interested in knowing more about phishing. Our log files indicate that
12.2% of the participants who got trained on day 0 (one-train and two-train) visited phishguru.org,
the website that Phishguru cites as a source for more information in the intervention (Figure 7.8).

Analyzing PhishGuru using a formal framework

We also used Cranor’s Human-in-Loop framework to analyze the PhishGuru training intervention.
Cranor developed a framework that accounts for the role of humans in any security system [50]. This
framework can be used to analyze different communication devices (warning, notice, status indica-
tor, policy, and training). Researchers have performed similar analyses to study the effectiveness or
ineffectiveness of their secure email system [124]. The framework includes many components to an-
alyze the security system and observe human behavior, the system itself, and the way humans and
systems work together. Researchers use this framework to determine which aspects of a particular
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system is good and which are bad.

Using this framework to analyze PhishGuru, we identified the areas where PhishGuru faces signifi-
cant challenges. We inferred that organizations cannot send fake phishing emails to their customers.
Given the fair business practices that organizations have to follow and their relationship with cus-
tomers, they do not have the liberty and flexibility to train their customers by sending them fake
phishing emails. These organizations may be ready to do this type of training with their employees,
but not with their customers. However, the lack of willingness to send emails to customers is more
prevalent in the US than other countries. We have heard anecdotally that organizations in other
countries, where customer privacy awareness is not as prevalent, have been willing to send such
training materials to their customers.

From the studies discussed in this thesis, we also found that people are able to process the infor-
mation presented by PhishGuru and apply that information to future scenarios that are similar
or quite different. Results from the studies also showed that people trained by PhishGuru behave
differently and are able to identify phishing emails much better after PhishGuru training than they
could before. From the analysis, it appears that the training is most effective when presented in a
setting where the most possible people will see it [70]. In this case, PhishGuru is the ideal set-up,
making perfect use of the“teachable moment” – users see the PhishGuru intervention right after
they click on a link in a fake phishing email. Table 7.14 presents the results of other components
of the framework for PhishGuru intervention.

7.2.5 Challenges in administering real-world phishing studies

We have taken measures in this study to address many lessons learned from earlier work. Real-
world studies can provide more ecological validity and richer data than laboratory studies, but
are often difficult to conduct. The challenges we faced included making sure the study emails
reached participants’ inboxes, maintaining participants’ privacy, avoiding contamination between
study conditions, and coordinating with relevant third parties.

Simulated emails may get deleted before they reach the user’s inbox if, for instance, filters determine
that the message is spam. Additionally, since many web-browsers come equipped with anti-phishing
tools, one has to be careful that the study material isn’t blocked. In particular, one should be aware
of the possibility that study websites might end up on a black-list. To be prepared for problems
of this nature, we registered multiple dummy domains and prepared multiple sets of emails as
backup. Furthermore, since email reading behavior may be different over university holidays than
it is during the regular semester, we carefully timed the study schedule so that the study emails
were not sent during university holidays.

In order to maintain the privacy of the participants, study administrators should not/cannot col-
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Table 7.14: Human-in-the-loop analysis. We used the framework developed by Cranor to analyze the
PhishGuru intervention [50]. We found that people are able to process the information presented by
PhishGuru and apply that information to identify future phishing emails.

Component Outcome
Communication Training, active, this may be the best moment for the

communication (teachable moment)
Communication
impediments

Environmental
stimuli

Users just want to get to the website

Interference It is difficult for organizations to send fake phishing
emails to their customers

Personal variables Demographics
and personal
characteristics

The system should work for everyone

Knowledge and
experience

The system should work for everyone

Intentions Attitudes and
beliefs

Users like the PhishGuru concept and the intervention
(as seen in the feedback from the studies)

Motivation Since the intervention is presented at the teachable
moment, users read the intervention and not fall for
phishing attacks in the future

Capabilities Not beyond the capability of users
Communication
delivery

Attention switch Since it is active training, users notice the communi-
cation

Attention
maintenance

Users read the PhishGuru intervention completely,
reasons: it is fun, story based, and presents action-
able items. From walkthroughs and focus group stud-
ies, we found that users of all age read the complete
intervention

Communication
processing

Comprehension From the data collected, participants who saw the
training are less likely to fall for phishing attacks in
future. Thus they appear to comprehend it. However,
we haven’t specifically tested comprehension

Knowledge
acquisition

All studies show that people were able to process and
extract knowledge from PhishGuru intervention

Application Knowledge
retention

All studies show that people retain the concepts and
procedures from PhishGuru intervention and make
better decisions in identifying the emails

Knowledge
transfer

All studies show that people transfer the concepts and
procedures from PhishGuru intervention to other sit-
uations and make better decisions in identifying the
emails. However, we only tested near transfer

Behavior From both real-world and laboratory studies, it is clear
that PhishGuru training results in behavior change
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lect any personal information. Furthermore, to understand the users’ behavior over time, users’
responses must be tracked in a way that respects their privacy. We accomplished this in the study
by assigning each participant an anonymous hash and using only that hash to track them.

To avoid subject contamination, study designers should try to minimize the chance that participants
in different conditions will interact with each other; such interactions may invalidate the study
data. Working to prevent these interactions, study designers must ensure that the study sample is
embedded within a large, geographically separate population. In the previous field study, significant
contamination occurred because study participants all worked on one floor of an office building.
In the current study, even though all participants were from the same university campus, they
represented a small fraction of the campus population and were spread across 26 departments and
many buildings, which limited contamination.

It is important to coordinate with any relevant third parties that might be affected by the study.
We worked very closely with ISO in both the design and implementation stages of this study. In
addition, ISO helped us get permission from the Institutional Review Board (IRB), coordinate
with campus help desks, and get permission from all campus offices spoofed in the study. As a
courtesy and to minimize accidental external interference in the study, researchers should work
with system administrators and help desk officials of the organization to inform them about the
study. If possible, researchers should also provide system administrators with a “canned” response
they can use to respond to any inquiries from participants. This helps minimize the chance that
system administrators will send an email to the entire population warning them to avoid opening
an email that is actually part of the study (we have seen this happen in a prior study). Finally, it is
essential that any university phishing study go through the university’s IRB. Having a well-defined
plan to address the challenges mentioned here can help prevent potential difficulties in the review
process.

7.2.6 Discussion

In this section, we investigated the effectiveness of PhishGuru, an embedded training methodology
that teaches people about phishing during their normal use of email. We showed that, even 28 days
after training, users trained by PhishGuru were less likely to click on a link in a simulated phishing
email than those who were not trained. Furthermore, users who saw the training intervention twice
were less likely to give information to fake phishing websites than those who only saw the training
intervention once. Additionally, results from this study indicate that training users to recognize
phishing emails using PhishGuru does not increase their concern towards email in general or cause
them to make more false positive mistakes. Another surprising result was that around 90% of the
participants who eventually clicked on the link in an email did so within 8 hours of the time the
email was sent. We believe this behavior extends to other university populations, though non-
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university populations may behave quite differently when reading emails. A demographic analysis
showed that young people (in the 18-25 age group) were more likely than older participants to
consistently fall for phishing emails on all days of the study. This suggests a need for: (1) training
before college; and (2) training that specifically targets high school and college students.

The study presented in this section addresses some of the limitations of earlier laboratory (Chap-
ter 6) and real-world (Section 7.1) studies of PhishGuru. To address these limitations, we employed
a larger sample size, extended the study duration, counterbalanced the email and training interven-
tions, minimized the chance of contamination from participants talking about the study amongst
themselves, and provided good incentives for participants to complete the post-study survey. In
the process of addressing these limitations, we successfully showed that PhishGuru can be deployed
both on a large scale and in the real world as an embedded training system that educates users
about phishing during their regular use of email. This study included only a small fraction of the
campus population due to IRB requirements that participants opt in to the study before receiving
any study emails. However, if this deployment had been done as a real training exercise—that
is, without an academic IRB requirement—we believe it would have been easy to train the entire
campus with only minimal changes to the study setup.

This study affirms prior research suggesting that the PhishGuru methodology is an unobtrusive way
to train users about phishing. Some comments from the post-study survey include: (1) “I really
liked the idea of sending CMU students fake phishing emails and then saying to them, essentially,
HEY! You could’ve just gotten scammed! You should be more careful – here’s how....” (2) “I think
the idea of using something fun, like a cartoon, to teach people about a serious subject is awesome!”
(3) “Pictures and short examples are the best way for me not to ignore these kinds of messages.”

Furthermore, the fact that knowledge gained from the training materials is retained for at least 28
days suggests that very frequent interventions, which could annoy users, are not necessary. In prac-
tice, this should be balanced with the fact that repeated training does improve user performance;
a proper trade-off between usability and accuracy can and should be optimized.

In addition to increasing user awareness about phishing emails, there was evidence that the study
had the unintended consequence of assessing both the users’ awareness of proper response channels
for phishing attacks and the ability of the ISO to react to phishing attacks. Many users properly
contacted the ISO help desk to alert them of the emails, either by phone or through the official email
address. However, some were apparently unaware of the ISO’s role in protecting the campus, and
instead contacted some other “trusted source” like a professor or departmental system administrator
to seek advice. This suggests that the ISO may want to explore ways to increase awareness of the
proper channels for reporting phishing attacks and other cyber security related issues. In a real
deployment of PhishGuru, training interventions could be one way to distribute this information
to the public.
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This study, along with the study discussed in Section 7.1, is proof that it is possible to effectively
educate users about security in the real world and on a large scale. Findings from this study suggest
that security researchers and practitioners should implement user training as a complementary
strategy to other technological solutions for security problems.
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Chapter 8

Other Implementations of Phishing

Education

In addition to PhishGuru, we have also developed two other approaches to phishing education: (1)
the Anti-Phishing Working Group (APWG) landing page, where a training intervention is presented
to users who go to a phishing website that has already been taken down; and (2) Anti-Phishing
Phil, an online game that teaches people how to identify phishing URLs. We discuss the details of
the APWG landing page in Section 8.1 and the evaluation of Phil in Section 8.2.

8.1 Anti-Phishing Working Group landing page

In Section 8.1.1, we discuss the concept of the landing page and how it evolved from the PhishGuru
results. In Section 8.1.2, we present the infrastructure we developed to collect data on people
accessing the landing page. In Section 8.1.3, we discuss the design evolution of the landing page
and results from the focus group studies we conducted to design the landing page. In Section 8.1.4,
we present results from the data we collected. In Section 8.1.5, we discuss some implications of the
results.

8.1.1 Landing page concept

Most phishing websites are taken down sooner or later. Brand owners, takedown vendors, or law
enforcement get the phishing sites taken down. Figure 8.1 illustrates a common scenario; when
users click on a phishing link in an email that takes them to a website that has already been
taken down, they are directed to a 404 error or told that “the page cannot be found.” At the 2007
APWG eCrime Researchers Summit, researchers and industry representatives discussed how the
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Figure 8.1: The current situation. Users are presented with “The page cannot be found” message when they
click on a link to a phish site that has been taken down.

Figure 8.2: APWG landing page. Users are presented with a version of the PhishGuru intervention when
they click on a link to a phish site that has been taken down.

results of the study presented in Section 6.2 could be applied to this scenario. A Bank of America
representative mentioned that they were also working internally to present a warning page to users
who clicked on a link to a site that had already been taken down [22].

Following the Summit, we started working with the APWG-IPC (Internet Policy Committee) to
apply the PhishGuru results to the creation of a solution the industry could use. We designed a
landing page that used the PhishGuru intervention instead of the 404 error message. Figure 8.2
shows how the new landing page appears to users. We started working on both the infrastructure
and content of the intervention.

8.1.2 Infrastructure

In order to make this an industry-wide initiative which any organization could use, a publicly
available sub-domain was set up on the APWG website – http://education.apwg.org/. Informa-
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tion about the project was posted on this website. The English version of the landing page was
hosted at http://education.apwg.org/r/en/. Since this page was going to be translated into many
other languages, it was decided that users would be redirected to a specific language depending
on the default language of their web browser. As of March 29, 2009, people had volunteered to
translate the landing page into Arabic, Bulgarian, Catalan, Danish, Dutch, French, German, He-
brew, Japanese, Korean, Romanian, Spanish, and Swedish. The French landing page is available
at http://education.apwg.org/r/fr/.

The success of this implementation depended on brands adopting the landing page as their redirect
page. To that end, we created a “how to” file that provided information about redirecting sites to
the landing page. In particular, the document included information about redirecting in Apache
and Microsoft Internet Information Services (IIS). We suggested that, while doing the redirect, the
ISP or registrar should add the URL in the URL request to the landing page. This is achieved by
adding the phishing URL after a “?” in the HTTP request to the landing page. This redirect can
be done in Apache and IIS in the following ways:

• Apache

– Create a .htaccess file in the directory where the phishing site was stored. Note the
leading dot on the .htaccess filename.

– The .htaccess file should contain the text:
Redirect 301 /the-phishing-page.html http://education.apwg.org/r/en?

www.phishsite.com/the-phishing-page.html

– In the above text, “the-phishing-page.html” should be replaced with the filename of the
phishing webpage that was taken down. “www.phishsite.com/the-phishing-page.html”
should be replaced by the full URL of the phish site that was taken down. Note that
there are two things that need to be replaced by the full URL of the phish site. For
example, “the-phishing-page.html” could be “signin.html” and “www.phishsite.com/the-
phishing-page.html” could be “yourcompany.com/update/signin.html”

• IIS

– Change the HttpRedirect property for the resource to:
http://education.apwg.org/r/en?the-phishing-page.html, PERMANENT

– Note that “the-phishing-page.html” should be replaced with the filename of the phish-
ing webpage that was taken down. For example, “the-phishing-page.html” could be
“signin.html.”

Since we have access to the log files of the landing page, we can create a list of phishing URLs.
Using RSync, the APWG webserver for http://education.apwg.org/ replicates the logs onto the
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CUPS (CyLab Usable Privacy and Security) laboratory server once a week. If registrars and ISPs
implement the changes discussed above, the log entries will capture the link users click before they
are redirected to the landing page.

Table 8.1 includes one sample log entry. The number 74.276.172.102 represents the IP address of
the client which made the request for the landing page. Next is the time [03/Oct/2008:01:11:57
-0500] the server finished processing the request. After that is the request line, which sits be-
tween the quotes; this includes the method used by the client (in this example GET), the re-
quest URL (/r/en?mail.millenniumantenna.com/icons/image.htm/), and the protocol the client
used (HTTP/1.1). The entry then provides the status code the server sends back to the client.
Codes beginning with 2 are successful responses, while codes beginning with 4 are errors. Next, the
entry lists the site the client was referred from; in this example, it is mail.yahoo.com. Finally, the
entry lists the user-agent HTTP request header, which contains identifying information the client
browser reports about itself.

Table 8.1: Sample of the APWG landing page log entry.

74.276.172.102
[03/Oct/2008:01:11:57 -0500]
“GET /r/en?mail.millenniumantenna.com/icons/image.htm/ HTTP/1.1”
200 283
“http://us.mg2.mail.yahoo.com/dc/blank.html?bn=1096.40&.intl=us”
“Mozilla/5.0 (Windows; U; Windows NT 5.1; en-US; rv:1.8.1.17)
Gecko/20080829 Firefox/2.0.0.17”

The CUPS server also receives APWG’s feed of reported phishing emails (emails sent to report-
phishing@antiphishing.org). We correlated this data with the log data to find out which emails led
most users to visit the landing page. The email feed from APWG contains the entire email with all
of the headers. This data gave insight into the most vulnerable emails; that is, those emails that
contained links leading users to phishing websites.

8.1.3 Design evolution and evaluation

In this section, we discuss intervention design challenges, design decisions, design iterations, and
two focus group studies conducted to revise the interventions.

There were some challenges in developing the landing page content. One challenge, which we had
also faced when designing PhishGuru, was to limit the content to one browser page. This makes it
so users don’t have to scroll to read the instructions. When designing the landing page, we also had
to consider the fact that users access it from hand held devices. This means that the content has
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to be really light weight, with as few images as possible. We worked to find a compromise between
these challenges and the factors needed to produce a useful final product.

The APWG Internet Policy Committee provided suggestions on what instructions needed to be in
the intervention. The first design the committee suggested is provided in Figure 8.3 and Figure 8.4.
This design was two pages long. We reviewed the design and suggested some changes in the
intervention (Figure 8.5 presents the revised version of the intervention). The main things we
removed were instructions not relevant to phishing and some information on available resources.

Focus group studies

We conducted two focus group studies to evaluate the effectiveness of the content in the intervention.
In this section, we discuss each study’s setup and results. We explain how the results guided us in
developing an effective landing page.

Focus group study I: The first focus group we conducted was a 2-hour session at Carnegie
Mellon University with nine participants. There were 5 females and 4 males. The average age of
participants was 26 years (min: 18, max: 53). Participants received an average of 20 emails per
day (min: 5, max: 35). None of the participants knew what phishing was. Participants came from
a variety of backgrounds – business, arts and science, social work, fine arts, nursing, music, and
psychology. Two of the participants had only a high school degree. Using a wall projector, we began
the focus group by demonstrating how someone might click on a link in a phishing email and arrive
at the landing page. We then showed them what they might see on a landing page. We discussed
details of 3 versions of the intervention: (1) the committee draft (Figure 8.3 and Figure 8.4); (2)
a condensed draft (Figure 8.5); and (3) PhishGuru (Figure 8.6). We provided participants with a
color printout of the designs and gave them pencils so they could provide feedback on the printouts.
We also voice recorded the entire session.

1. Committee draft: Participants felt that the committee draft was too much to read. Most
participants said they would not read past the “Help Protect Yourself” headline because there
were too many things for them to parse and understand. Due to the length of the text, six
of the nine participants said they would only read until the first instruction. Two said they
would read the entire intervention, while only one was willing to read the additional resources.

Participants had difficulty navigating through the intervention (i.e. participants read down
the left column and then down the right rather than reading across). Participants were
confused by the browser images; some participants thought they were text entry forms, while
others had trouble understanding the DANGER! text above the images.

All of the participants wanted information about what to do after reading the landing page.
Since this page warns users about links in emails or instant messages, participants were
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Figure 8.3: IPC committee version page 1. This design was created by the IPC at APWG. This has
information about phishing but also information about software updates and viruses. Participants in the
study felt that this design was too long. They also had difficulty navigating through the intervention.
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Figure 8.4: IPC committee version page 2. Participants in the focus group studies liked the phisher character,
but did not understand the meaning of “Enterprise Users.” Participants also did not like the idea of links to
other sources.
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Figure 8.5: This is the revised version of Figure 8.3 and 8.4. To make it short, we removed the phisher
image, links to other sources, and a few instructions. Participants in the studies liked that it was short, but
wished the phisher was in the design.
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Figure 8.6: One version of the PhishGuru intervention. We used a standard comic strip font. Participants in
the studies did not like the font or the phisher character. Most of them said the phisher looked like Batman.

concerned about clicking links on this page to get more information.

Participants liked some of the visual features of the page, particularly the owl. Participants
thought the phisher character was very appropriate and wanted to see him at the top of the
page.

2. Condensed version: Participants felt that even though this intervention (see Figure 8.5)
was short, it was also too long to read it completely. Only three of the nine participants said
they would read the entire intervention, while the rest said they would only read until the
first instruction.

Participants recognized the same problems in this version as in the committee version. Since
navigation in this page was the same as in the committee version, participants felt it was not
easy to navigate through the instructions. Participants were also confused by the browser
images.

Participants noted that the phisher was removed in this intervention. Participants suggested
bringing the phisher back and putting him at the top. One participant mentioned “Put the
scary guy back.”

3. PhishGuru: Most participants said they would be much more likely to read the PhishGuru
version (see Figure 8.6) of the intervention completely. Participants found it both entertaining
and informative, and they liked the PhishGuru gold fish character. One participant said, “I
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really enjoy it and I would probably read it because it is entertaining, but people wouldn’t take
it seriously.” One participant exclaimed: “Exactly what we were looking for” after looking at
the PhishGuru version. Some had concerns about the perceived credibility of a comic strip.
Participants also raised concerns that the comic book font was hard to read and didn’t look
very official. All participants liked the fish character; some said, “I like this gold fish” and “It
is just cute.” All of the participants agreed that they would definitely read the PhishGuru
intervention, adding that the comic script would appeal to their parents and grandparents.
One participant mentioned “I think my grandma would get the comic spot on.” Participants
mentioned that “Guru” sounds very official, as it refers to some knowledgeable person.

Participants stated that having “Carnegie Mellon” in the intervention added credibility to
the presented information. This sentiment could have been more prevalent because all of the
participants were from Pittsburgh.

Although participants liked the PhishGuru gold fish character, they complained that the
phisher character looked like batman. They mentioned that the phisher character was not
evil enough or scary.

To test whether it really would appeal to older people, we conducted a second focus group study,
which is discussed below.

Focus group study II: The second focus group we conducted was a 2.5 hour session with six
participants at The Jewish Community Center of Greater Pittsburgh. We worked with AgeWell’s
Independent Adult Services Department to recruit participants who were more than 65 years old.
This study involved 3 females and 3 males. The average age of the participants was 76 years (min:
66, max: 83), with one participant declining to give her age. Participants received an average of 7.3
emails per day (min: 2, max: 15). None of the participants knew what phishing was. Participants
had a variety of educational backgrounds – business, english, architecture, medical, and engineering.
One participant had a high school degree. As with the first focus group study, we began this focus
group by demonstrating how someone might click on a link in a phishing email and arrive at the
landing page; we then showed the group what they might see on the landing page. None of the
participants knew how easy it is to spoof an email address and send fake emails pretending to come
from legitimate organizations.

Using feedback from the first focus group study, we revised the condensed and PhishGuru versions
of the landing page. In the revised condensed version, the instructions were made exactly the same
as the PhishGuru version, but the rest was kept the way it was in the earlier condensed version.
In the PhishGuru version, we changed the comic font to Helvetica and cleaned up some text. In
focus group study II, we discussed details of 3 versions of the intervention: (1) the committee
draft (Figure 8.3 and Figure 8.4); (2) the revised condensed draft (Figure 8.7); and (3) PhishGuru
(Figure 8.8). We provided color printouts of these designs to participants and gave them pencils
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so they could provide feedback on the printouts. We also voice recorded the entire session.

1. Committee draft: Participants in this study, like in the first study, responded negatively to
the committee draft. Most of the participants said they would not read the complete page.
Since the page was long, most of the participants mentioned that they would only scan the
whole intervention, while two said they would read it completely.

Participants in this study also were confused by the browser images. Some participants
thought “http://www.abcbankexample.com” in second instruction (see Figure 8.3) was a
link to click.

Participants had mixed reactions about the characters in this intervention. Almost all partic-
ipants liked the phisher character, saying “He looks like a thief or a criminal.” Most did not
like the owl character. Some were confused by the owl’s magnifying glass and mortar board
hat; others thought the owl’s hand was a duck’s head.

2. Revised condensed version: Participants liked the fact that the revised condensed version
(see Figure 8.7) was short and had less text. Some participants mentioned even though it is
shorter than committee version, it is still long and therefore would not read it completely.

Participants enjoyed the images in the instructions in this version. Participants liked the
emphasis on things with the “DANGER” symbol; they said that this would get their attention
and get them to read it. All participants liked the fact that the instructions had pictures
they could understand. One participant said “This is more pictorial than the first one . . . so
much better.”

As in the previous focus group study, almost all participants liked having the Carnegie Mellon
name in the intervention. This could again be due to the fact that all of the participants were
from Pittsburgh.

One instruction generated a lot of discussion, most of the participants did not know that
calling a phone number in a phishing message could be dangerous. One participant mentioned
“I didn’t know that – even if you call a company phone number you will get into trouble.”

3. PhishGuru: Participants were attracted to the PhishGuru intervention, stating that it was
fun to read and that people of all ages would read it. Participants were interested in the
cartoon format and characters. All participants liked the fish character. Some reactions from
the participants about the interventions were: “I like this one . . . I really do,” “eye catchy,”
and “1 [the committee version] & 2 [the condensed version] are business like and 3 is fun.”
All participants said they would read the complete intervention. All participants agreed
that having characters is good and likely to attract readers’ attention. Some participants
did not think the phisher character looked evil enough, preferring the phisher in the revised
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Figure 8.7: Second revised version of the landing page. We made the instructions look exactly the same as
in the PhishGuru design (Figure 8.6). We made the phisher more prominent in this design and added the
email address where any complaints or reports could be sent.
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Figure 8.8: PhishGuru revised version. This is a revised version of Figure 8.6, with new fonts and cleaned-up
text. Participants in the studies enjoyed reading this version and also suggested that all age groups would
read this intervention in its entirety.

committee version (Figure 8.7). No participants had concerns about people not taking the
revised PhishGuru intervention seriously.

Overall, these focus group studies showed that people in both younger and older age groups like the
PhishGuru intervention and would be likely to read it. The main reasons people liked PhishGuru
was its character style, pictorial representation, use of narrative, and comic format. Using the
results of the focus group studies, the IPC at APWG was convinced to make an intervention for
the landing page that is more like PhishGuru.

We used the focus group results to start developing the intervention for the landing page. One
constraint was that, in the real world, people might access the landing page from a variety of
devices, such as desktop PCs, hand held devices like PDAs, or mobile phones. This basically meant
that the entire intervention needed to be in plain html, with as few images as possible. This would
make loading of the page easier for all types of devices. Based on the feedback from the focus
group studies and these constraints, we developed the intervention shown in Figure 8.9. This is the
version available to users as of Jan 16, 2009.
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Figure 8.9: Final version of the landing page. This is the final version available online at
http://education.apwg.org/r/en/. We are analyzing the logs for this page.
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8.1.4 Results

In this section, we discuss some of the analyses performed with the data from the logs and email
feeds. All data we received from APWG was ported to MySQL; analyses were done using MySQL
statements, perl scripting, and R 1.24 on Mac OS X. Not all data from the logs was directly usable
for analysis. We filtered out entries using the logic presented in Table 8.2 to get unique URLs from
the logs. We used these unique URLs to get all other data discussed in this section.

In this section, we present: (1) the complete analysis of the logs we collected and (2) results of the
feature analysis performed on the emails retrieved from the email feed, which were done using the
URLs in the logs.

Aggregate view of the data

To analyze the results from the logs, we used the pseudocode presented in Table 8.2. The idea was
to use only log entries that contained ‘/r/en/?’, as these entries were created because users clicked
on links in emails to websites that had been taken down. We removed entries which contained the
terms ‘ORIGINAL PHISH URL’ or ‘www.phishsite.com’ or ‘the-phishing-page.html.’ These are
involved in the documentation on how to implement the landing page; therefore, these may be hits
by organizations or vendors testing the landing page. The data we used for this analysis was from
Oct 1, 2008 to March 1, 2009. After filtering the entries, we viewed three segments of the data: (1)
the whole—to see the total number of hits the landing page was getting; (2) only those URLs with
more than 5 hits; and (3) only those URLs with less than or equal to 5 hits. We analyzed the data in
different approaches (e.g. looking at the frequency distribution of hits corresponding to the URLs,
getting the IP ranges/subnets from take down vendors and organizations and removing them from
logs). We found that there was a significant jump in hits after 5 as compared to less than or equal to
5. We experimented with varying the cutoff, but found that 5 point mark provided us with reliable
data to analyze end-users viewing the landing page against organizations or take down vendors
testing the page. We also vetted this approach with a couple of take down vendors that we interact
with. We also confirmed that the IPs that are in greater than 5 set did not have large number of
hits. This verifies that the data in greater than 5 set does not have hits from organizations or take
down vendors but people actually viewing the landing page. We believe that URLs with less than
or equal to 5 hits are mostly takedown vendors or organizations testing their implementation of
the landing page or checking whether the landing page is active. The organizations and takedown
vendors we worked with have said anecdotally that they check the phished URLs for the redirect
at least a couple times. We believe that URLs with greater than 5 hits are real users clicking
on links that have been taken down. One can argue that this list may include some hits from
organizations or takedown vendors, but this will be hard to detect empirically with our current
methods. Table 8.2 also presents the number of entries at every given stage of the pseudocode.
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This shows that many hits are not relevant to the data analysis (i.e. about 46,283 hits are removed
between step 2 and step 7).

Table 8.2: Pseudocode for getting unique URLs from the log entries. Values presented are for Oct 1, 2008
to March 1, 2009. The entries column presents the log entries available until that time.

Step Pseudocode for getting unique URLs from the log entries Entries
1 Push the log entries into MySQL database 2,489,667
2 Extract entries which have ‘/r/en?’ in the request URL 109,005
3 Remove entries with ‘ORIGINAL PHISH URL’ in the re-

quest URL
96,217

4 Remove entries with ‘www.phishsite.com’ in the request
URL

64,162

5 Remove entries with ‘the-phishing-page.html’ in the request
URL

63,729

6 Remove entries that have information only like ‘http:/’ or
‘section=SiteKey&amp’ in the request URL

62,722

7 Analyze the entire data set for different statistics 62,722
8 Analyze URLs which has less than or equal to 5 hits for

different statistics
5,973

9 Analyze URLs which has greater than 5 hits for different
statistics

56,699

We believe the landing page has created many teachable moments in which users have been trained
to avoid falling for future phishing attacks. Table 8.3 presents statistics for the hits on the landing
page. From the entire data, there were 62,722 total hits on the page; among these hits, there were
3,763 unique URLs. These statistics suggest that at least 56,699 “teachable moments” have been
created using the landing page.

Table 8.4 shows statistics for how long people are clicking on these URLs in emails. Column 4
shows that people click on links an average of 34.9 days from the first time the URL appeared in
the logs. Researchers and organizations should develop tools to help lower this average and protect
users from phishing emails.

Using the IP addresses from the log entries, we identified the country of origin for users viewing
the landing page. We saw that most hits (87.8%) came from the United States (see Table 8.5).
This may be due to the fact that, at least for the time being, the brands who have adopted the
landing page are mainly from the US. This also may be because the organizations being phished
are mostly from the US [15]. This result may change as more brands around the world start using
the landing page. We also found that around 98% of the total hits on the landing page were from
the top 10 countries on the list.
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Table 8.3: Comprehensive view of the APWG landing page logs for the period Oct 1, 2008 to March 1, 2009.

Statistics Whole data
set

Less than or
equal to 5 hits

Greater than 5
hits

Number of unique URLs 3,763 3,639 124
Total Hits for all unique URLs 62,722 6,023 56,699
Maximum number of hits for
a single URL

3,875 5 3,875

Minimum number of hits for a
single URL

1 1 6

Average number of hits per
URL

16.7 1.7 457.25

Median number of hits for the
URLs

2 2 149

Standard deviation for the
URLs

158.6 0.6 752.9

Table 8.4: Days between the first time a URL appears and the last time it appears for the period Oct 1,
2008 to March 1, 2009. Values presented in parentheses are in minutes.

Statistics Whole data Less than or
equal to 5 hits

Greater than 5
hits

Maximum number of days 145.8 73.7 145.8
Minimum number of days 0 0 0.01 (19)
Average number of days 6.4 5.5 34.9
Median number of days 0 0 25.5
Standard deviation 16.9 15.0 35.7

Email feature analysis

To study the emails that correspond to the URLs we retrieved from landing page logs, we compared
the unique URLs from the logs to the URLs in the APWG email feed. We retrieved emails with the
unique URL (from the logs) that were embedded in the emails. Using all of the data from the logs
and the email feed from Oct 1, 2008 to March 1, 2009, we found 67 URL matches. We manually
went through the 67 emails and analyzed the features in the emails. Around 95% of the emails
were from Bank of America; the rest were from other popular financial institutions and goverment
agencies.

Most of the emails had features similar to legitimate emails. Ninety-one percentage of the emails
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Table 8.5: Percentage of hits from the top 10 countries. Analysis was performed on the entire data set.

S.No. URL Percentage of hits
1. United States 87.8
2. United Kingdom 5.9
3. Japan 1.5
4. Canada 1.4
5. Israel 1.0
6. Hong Kong 0.6
7. Brazil 0.6
8. Netherlands 0.5
9. Australia 0.5
10. Europe Union 0.4

had some form of logo or banner at the top of the email. As Dhamija et al. showed [53], the fact
that these logos and banners look legitimate is one of the main reasons why people fall for phishing
emails. Seventy-three percentage of the emails had some sort of footer with logos; in particular,
Bank of America emails had an Olympics logo in the bottom right corner (See Figure 8.10). In
some cases phishers used an exact replica of the legitimate emails. Figure 8.10 presents both the
legitimate and the phishing email (found in the email feed) for the same scenario–“Online Banking
Sign-in Error” for Bank of America.

Most of the emails provide compelling scenarios why people should click on the link in the emails.
Seventy-seven percentage of the emails had some form of urgent actionable message in their subject
line (e.g. “Online Banking Alert - Your Online Banking Account is Locked” and “Your Account
Has been Temporarily Suspended”). Most of the emails (85%) asked users to click on the link
and update or verify their account information. Only a few of the emails presented a scenario
in which users were told that they had a new message in their “secure message” inbox and that
they should click on the enclosed link to view the message. Most of the emails requested account
information, but some explicitly asked recipients to provide “your username or SSN and your
password.” Many scenarios were presented in these emails; one of the common ones was “We
recently have determined that different computers have logged in your Bank of America Online
Banking account, and multiple password failures were present before the logons.” Most of the
emails mentioned some form of consequence (e.g. account suspension), and 13% of the emails
suggested that there would be consequences if the recipient failed to act within a given time frame.
Almost all of these emails mentioned a deadline of 2 days or 48 hours from the time the email was
sent. One common message regarding the timeline was “Please update your records on or before
48 hours, a failure to update your records will result in a temporary hold on your funds.”
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Figure 8.10: Top: Phishing email from the APWG email dump that pretends to come from Bank of America.
Bottom: A real email from Bank of America to their customers. All information with “%” are used to
customize the emails with personal information.
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We found that the emails contained many formatting and grammatical errors. Some errors in the
emails were: “If this is not completed by octobre 03, 2008,” “If we do no receive,” and “check
you account profile.” Another error was that one email said “please supply all of the following
information,” but it offered no list of what information the recipient should provide. One email was
entirely center aligned to the page; this email also presented many telephone numbers in a table
format. Some numbers were 1-800 and some were non 1-800 numbers. Some emails contained text
in an entirely bold font, some had text that was all blue, and some contained a combination of
black, blue, and red text. Again, results from Chapter 4 show that non-experts do use font color
as a signal to make their decision.

We found that phishers are still using traditional techniques to con people. Some of the domain
names used for sending these phishing emails look similar to legitimate ones (e.g. onlinebank-
ing@alert.bank0famerica.com, where the ‘o’ in ‘of’ is replaced with ‘0’). Around 76% of the emails
have text like “Click here to continue” or “Signin” or “click here” as a link in the email. These
sentences are linked to the phishing websites. The rest of the emails had some sort of disguised
link leading to the phishing website.

We also found that, in some emails, there was a mismatch between the subject line and the content
of the email. For example, in one email, the subject line was “Online Banking Alert,” but the
email content scenario was “Online Banking Sign-in Error.” In another email, the subject line
was “online Banking Sign-in Error,” but the content of the email was about verifying account
information. There were also a mismatch between brands in the sender address and the content in
the email. For example, the content of one email was for Bank of America, while the From address
was from a different well-known financial institution.

Ninety-six percentage of the emails were not customized for the recipient with any form of personal
information. Three of the emails included some form of personal information: (1) customer ID,
(2) account type and ending number, and (3) account type. It is not clear whether this was really
customized for the recipient or not.

To increase the chances of people falling for these attacks, phishers are also using other techniques
to con people. Twenty-one percent of the emails invited readers to call for clarification or assistance.
A typical example was “If you are not aware of this situation, please contact us immediately at
1.800.123.456.” As expected, most of those numbers don’t match real numbers. We also found that
the phone numbers were different in many of the emails. In its legitimate emails, Bank of America
uses different phone numbers depending on the location of the customer or the nature of the email.
It looks like, as in other respects, phishers are emulating what legitimate organizations are doing.
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8.1.5 Discussion

In this section, we discussed a real-world implementation of PhishGuru. In general, we found that
a majority of the phishing emails we found from the APWG feed are using the same phishing
kits to generate these emails. Since most phishing emails replicate legitimate emails, researchers
and industry could reap substantial benefits by creating a corpus of legitimate emails, studying
their features, and incorporating these features into email filters. Phishing emails haven’t changed
much over time, remaining relatively unsophisticated and containing a great number of errors in
grammar and formatting. Most of the emails in the log analysis contained information relating to
the account details, asking users to click on a link in the email to update their account details.

The results of this analysis confirm that the instructions in the PhishGuru and the landing page
cover features contained in most phishing emails. Users who know these cues will be better able
to identify phishing emails and avoid being victims of phishing. In particular: (1) we found that
all emails had disguised links; this relates to the PhishGuru instruction – “Don’t trust links in an
email.” (2) We found that most of the emails ask for account details; this relates to the PhishGuru
instruction – “Never give out personal information upon email request.” (3) Most URLs in the
emails look similar to legitimate ones; this relates to the PhishGuru instruction – “Look carefully
at the web address.” (4) Some emails lure people into calling a fake number; this relates to the
PhishGuru instruction – “Don’t call company phone numbers in emails or instant messages.”

8.2 Anti-Phishing Phil

This section is largely a reproduction of a paper co-authored with Steve Sheng, Alessan-
dro Acquisti, Lorrie Cranor, and Jason Hong and accepted at TOIT [111]. An earlier
version of the paper was co-authored with Steve Sheng, Bryant Magnien, Alessandro
Acquisti, Lorrie Cranor, Jason Hong, and Elizabeth Nunge and published at SOUPS
2007 [181].

As another implementation of phishing training, we used learning science principles to develop
Anti-Phishing Phil,1 an educational game. Phil was designed to train users about phishing attacks,
motivating them to learn by embedding training into a fun activity. The highly interactive nature of
the game allows it to teach users to distinguish legitimate links from fraudulent ones; it also provides
users with immediate opportunities to practice this procedure multiple times. Anti-Phishing Phil
complements PhishGuru by providing an entertaining platform for the rapid repetition and feedback
needed to teach more difficult anti-phishing procedures. Phil is currently being commercialized by

1http://cups.cs.cmu.edu/antiphishing phil/
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Wombat Security Technologies.2 In this section of the chapter, we will discuss the design and
evaluation of Phil. In Section 8.2.1, we present the design of Anti-Phishing Phil and describe the
ways in which we applied instructional design principles to the design of the game. In Section 8.2.2,
we present a laboratory study evaluation. In Section 8.2.3, we present results from a field study.

8.2.1 Design of Anti-Phishing Phil

The main character of the game is a young fish named Phil. Phil wants to eat worms so he can
grow up to be a big fish, but has to be careful of phishers who try to trick him with fake worms
(which represent phishing attacks). Each worm is associated with a URL, and Phil’s job is to eat
all of the real worms (which have URLs of legitimate websites) and reject all of the bait (which
have phishing URLs) before running out of time. The other character is PhishGuru, who is an
experienced fish. He helps Phil out by providing tips on how to identify fake worms (and hence,
phishing websites).

The game is split into four rounds, each two minutes long. Before each round begins, users view
a short tutorial that provides anti-phishing tips, as shown in Figure 8.11. In each round, Phil is
presented with eight worms, each of which carries a URL that is displayed when Phil moves near
it, as shown in Figure 8.12. The player can move Phil around the screen and “eat” the real worms
or “reject” the bait. Phil is rewarded with 100 points if he correctly eats a good worm or correctly
rejects a bad one. He is slightly penalized for rejecting a good worm (false positive) by losing 10
seconds from the clock for that round. He is severely penalized if he eats a bad worm and is caught
by phishers (false negative), losing one of his three lives. Players have to correctly recognize at
least six out of eight URLs within two minutes to move on to the next round. As long as they still
have lives, they can repeat a round until they are able to recognize at least six URLs correctly. If a
player loses all three lives the game is over. At the end of every round, a review screen shows all of
the URLs from that round and provides tips for identifying them correctly, as shown in Figure 8.13.

The game is implemented in Flash 8. The content for the game, including URLs and training
messages, is loaded from a separate data file at the start of the game. This makes it easy to quickly
update the content. In each round of the game, four good worms and four phishing worms are
randomly selected from the twenty URLs in the data file for that round. Sound effects are used to
provide audio feedback, and background music and underwater background scenes help keep users
engaged.

Educational action design methodology is used to design the game. In this method, the learner
is given a stipulated time in which they have to perform (and thereby learn) the things that are
presented in the game [20]. Table 8.6 summarizes the ways instructional design principles were
applied to the design of Anti-Phishing Phil.

2http://wombatsecurity.com/
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Figure 8.11: Screen shot from Anti-Phishing Phil. The screen shows part of one of the tutorials that occur
before the beginning of each round.

Figure 8.12: Screen shot from Anti-Phishing Phil. The screen shows a URL being displayed as Phil swims
by a worm; the lower right corner features a tip from the PhishGuru fish.
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Figure 8.13: Screen shot from Anti-Phishing Phil. The screen shows the end of round summary.

8.2.2 Anti-Phishing Phil lab study

Study design

Using the protocol introduced in Section 5.1, we conducted a study to measure how much knowledge
participants acquired by playing Anti-Phishing Phil. Participants were asked to examine 10 websites
and determine which were phishing websites. After 15 minutes of training, they were asked to
examine 10 more websites and determine which were phishing websites. Half of the websites were
phishing websites based on popular brands, while the other half were legitimate websites from
popular financial institutions, online merchants, and other random sources.

As this research was also focused on educating novice users about phishing attacks, participants
with little technical knowledge were recruited. Fliers were posted around our university and local
neighborhoods; users were then screened through an online survey. Twenty-eight participants were
recruited and assigned randomly to either a “tutorial” condition or “game” condition. In the
tutorial condition, participants were asked to spend up to fifteen minutes reading an anti-phishing
tutorial based on the Anti-Phishing Phil game. The tutorial included 17 pages of color printouts
containing all of the between-round training messages and URL lists used in the game. These lists
included explanations of which were legitimate URLs and which were phishing URLs, similar to
the game’s end-of-round screens. In the game condition, participants played the Anti-Phishing Phil
game for fifteen minutes.

The results of the Anti-Phishing Phil lab study were compared with the data from the existing
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Table 8.6: Applying the instructional design principles in Phil design.

Principle Way(s) in which we applied the principle to our design
Learning-by-
doing

Users identify real and fake websites while playing a game

Conceptual-
procedural

Applied in the between-round tutorials, for example, we provide
information about how to search for a brand or domain and how
to decide which of the search results are legitimate (procedu-
ral knowledge) after mentioning that search engines are a good
method to identify phishing websites (conceptual knowledge)

Contiguity Applied in the between-round tutorials
Personalization Applied in the messages from the father fish
Story-based
agent
environment

Applied by having the user control a young fish named Phil
(agent), who has to learn anti-phishing skills to survive in the
water among sharks and big fishes (story)

Reflection Applied at the end of each round by displaying a list of websites
that appeared in that round and an indication as to whether the
user correctly or incorrectly identified each one

training material evaluation presented in Section 5.1. Table 8.7 shows the demographic details of
the participants in both studies.

Results

The study measured how much knowledge participants acquired by playing Anti-Phishing Phil. It
did so by examining false positives, false negatives, and the total percentage of correct websites
identified before and after playing the game. A false positive occurs when a legitimate website
is mistakenly judged to be a phishing website. A false negative occurs when a phishing website
is incorrectly judged to be a legitimate website. As shown in Figure 8.14, the game condition
performed best overall. It performed roughly as well as the existing training material condition
in terms of false negatives, and better on false positives. The tutorial condition also performed
better than the existing training material in terms of false positives, but this was not statistically
significant.

Post-test false negative rates in all three groups decreased significantly from the pre-test values. For
the existing training materials condition, the false negative rate fell from 0.38 to 0.12 (paired t-test,
p-value = 0.01). For the tutorial condition, it changed from 0.43 to 0.19 (paired t-test, p-value <

0.03). For the game condition, it changed from 0.34 to 0.17 (paired t-test, p-value < 0.02). There
was no statistical difference between the groups in either the pre-test (oneway ANOVA, p-value
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Table 8.7: Participants for the Anti-Phishing Phil study.

Conditions
Characteristics Existing

training
material

Tutorial Game Control

Sample size 14 14 14 14
Gender

Male 29% 36% 50% 33%
Female 71% 64% 50% 67%
Age

18 - 34 93% 100% 100% 93%
> 34 7% 0% 0% 7%
Education

High School 14% 7% 7% 9%
College Undergrad 51% 79% 51% 48%
College graduate 14% 7% 21% 22%
Post. Graduate school 21% 7% 21% 22%
Years on the Internet

3- 5 years 23% 23% 15% 15%
6-10 years 69% 70% 78% 70%
> 11 years 8% 7% 7% 15%

= 0.60), or post-test (oneway ANOVA, p-value = 0.45). Post-test false positive rates decreased
significantly in the game condition (p-value < 0.03). A one-way ANOVA revealed that false positive
rates differed significantly in the post-test (paired t-test, p-value < 0.02). The Tukey post-hoc test
revealed that the game condition had significantly lower false positives than the existing training
materials. No other specific post-hoc contrasts were significant.

The results demonstrate that users showed significant improvements in their ability to identify
phishing links correctly after 15 minutes of training with Anti-Phishing Phil, the tutorial, or ex-
isting online training materials. However, participants in the game condition were better able to
distinguish between phishing and legitimate links than those in the other conditions, and were thus
less likely to incorrectly identify legitimate links as phishing links.

8.2.3 Anti-Phishing Phil field study

In this section, we discuss results from data collected in a real-world deployment of Anti-Phishing
Phil. Results provide more evidence that Anti-Phishing Phil is effective for knowledge acquisition
and knowledge retention [111].
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Figure 8.14: False negatives and false positives on pre-test and post-test. The differences in false negatives
between groups are not statistically significant. The game condition has significantly lower false positives
than the existing training materials.

Study design

Participants were recruited for an online study through online mailing list postings offering partic-
ipants a chance to win a raffle for a $100 Amazon gift certificate. A between-subjects design was
used to test two conditions. In the control condition, participants saw 12 websites and were asked
to identify whether each website was a phishing site or not. After doing this, the participants were
taken to the game. In the game condition, participants were shown six websites before playing the
game (pre-test) and another six websites after they finished playing the game (immediate post-test).
To measure retention, we emailed participants seven days later and asked them to take a similar
test (delayed post-test). In total, each participant in the game condition was tested on 18 websites
divided into three groups with each group containing three phishing websites and three legitimate
websites. The order of websites within each group and the order in which the groups were shown
to each participant was randomized.

Participants

Over the course of two weeks (Sep 25, 2007 to Oct 10, 2007), 4,517 people participated in the study.
In the game condition, 2,021 users completed both the pre-test and immediate post-test, 674 of
whom came back one week later for the delayed post-test. In this analysis, we focus on people who
completed the pre-test, immediate post-test, and delayed post-test. We had 2,496 participants in
the control condition. Among the total participants, 78% were male, and 15.6% female, with 6.4%
declining to give their gender; 4.8% were 13 - 17 years old, 43.7% 18 - 34 years old, 44.3% 35 - 64
years old, and 0.5% more than 65 years old, with 6.8% declining to provide their age.
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Figure 8.15: False negative and false positive rate for Anti-Phishing Phil in the real-world. Novice users
showed the greatest improvement in false negative and false positive rates.

Results

The results demonstrated that users are able to more accurately and quickly distinguish phishing
websites from legitimate websites after playing the game, and that users retain knowledge learned
from the game for at least one week.

The game condition participants were classified into three categories based on their pre-test scores:
novice (0 - 2 correct), intermediate (3 - 4 correct) and expert (5 - 6 correct). As illustrated in
Figure 8.15, novice users showed the greatest improvement, with the false positive rate decreasing
from 42% to 11.2% (paired t-test, p-value < 0.0001) and the false negative rate decreasing from
28.3% to 11.2% (paired t-test, p-value < 0.0001). The intermediate group also showed statistically
significant improvement, though it was not as large as the novice group. Finally, we did not
observe any statistically significant improvement in the expert group. Delayed post-test scores
did not decrease from immediate post-test scores, demonstrating that participants retained their
knowledge after one week.

Participants were able to determine website legitimacy more quickly after playing the game. The
mean time users in the game group took to determine a website’s legitimacy before the game was
21.2 seconds. After the game, it decreased to 11.2 seconds (paired t-test, p-value < 0.0001). The
mean scores for the control group did not change in a statistically significant way (pre - 18.5 seconds,
post - 18.6 seconds).

Those who did not come back for the delayed post-test performed slightly worse than those who
did come back. The immediate post-test score was 83.8% for those who did not come back and
89.1% for those who did come back one week later (two sample t-test, p < 0.001). One possible
explanation is that those who were more confident in their performance were more likely to come
back. To validate this hypothesis, we conducted a Chi-square test of the percentage of novice,
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intermediate and expert users who completed the immediate post-test, or delayed post-test. We
found that there were more experts and fewer intermediate and novices in the delayed post-test
group (p < 0.001).

Before playing the game, the mean accuracy scores for males were significantly higher than those
for females (males = 75.5%, females = 64.4%, two sample t-test, t = 8.48, p < 0.0001). However,
the two groups improved similarly after playing the game (two proportion test, 14.2% versus 12.4%,
p = 0.192). There was also a significant difference in pre-test performance between different age
groups (one way ANOVA F = 7.29, p < 0.01). A Tukey simultaneous 95% confidence interval
test revealed that participants whose age was less than 18 performed worse than those between 18
and 64 years old. There was no statistical difference in performance between the age groups 18-35
and 36-64. We observed similar trends in immediate post-test performance (one way ANOVA, F =
23.05, p < 0.01). These results suggested that teenagers may be particularly susceptible to phishing
attacks. The mean scores for the age group 13-17 years was 3.9 while the mean score was 4.6 for
both the 18 - 34 and 35 - 64 age groups.

The data from the game was used to determine which types of URLs are most difficult for people
to identify correctly. Especially challenging URLs included those longer than the address bar and
deceptive URLs that look similar to legitimate URLs but with added text (e.g. http://www.msn-
verify.com/). The more challenging the URL, the more likely game players were to use the
game’s help feature (r = -0.645, p < 0.001). From the game data, it was found that users
were most confused by long URLs. This confusion makes them susceptible to sub-domain at-
tacks such as (https://citibusinessonline.da-us.citibank.com/cbusol/signon.do). Users are also con-
fused by very similar URLs. For example, www.citicards.net (as opposed to www.citicards.com),
www.eztrade.com (as opposed to www.etrade.com). Further investigation should explore ways to
alleviate this confusion among users.

8.2.4 Discussion

Security education plays an important role in increasing users’ alertness to security threats. Alert
users are cautious, and therefore less likely to make mistakes that will leave them vulnerable to
attack (false negatives). However, cautious users tend to misjudge non-threats as threats (false
positives) unless they have learned how to distinguish between the two. Good security user educa-
tion should not only increase users’ alertness, but also teach them how to distinguish threats from
non-threats. In this section, signal detection theory (SDT) [119,169] is used to quantify the ability
to discern between signal (phishing websites) and non-signal or noise (legitimate websites).

Two measures–sensitivity (d’) and criterion (C)–are used in the user studies. Sensitivity is defined
as the ability to distinguish phishing websites from legitimate websites; it is measured by the
distance between the mean of signal and non-signal distributions. The larger the value of d’, the
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Figure 8.16: Applying signal detection theory (SDT) to anti-phishing education. Legitimate websites
are treated as “non-signal,” and phishing websites as “signal.” Sensitivity (d’) measures users’ ability to
distinguish signal from non-signal. Criterion (C) measures users’ decision tendency (C < 0 indicates cautious
users , C = 0 indicates neutral users, C > 0 indicates liberal users). As a result of training users may a)
become more cautious, increasing C; b) become more sensitive, increasing d’; or c) a combination of both.

better the user is at separating signal from noise. Criterion is defined as the tendency of users to
exercise caution when making a decision. More cautious users are likely to have few false negatives
and many false positives, while less cautious users are likely to have many false negatives and
few false positives. Figure 8.16 shows example distributions of user decisions about legitimate
and phishing websites. The criterion line divides the graph into four sections representing true
positives, true negatives, false positives, and false negatives. Training may cause users to become
more cautions, increasing C and moving the criterion line to the right. Alternatively, training may
cause users to become more sensitive, separating the two means. In some cases, training may result
in both increased caution and increased sensitivity, or in decreased caution but increased sensitivity.

C and d’ were calculated for the evaluation of existing online training materials, the Anti-Phishing
Phil laboratory study, and the Anti-Phishing Phil field study, as summarized in Table 8.8. It
was found that, after reading existing training materials, users became significantly more cautious
without becoming significantly more sensitive. Thus, these materials serve to increase alertness, but
do not teach users how to distinguish legitimate websites from fraudulent ones. After playing Anti-
Phishing Phil, users became significantly more sensitive and liberal, indicating that performance
improvements from playing the game were due to learning. (Note: we observed the Criterion change
in the field study and not in the laboratory study.)

Results from the Anti-Phishing Phil studies demonstrate that participants who played the game
were better able to identify phishing websites than participants who completed two other types of
training. In the evaluation of both approaches, it was found that people could retain what they
learned for at least one week without significant degradation in performance.
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Table 8.8: Signal Detection Theory analysis. Anti-Phishing Phil increased users’ sensitivity, while existing
training materials made users more cautious. * indicates statistically significant differences (p <0.05).

Sensitivity (d’) Criterion (C)
Pre-
test

post-
test

Delay Pre-
test

post-
test

Delay

Existing training
materials

0.81 1.43 – 0.03 -0.51* –

Anti-Phishing Phil
laboratory study

0.93 2.02* – 0.06 0.06 –

Anti-Phishing Phil
field study

1.49 2.46* 2.47 -0.35 0.02* 0.0
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Chapter 9

Conclusions, Recommendations and

Future Work

In this chapter, we present conclusions from this thesis work, insights from our research, some
recommendations for security education, and future plans we have in this line of research.

9.1 Conclusions

In this thesis, we have systematically studied the problem of educating users about phishing (a se-
mantic attack). Through well-designed studies, we have shown that users can be trained effectively
if training materials are presented when users “fall” for phishing attacks. Through this thesis work,
we have created effective training interventions and developed a novel approach (delivery mech-
anism) for their presentation. With PhishGuru, we address the three challenges of security user
education by: (1) motivating users to read the training interventions; (2) making training part of
the primary task itself (through emails); and (3) ensuring that PhishGuru training does not increase
users’ tendency to misjudge non-threats as threats. In this thesis work, we have also developed and
evaluated interventions grounded in learning science principles. We evaluated both the delivery
mechanism and content through laboratory and real world studies. PhishGuru effectively trains
people; furthermore, people trained with PhishGuru retain knowledge even after four weeks. We
believe the success of PhishGuru is due to the fact that its methodology and content are grounded
in theory.

Through laboratory and real-world studies, we have shown that:

Computer users trained using an embedded training system grounded in

learning science theory are able to make more accurate online trust decisions
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than those who read traditional security training materials distributed via

email or posted on web sites.

The results of this thesis are not only applicable to education specifically centered on phishing,
but also security education in general. The design principles established in this thesis will help
researchers develop systems that can train users in other risky online situations.

9.2 Recommendations for security education

Researchers tend to agree that no system will ever be completely accurate at detecting phishing
attacks, especially when detection requires contextual information. By training users to make better
decisions, we offer a complementary approach that can be put into immediate practice. Based on
the lessons learned from the laboratory and real-world studies, the following design principles should
inform the design of any security user-education system:

• Integrate security education into users’ primary tasks. For most users, security
is a secondary task (e.g. one does not go to an online banking website to check the SSL
implementation of the website, but rather to perform a banking transaction). Also, since
users are not motivated to read about security in general, they do not take the time to
educate themselves about security. Therefore, making education part of a primary task is
essential to motivating people to read training materials. People reading training materials
as part of the primary task may remember the instructions better than people who read the
training materials in an isolated fashion.

• Interventions should apply instructional design principles. Educational researchers
have developed and evaluated instructional design principles; these principles should be ap-
plied to the design of interventions and training materials. Some principles are very easy to
apply and can quite effectively help people remember instructions. Those designing instruc-
tions in the future should consider the following principles in particular:

– Present the instructions in a comic strip format. One reason PhishGuru has been
effective is that the instructions are presented in a comic strip format. Participants in
all of our studies mentioned that instructions presented in a comic strip format are very
effective and likely to be read by people of all ages. Therefore, we think the comic strip
format should be used to develop security training materials. However, it may be worth
testing other formats, such as video.

– Make the training materials fun and interactive. Another reason both PhishGuru
and Phil have been effective is that the training materials are presented in a fun and
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interactive manner. Both PhishGuru and Phil use stories populated by characters. Phil
is more interactive in the sense that users have to do certain things in order to learn;
in PhishGuru, the interaction between the learner and the intervention is through text
presented in the form of dialogue between characters. Based on our research and the
results of our studies, future developers of security training material should make training
more fun and interactive for the users.

– Present the instructions in a story format. PhishGuru and Phil have been effective
because both systems make use of an underlying story. In the PhishGuru intervention,
PhishGuru tries to stop the victim from falling for phishing by presenting tips on how to
protect oneself and information about how phishers scam victims. In the Anti-Phishing
Phil game, Phil learns how to identify phishing URLs through PhishGuru. Based on our
research, training materials using a narrative format effectively help users understand
and retain important information.

• Format the instructions as a list of actionable items. People don’t want to have to read
long text blocks to find important information, so format instructions as a list of actionable
items (procedural knowledge). Users tend to learn these actionable items and remember them
for at least a few weeks.

• Make the training repetitive. According to results from this thesis, people who are
trained twice do better than people trained only once. This suggests that security training
education should be repeated every once in a while.

• Keep the training messages short and simple. In our studies, traditional security
notices fared poorly because they contained too much text and technical jargon. In both
PhishGuru and Phil, instructions are limited to one page and presented succinctly. Based on
our research, security training materials should be kept short and simple.

9.3 Future work

• Apply embedded training in other scenarios. Throughout this thesis work, we have
applied the embedded training concept to materials exclusively about Phishing. However,
this methodology can be extended to many other interesting scenarios, embedding training
materials into things like an instant message link or email attachment. Future research should
work to determine the effectiveness of embedded training in other scenarios.

• Test other mediums of training. Throughout this thesis, we have used still images in
the PhishGuru intervention. We believe that it would be worthwhile to investigate if other
media–such as a short narrative video—might be more effective than still images.
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• Study longer retention and the effect of more training. In this thesis, the maximum
retention time studied was 28 days. It would be interesting to study longer periods of reten-
tion, like 6 months. We have also only studied the effect of one and two training messages. We
found that, even after people saw two training messages, many still fell for phishing attacks.
It would be interesting to study the effect of more training messages on peoples’ tendency
to fall for attacks. In addition, it would be worthwhile to study why people fall for phishing
attacks even after they see the training interventions twice. It would also be worthwhile to
investigate how often people should be trained for training to be most effective.

• Build a system that can automate the entire process from email creation to data

analysis. As part of this thesis, we have built a prototype of PhishGuru that is semi-
automatic in nature. To aid the process of setting up an implementation of PhishGuru
and beginning data collection, it would be useful to develop a system that is completely
automatic.1

• Leverage PhishGuru to convince people for more training. In this thesis, we used the
teachable moment – the moment when users click on a link and fall for fake phishing emails
– to present training materials to users. We believe that this moment can also be used to
convince users to sign up for more extensive training on phishing and other security-related
concepts.

• Cost-benefit analysis. The costs of PhishGuru are three-fold: one development and im-
plementation of the PhishGuru infrastructure along with the interventions; second, the time
investment of end users; and third, the analysis of collected data. The main benefit (from all
of the studies we have done) is around 50% improvement in the behavior (identifying phishing
emails correctly) of the users. It will be worthwhile to develop an economic cost-effectiveness
model for PhishGuru.

1I am currently helping Wombat Security Technologies build the entire system.
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