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Welcome!

The National Computer Security Center (NCSC) and the Computer Systems
Laboratory (CSL) are pleased to welcome you to the Sixteenth Annual National
Computer Security Conference. We believe that the Conference will stimulate a vital
and dynamic exchange of information and foster an understanding of emerging
technologies.

Our program this year covers a wide range of topics spanning the new draft
Federal Criteria for Information Technology Security, research and development
activities, techniques for building secure computer systems and networks, and ethics
issues. It reflects the complex technical, economic, international, and social
environment in which information system security must be developed,
implemented, and practiced. Papers and panels to be presented address topics of
particular concern today and for the future: the harmonization of U.S. criteria for
information technology security with international criteria, present and future
techniques for integrating commercial off-the-shelf products into secure systems,
access control and other networking challenges, and the need for contingency
planning that was highlighted so recently by the bombing of the World Trade
Center.

We hope the conference presentations and these proceedings will provide you
with insights and ideas that can be applied to your own efforts in information
security. We recommend that you share ideas and information presented this week
with your peers, your management, and your customers. Through sharing, we will
help build the strong foundation of awareness, knowledge, and responsibility
needed to enhance the security of our information systems and networks.

JAMES H. BURROWS PATRICK R.

Director Director
Computer Systems Laboratory National Computer Security Center
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In Memory of

our Colleague and Friend

Howard L. Johnson

With the passing of Howard in May 1993, the security community
has lost a valuable advocate and stimulating author and debater.

Howard spent over 20 years in the security community. His aim in
life was to stimulate the security community with new ideas and
approaches which he considered critical to the development of sound
security principles.

As President of Information Intelligence Services, he was an active
participant in security workshops, presenting technical papers,
teaching, and consulting.

His love of life extended beyond his sense of responsibility to his
profession. He was a proud father, poet, and a very compassionate
man with a desire to leave a legacy that will be remembered by his
colleagues and friends.

We, who have known Howard, will miss his passion for excellence
and his love of life.
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Awards Ceremony

6:00 p.m. Tuesday, September 21
Convention Center, Room 317

A joint awards ceremony will be held at which the National Institute of
Standards and Technology (NIST) and the National Computer Security Center
(NCSC) will honor the vendors who have successfully developed products meeting
the standards of the respective organizations.

The Computer Security Division at NIST provides validation services for
vendors to use in testing devices for conformance to security standards defined in
three Federal Information Processing Standards (FIPS): FIPS 46-1, The Data
Encryption Standard (DES); FIPS 113, Computer Data Authentication; and FIPS 171,
Key Management Using ANSI X9.17.

Conformance to FIPS 46-1 is tested using the Monte Carlo test described
in NBS Special Publication 500-20, Validating the Correctness of Hardware
Implementations of the NBS Data Encryption Standard which requires performing
eight million encryptions and four million decryptions.

Conformance to FIPS 113 and its American Standards Institute
counterpart, ANSI X9.9, Financial Institution Message Authentication (Wholesale)is
tested using an electronic bulletin board (EBB) test as specified in NBS Special
Publication 500-156, Message Authentication Code (MAC) Validation System:
Requirements and Procedures. The test consists of a series of challenges and
responses in which the vendor is requested to either compute or verify a MAC using a
specified randomly generated key.

Conformance to FIPS 171, which adopts ANSI X9.17, Financial Institution
Key Management (Wholesale), is also tested using an EBB as specified in a document
entitled NIST Key Management Validation System Point-to-Point (PTP)
Requirements.

The NCSC recognizes vendors who contribute to the availability of trusted
products and thus expand the range of solutions from which customers may select to
secure their data. The products are placed on the Evaluated Products List (EPL)
following a successful evaluation against the Trusted Computer Systems Evaluation
Criteria including its interpretations: Trusted Database Interpretation, Trusted
Network Interpretation, and Trusted Subsystem Interpretation. Vendors who have
completed the evaluation process will receive a formal certificate of completion from
the Director, NCSC marking the addition to the EPL. In addition, vendors will
receive honorable mention for being in the final stages of an evaluation as evidenced
by transition into the Formal Evaluation phase or for placing a new release of a
trusted product on the EPL by participation in the Ratings Maintenance Program.
The success of the Trusted Product Evaluation Program is made possible by the
commitment of the vendor community.

We congratulate all who have earned these awards.
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Abstract

In our experience, poorly chosen passwords continue to be a
major cause of security breaches. The increasing popularity of the
UNIX operating system and the Kerberos authentication protocol in
commercial environments accentuates this problem, as both are vul-
nerable to dictionary attacks which search for poor passwords. A
proactive password checker is a component of a password chang-
ing program that attempts to validate the quality of a password cho-
sen by the user, before the selection is finalized. In addition to
checking for several attributes such as the size of the password and
whether the password is derived from information about the user,
the heart of any conventional proactive checker is a program that
matches the password against a dictionary of passwords known to
be bad. This dictionary of passwords can occupy tens of megabytes
of space (in a distributed environment the dictionary may have to be
replicated several times), and the time to search the dictionary can
be high, especially if an attempt is made to filter out bad noisy pass-
words (which are of the form: common words plus one character
noise, e.g. tiger2 or compQuter).

BApasswd is a new proactive password checker which drastically
reduces the space and time requirements of the matching program.
This is achieved by applying the theory of statistical inference on
Markov chains to the “bad password recognition” problem. We
assume that bad passwords are a language generated by a kth
order Markov process, and then estimate the transition probabilities
of this process from existing dictionaries of bad passwords. This
table of transition probabilities, which takes up very little space, is
then used in lieu of the dictionary itself. When given a password,
BApasswd will use statistical tests to determine, with a high degree
of confidence, whether that password could have been generated
by the same Markov process, and if so, rejects the password. A key
feature of BApasswd is that bad noisy passwords are automatically
recognized as being unsuitable and need not be present in the initial
training dictionary.

We present considerable empirical evidence to show that BAp-
asswd successfully filters out bad passwords, while simultaneously
ensuring that it does not become very burdensome for a legitimate
user to choose a new password.

Keywords: Cryptography, Dictionary Attacks, Markov chains, Passwords, Proactive
Password Checkers, Pronounceable Password Generators, Statistical inference.
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1.0 Why proactive password checking?

Given the choice, most users choose passwords from a “likely password” password-space,

k, that is a small fraction of the entire password-space, «, available to them. This smaller key1
space is typically composed of words from natural languages, jargon, acronyms, dates and
derivatives of these words. The small size of k, implies that attacks based on exhaustive search
of the password-space become practical. For instance, in the UNIX operating system [11,18],
user passwords are transformed using a one way function based on DES, and then stored in a
password file that is usually publicly available, and is in all cases available to system adminis-
trators. As the one way function itself is not secret, an adversary can methodically apply this

function? to all words in K,, and then compare the results to those in the password file. The Ker-

beros authentication protocol [17] is also vulnerable [3] to such a dictionary attack as, for rea-
sons not relevant here, the protocol makes it possible for any adversary to request from the
server, a ticket-granting-ticket encrypted with any user’'s password. The adversary can also
obtain additional messages encrypted with user passwords by eavesdropping on the network.
The adversary can decrypt the ticket or the messages using exhaustive key search over k,,
stopping when the expected redundancy is discovered.

The size of the password-space that can be searched efficiently by an adversary, is much
larger than is usually believed; the interested reader is referred to Karn and Feldmeier [15] for a
discussion on the size that can be searched using current technology. Although their comments
are directed towards UNIX password security, the results are widely applicable to most systems
where the key space is artificially small, and where a chosen plaintext attack is feasible. Pro-
tecting a security system against such dictionary attacks, requires either altering the system
itself (for instance Bellovin and Merrit's Encrypted Key Exchange [2] approach to securing Ker-
beros), or enlarging the size of the likely password-space «, until it approaches the size of k,
which should naturally be chosen to be very huge. One method of achieving this would be to
have the system select a random password from « for the user. This is decidely user unfriendly
and may lead to problems such as passwords being written down. However, if such a policy can

be enforced and policed, then it is, from a security perspective, an optimal approach3. A related
approach is to have the system generate random, but pronounceable passwords [1,12]. We
briefly discuss how one such scheme (not the one described in [1,12]) can be broken, but, our
major objection to such schemes is our conjecture that a user chosen password is always more
likely to be remembered and less likely to be written down or forgotten (note: we do not have
any scientific evidence to support this conjecture).

Proactive password checkers are based on the philosophy that, with sufficient guidance from
the system, users can select passwords from a fairly large key space, which are not likely to be
“guessed” in the course of a dictionary attack. Such a program could interact with the user,
explain the sort of passwords that are desirable, check for the appropriate size, the appropriate
mix of lower case, upper case and special characters, check if the password is drawn from the
user’s name, login-name, etc., and finally check if the password belongs to a dictionary of pass-
words that are known to be bad. Note that a good proactive password checker will detect both
words like tiger which is a bad password and words like tiger2 or compQuter which we term bad
noisy passwords (informally we define bad noisy passwords to be passwords obtained by add-
ing one character of noise to a bad password).

1. We use the words keyspace and password space synonymously.

2. it databases of encrypted passwords are generated in advance, the “salting” introduced [7], multiplies the size of the pass-
word space that needs to be checked by a constant factor (4096)

3. This scheme will work particularly well in environments where security administrators can shoot users caught violating secu-
rity policy. However, in environments, such as ours, where an unfriendly scheme would result in our users shooting the security
administrators, we recommend proactive password checkers!
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For a more comprehensive review of proactive password checkers we recommend the inter-
ested reader to Bishop's excellent survey[5]. Spafford’s description of the OPUS project [21] is
another useful reference, where the author eloquently argues the merits of proactive password
checking.

The rest of this paper is structured as follows: In Section 2 we describe the motivation for the
development of BApasswd. In Section 3 we review two related approaches and also briefly dis-
cuss some problems we identified with one pronounceable password scheme. In Section 4 we
describe BApasswd. In Section 5 we empirically examine the performance of BApasswd and
contrast it to some other schemes. In Section 6 we conclude.

2.0 Why BApasswd?

The single most important, and most difficult, function of a proactive password checker is
verifying if the password chosen belongs to a dictionary of passwords known to be bad. The

“obvious” way of performing this task, namely comparing the password to an actual dictionary
suffers from three drawbacks:

1. Space: The size of a “good dictionary of bad passwords” can be several Megabytes
(Spafford [21] reports a size of 25 MB for a dictionary compi{ed at Purdue). While this
may be acceptable in a centralized environment, replicating’ the dictionary in a distrib-
uted environment with thousands of workstations and servers is unacceptable. In addi-
tion to the size problems, such dictionaries need to be protected from unauthorized
access to prevent the dictionary itself from being stolen and used in a dictionary attack
against another site not protected by a proactive password checker.

2. Time: The time required to search a large dictionary may not in itself be very high. How-
ever, in order to capture bad noisy passwords (i.e. bad passwords plus one character of
noise), it becomes necessary to incorporate further matching algorithms which may be

time consuming. We note that a proactive password checker works in real time, while
the user waits.

3. Bad Noisy Passwords: As noted above, a dictionary search does not easily capture bad
noisy passwords, and unless significantly augmented, may well allow such passwords

to be picked by users.
BApasswd is designed to address all three of these problems. It is designed to use an insignifi-

cant amount of data storage, be extremely fast 2 and successfully filter out bad noisy pass-
words. Before describing our design we very briefly review two related schemes.

3.0 Related work

We are aware of two other proactive password checkers which have been designed with the
?oal of saving on the storage space for the dictionary. Both are similar to BApasswd in that they
ollow the traditional pattern matching framework [3], which for our problem is:

1. Extract a set of characteristics, ¢, from given bad password dictionaries in an off-line
mode. Key to saving space is that ¢ should be much smaller than the dictionary itself.

2. In the on-line mode, use test, 7, to determine if a given password has characteristics
similar to c.

The differences in the schemes are in the characteristics, ¢, extracted, and consequently the
test, r, used to make the determination in the second step. We now describe the two schemes.

Let 4 = {a,b,....2,5PC,0THER} be the set of 28 characters which comprise the alphabet from
which passwords are constructed. Nagle [19] describes an “Obvious Password Checker”, in

1. An alternative to replicating the dictionary would be for the user to interact remotely with a centralized site where the dictio-
nar¥ is maintained. Unless a Kerberos-like system is used, securing the protocol for achieving this becomes a major problem.
2. The on-line portion of BApasswd runs in time and space constant in the size of the dictionary.

3
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which c is a three dimensional boolean matrix, m{i,j, k1, where i, j and & correspond to the indi-
ces into the set 4. In the training mode the bad password dictionary is scanned, and every
sequence of three consecutive characters (henceforth called trigrams) that is observed, results
in the corresponding bit in the boolean array being set. For instance, the password abcd? will
cause (M(a,b,cl,M[b,c,d]) and M{c, 4, oTHER] 10 be set to ‘1’. By scanning all the passwords in the
dictionary, many such bits will be set. In the on-line phase all trigrams from the password are
extracted, and the password is accepted as a good password, only if there are at least two tri-
grams which do not have their corresponding bits set in . As we shall see later, this simple
algorithm does an excellent job of screening most bad passwords. However, it does not do a
very good job in keeping out bad noisy passwords. BApasswd is distantly related to this test
(henceforth called the Nagle test), but does not have the vulnerability to bad noisy passwords.
We present an empirical comparison in Section 5.

Spafford ‘s OPUS [21] test is based on Bloom filters [6] which have found use previously in
spelling checkers. Let (v be a boolean array of size ~. Let 1, #,, ..., H, be a set of 4 hash func-
tions. Given a password, each hash function returns a number in the range o...~. In the training
Bhase each password in the dictionary is run through all ¢ functions, and for each of the 4 num-

ers, n,, generated, the bit in B(x], Is set. In the on-line testing phase, the password is run
through the 4 functions, generating n,,n,, ..., n,. If any of B(n,1,B(n,1....,B[n,;], @re not set, then the
password is deemed to be suitable. If all corresponding bits in 8 are set, then, with a high prob-
ability, the password was present in the training dictionary. There is a small probability that
words not in the initial dictionary, which may be good passwords, may be mistakenly identified
(false positives) as being bad passwords. By increasing the size, ~, in the array s, this probabil-
ity can be made negligible. Also the choice of hash functions is extremely important.

The OPUS work is still in progress and consequently we cannot present an empirical com-
parison with BApasswd, as we are not aware of which hash functions and other parameters are
recommended. Qualitatively we see the following differences:

1. Unlike BApasswd, OPUS (as described in [21]) will not be able to filter out noisy bad
passwords. However, it is our understanding [22] that extensions to OPUS which deal
with this situation are under development.

2. As observed earlier, OPUS requires B~ to be large enough to ensure that the number
of false positives is low. Taking this into account, the author reports that s{y] can be
made between twelve to fifteen times smaller than the training dictionary it replaces.
BApasswd on the other hand requires constant storage of about 175KB.

3. OPUS is guaranteed, by definition, to successfully recognize every bad password it
“saw” during training. BApasswd is statistical in nature and there will be a small number
of such passwords not recognized. This issue in BApasswd, is easily fixed, by augment-
ing the on-line search to carry out a regular dictionary search on those words from the
training dictionary which it does not recognize as bad passwords in the on-line mode.
This of course requires additional space.

Empirical comparisons are needed to contrast OPUS and BApasswd. We reiterate that we sur-
vey OPUS and the Nagle password checkers, and not any others, because our focus is on sys-
tems that eliminate the need for large on-line dictionaries.

An alternate method of solving the poor password problem is to use system generated pass-
words. As mentioned earlier we consider these to be extremely user-unfriendly. A slightly less
unfriendly variant is to use ‘pronounceable password schemes’, such as those described in

1,12]. Our major objection to such schemes, for which we have no scientific evidence, is our
elief that a machine chosen password is far more likely to be written down or forgotten. Given
that a proactive password checker like BApasswd can allow the user to pick their own pass-
word, and yet ensure the password space is large, we see no reason to impose a machine gen-
erated password on the user. The size of the password space of a pronounceable password

4
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checker can be deceptive. In one such scheme (not the scheme described in [1,12]),
passwords are generated from 25 templates, where a template represents a pronounce-
able combination of characters (e.g. consonant-vowel-consonant may be a valid tem-
plate for generating a three character password). Let the number of different passwords
generated by each of the 25 templates be 7,7, ...7,;. To generate a password the system
indexes randomly into one of the templates and generates a password. Assume that this
system was used on a UNIX server which has 100 users. Let us also assume that a
hacker has a copy of the file (/etc/passwd) containing the encrypted passwords. If the
hacker wants to try to guess a particular user’s password, then she can expect to search
25

through half the total password space r, where 7 = ¥ 7,. Since 1 would have been cho-

im]
sen to be large, it appears that our hacker has been thwarted. However, the typical
hacker is interested into breaking into the “system” and as a first step would like to com-
promise any user account. Now her task is easier: Let 7, = Min(7,,T,,...T,) . The hacker
can successfully guess that one in every twenty-five users (i.e. about 4 of the 100 users),
would have picked a password generated from 1, . Consequently the hacker will orly
have to exhaustively search 7, , which can be much smaller than 7. In one such system

we examined, it would have been fairly trivial for a hacker with limited computing
resources to break the system.

4.0 The BApasswd design

BApasswd is a full fledged proactive password checker that can be used as a compo-
nent of any password changing program. We first describe five major design require-
ments, and then concentrate on the technical details of how we meet two of these
requirements.

4.1 Major design requirements
The five important requirements that led to the BApasswd design are:

1. The user should not be allowed to select a password that is based on user infor-
mation commonly available on-line (e.g user name), should be of an adequate
length, should have the appropriate mix of upper case, lower case and special
characters, etc. Other related goals are to enforce password aging and ensure
that a history of passwords is maintained to discourage reuse. In meeting some of
these goals BApasswd is very similar to Hoover's npasswd [14]. Also see Bishop
[5] for a list of requirements, most of which, when complete, BApasswd will meet.

2. The user should not be able to select a password that is known to belong to a dic-
tionary of bad passwords, or bad noisy passwords, which we defined as bad
passwords to which one character of noise is added.

3. The proactive password checker should not require storing large dictionary files.
We expect BApasswd to be installed on literally thousands of workstations, serv-
ers, mini-computers and mainframes in our environment, and requiring replica-
tion of a large dictionary on even a fraction of these computers is unacceptable.

4. The code and accompanying data files for the checker should be small, flexible
and portable, as we expect to incorporate it into the password changing pro-
grams of several operating systems and security services (e.g. UNIX, ACF2). We
have already incorporated BApasswd into kpasswd, the password changing pro-
gram of Kerberos V [17].

5. BApasswd must be user friendly. Our environment is a typical commercial envi-
ronment composed of users, who for the most part, are responsible corporate cit-
izens, and will accept minor inconveniences as a price for improving security.
However, we are not a top secret defense establishment, and any security sys-

5
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tem that is difficult to use will not be tolerated. Consequently, BApasswd is designed to
be a friendly, conversational, interactive systqm Explaining why a given password was
regarded as bad, and prowdmg the criterion” for selecting a good password is impor-
tant. Further, the entire transaction should not take more than one or two minutes. We
expect that as users get used to the system, the time to select a password will become
much smaller. Also, ensuring that good passwords are selected reduces (though not
eliminates) the need to force the user to change passwords very often.

This paper does not address design issues related to requirements 1, 4 and 5 above. Rather,
for the rest of the paper we focus exclusively on the way we meet requirements 2 and 3. We
note, however, that our code is extremely compact (a few hundred lines of C).

4.2 The BApasswd approach to the bad password recognition problem

We first provide some background on Markov models, then explain our choice of parameters
for the model and show how to extract the characteristics ¢ in the off-line stage and finally
present the test, 7, used in the on-line password recognition stage.

4.2.1 Markov models: Background
As explained in Section 3, the traditional pattern matching framework, in our context is to:

1. Off-line: Extract a set of characteristics, c, from given bad password dictionaries.
2. On-line: Use test, 7, to determine if a given password has characteristics similar to c.

In BApasswd, we assume that the bad password dictionary was generated by a kth order
Markov model, and the characteristics, ¢, correspond to the transition probabilities of the
model. Determining whether a given string was generated by a given Markov model, is a well
studied problem in statistical inference on Markov chains, and, our test, r, is drawn from this lit-
erature. In earlier papers, co-authored by the second author of this paper, a guide [9] and empir-
ical study [10] is provided to the problem of language recognition using Markov chains, with an
emphasis on applications in cryptanalysis. This paper is self-contained and we refer the inter-
ested reader to [9,10], for more information. To the best of our knowled?e BApasswd repre-
sents the first time that this theory has been applied to the problem of proactive password
checkers.

M = {3, {ab,c}, T, 1}, Where
0005 05

T = 10204 04/, 1.€. Tla,a]l =00, T[a,b] =05, ,etc.
1.0 0.0 0.0

e.g. string probably from this language: abbcacaba.
e.g. string probably not from this languageaaccccbaaa.

Fig-1: An example Markov model. Likely strings can be generated by beginning in any state, and following high
probability transitions. Observe that the string unlikely to have been generated by this model contains many
zero transitions, e.g. cc and aa.

A Markov model » is a quadruple, (m 4,7}, where m is the number of states in the model, 4
is the state space, 7 is the matrix of transition probablhtles and « is the order of the chain. In Flg-
1 an example of such a model for a three character language is shown.

1. Care is taken to not over spacify the constraints, which could result in artificially reducing the size of the keyspace of the
passwords.
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A key characteristic of a «th order Markov model, is that the probability of making transition
T[xy], depends only on the previous « states that have been visited. In a 1st order model the
robability of a transition ending in state y, depends only on the state from which the transition
an (say x). i.e. Tx y) = Probyl), In @ 2nd order model, the probability of entering state y from
state x, also depends on the state the process was in prior to entering x, say w. i.e.
Tlx,y]l = Problylwx).

4.2.2 A Markov model of a bad password dictionary

As the example above illustrates, for our purposes, the state space very naturally corre-
sponds to the alphabet of the natural language from which we expect passwords to be drawn.
BApasswd uses a state space of size, m = 28, where 4 = {a,, ...z, 5PC,0THER} . We do not differ-
entiate between lower and upper case alphabets, and the remaining forty to fifty numbers, spe-
cial characters and control characters are mapped into the OTHER category which is then
treated like any other character.

We experimented with both a first order model as well as a second order model. In this paper
we report on the second order model which gives better overall performance. Observe that the
size of the transition matrix that has to be stored increases with increasing order: for a 1st order
model the matrix occupies about 5-6 KB, while for a 2nd order model it will occupy about 175K.

Having specified m, 4 and &, it only remains to be seen how the probabilities in the transition
probability matrix r are estimated. The first step is to select a fairly large file of known bad pass-
words. As discussed in the next section we experimented with several such dictionaries, and
found that a medium sized dictionary (about 1MB) proved adequate. The dictionary, henceforth
called b, is described in the next Section. We are interested in estimating the transition proba-
bilities 71/, &1, which is the probability of a transition from the jth state to the «th state, given
that the process reached the jth state from the ith state. The steps in calculating r are:

1. From b, we first calcqlated the frequency matrix s, where r[i,, k] is the number of occur-
rences of the trigram’ consisting of the ith, jth and «th characters. For instance, the
password, parsnips, yields the trigrams par, ars, rsn, sni, nip and ips.

2. For each bigram i; calculate s, j, =), as the number of trigrams beginning with ij. So
f(a, b,=) would be the number of trigrams of the form aba, abb, abc,...abSPC,abOTHER.

3. We could then calculate r as:

ff ((l'j’:)) This method of calculating transition probabilities is known[4] to be a

maximum likelihood estimate

Tlij k] =

of the transition probabilities.

When we experimented with bigrams (1st order model) this proved adequate. However, when
we shifted to a 2nd order, trigram model (to obtain greater accuracy) we found that the perfor-
mance of the system was seriously effected because the trigram transition probability matrix
contained too many zeroes and we had to use an alternate method. The problem of zeroes in
the transition matrix, is well understood in the statistical literature, and in [9] we had reported
some methods of dealing with this situation. However, for this work we relied on a different
method of adjusting our transition probability matrix to deal with zeroes. Namely, we used the
well known Good-Turing [13] method of adjusting the frequencies. In this method, after comput-
ing the frequencies in Step 2 above, the following steps are performed:

1. A trigram is any three consecutive characters. Similarly, a bigram is any two consecutive characters and a unigram is a sin-
gle character.

7
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4. Calculate values for array &, where r[11 contains the number of times the frequency
occurs in s. For instance if r contains 500 zero elements, then k(o] = s00. It is recom-
mended that the distribution of # be ‘smoothed’, however, we did not find the necessity
to do so.

5. As per Katz's recommendation [16], if r1i,j, k1 = 1, then perform (i, j, k] «o.
6. Adjust the frequency matrix s, using the Good-Turing method [13] as follows:

(L k1 + 1) xRI(LLj, k1 +1)]

el RU i), 1]

Note that as per Katz's recommendation[16], this ‘adjustment’ is only performed when
fli,j, k] £5.

7. Calculate the 7 matrix from the adjusted r matrix as described in Step 2.

Finally, we note that Church and Gale [7] describe yet another method of adjusting the fre-
qguencies. They first define a maximum likelihood estimate for the probability of a given trigram

TG40 \where rorar is the sum of all frequencies in 1.

as T[i»j» k] = TOIEI_

Note that this is different from the maximum likelihood estimate described in Step 2 above,
which is the probability of a trigram occurring, given that the first two characters have been
observed. They show that their enhanced method works better than the maximum likelihood
estimate they defined. While possible, it is not obvious from their work that the enhanced
method they describe will outperform the maximum likelihood estimate described above in Step
2. From a practical perspective the method we used performs adequately.

4.2.3 Tests for bad passwords

Having completely parameterized our Markov model, M = (28, {a,b, ...,z SPC, OTHER}, T, 1} , W@
have completed the first step of extracting the characteristics ¢, from the dictionary. We now
turn our attention to showing how it can be determined if a given password, p, has characteris-
tics similar to our c.

By modeling the dictionary as a Markov model, we have reduced the “Is this a bad pass-
word?” question to “Was this string (the password) generated by this Markov model (the model
of the dictionary)?”. This reduction allows us to draw from the wealth of literature on statistical
inference on Markov chains. This theory is also very useful in an unrelated application (lan-
guage recognition in cryptanalysis) which motivated one of us to co-author a guide[9] and an
empirical study [10] of the discipline. We refer the interested readers to these papers, and to
their references, for further reading. In this paper we restrict ourselves to a description of one of
the many tests which BApasswd’s design permits use of. All these tests, use the transition prob-
ability matrix, 7, and the candidate password p, as their sole inputs. While these tests have..
been used before in different cryptologic applications, to the best of our knowledge, the design
of BApasswd is the first time that they have been applied to the bad password recognition prob-
lem.

The test we use here is a log-likelihood function and is a standard statistical test! for deter-
mining whether a given string belongs to a particular Markov chain. Let the password p, be
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depicted by »,p,...,, where 1 is the length of the password. Glven a particular trasition probabil-
ity matrix, 7, and a password p, the log likelihood function uy, is given by:

-2
U = Y An(T(pypiyyPiyol)

im]
For instance, for the password unknown2, iy is given by:
Uf = In(T [u,n, k1) +In(T[n, k,w]) +In(T [k, w,0]) +In(T[w,0,n]) +In(T [o,n, OTHER])

Observe that the OTHER character is treated like any other character, the difference being that
it is actually an equivalence class for any character which is not present in A..Z and SPC. Also
note that since the transition probabilities are by definition less than one, and since we are sum-
ming the natural logs of the transition probabilities, 1 will always be negative or zero.

In order to transform iy to the final test we actually use, we carry out standard statistical tech-
niques of scaling, centering and normalizing, giving the final test, we call 84p, as:

=5k

BAp =

where -1 is the number of trigrams and, u and o, are the estimated mean and standard devia-
tion of % The estimated mean and standard deviation are calculated by computing the value

7’__’%, for every password in the bad password dictionary, » (from which 7, the transition probabil-

ity matrix was calculated) and then calculating the mean and standard deviation of the resuiting
values using standard formulas. Note that the method for scaling, centering and normalizing
that we use can be found in any statistics textbook. In [10] other techniques are discussed.

Finally, we note that due to the centering and normalizing, s4p has, by definition, a mean of
zero and a standard deviation of one. It is now possible to set a threshold (we chose 2.6 stan-
dard deviations, which corresponds to about 99% of the area under the normal curve), and
accept as a good password any password that has a value of less than -2.6. Passwords close
to the mean, zero, are viewed as being drawn from the bad password dictionary, and are hence
unacceptable. Due to space considerations, we shall not describe any other tests. We would
like to note that we have experimented with another test based on unigram positional frequen-
cies, and were not impressed with the results.

4.2.4 Time/Space Efficiency of Test

The test described above happens in real time and hence must work real fast, and preferably
should not take much space. BApasswd takes as input the transition probability file and a con-
figuration file containing the mean, u, the standard deviation, o, and the threshold. All this data
is computed in an off-line phase. The on-line test computes us and then sap which require mini-
mal computation. Observe that the natural log function need not be computed on-line since
instead of storing the transition probabilities, 7 (i, x1, it is possible to store ix (r(i,j, k1) . The space
taken by BApasswd is mainly for storing the transition probability file, which, for the 2nd order
model, is about 175KB, which we consider practically negligible.

1. In the cryptologic literature, Sinkov [20] uses this test in the context of comparing two candidate solutions during the cryp-
tanalysis of Vigenere ciphers [8]. Howaver, his application did not require him to perform the standard statistical procedures of
linear scaling, centering and normalizing which we do.
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5.0 BApasswd: An empirical evaluation

In this section we first illustrate BApasswd’s performance in keeping out bad passwords and
bad noisy passwords, next we show how it performs when presented with good passwords and
finally we compare it with the Nagle test we described in Section 3. Our tests were conducted
on the password files BP1-BP6 (six files of bad passwords), NBP1-NBP3 (three files of bad
noisy passwords), GP1-GP3 (three files of good passwords) and on UP1 (a file of machine gen-
erated pronounceable passwords). Descriptions of these files are summarized in Fig-2. We first
trained (i.e. calculated 7, p and ) BApasswd on BP5 and then tested it on all these files. We
depict our results both using histograms and a summary table of the percentage of passwords
accepted. Each histogram has a vertical line at the value -2.6, and passwords to the left of this
line are accepted as being good passwords, and those to the right are rejected.

5.1 How well does BApasswd keep out bad passwords?

In Fig-3 six histograms illustrate the performance of BApasswd on files containing ‘bad’ pass-
words. As can be seen, BApasswd works extremely well in recognizing bad passwords. The
only file requiring explanation is BP6 which does have 12% of the passwords classified as
‘good’. This happens because many of the ostensibly bad passwords in BP6, are indeed quite
good, and are unlikely to be present in any hacker’s dictionary. This file also contains a German
technical dictionary, which though it contains many English terms, has several words that can
be considered good passwords. Finally, it should be noted that the histograms have different
scales as the files range in sizes from BP2 which has 280 jargon words to BP6 which has
961,947 words.

5.2 BApasswd and bad “noisy” passwords

We chose NBP1-NBP3 as our baseline for bad noisy passwords.As shown in Fig-5, BAp-
asswd very successfully keeps out bad “noisy” passwords. As shown in Section 5.4, this is a
significant advantage of BApasswd over the Nagle test. The OPUS test, unless augmented to
recognize noise, will by definition be unable to detect noisy passwords.

5.3 Does BApasswd keep in good passwords?

BApasswd is statistical in nature and some good passwords will be mistakenly classified as
bad. If the percentage of such passwords is large, then BApasswd will become very user
unfriendly, and will be practically useless. Fortunately, our experiments show that users can
select acceptable passwords using BApasswd. These good passwords may well ook random in
nature and the question of comparing it with systems that generate random user passwords
arises. The key difference, which makes all the difference to usability, is that the good random
passwords that are obtained using BApasswd are chosen by the user, and, presumably, have
some semantics that aid memory. Note that the other portions of BApasswd, not described
here, will guide the user into inserting some special characters in the password, which results in
increasing randomness. To measure this quantitatively we conducted experiments on GP1
keyspace of 95 random characters), GP2 (keyspace=A.Z + five special characters) and GP3
keyspace = A.Z) all three of which contain “good” random passwords. As can be seen in Fig-4
below, BApasswd correctly classifies a high portion of all three password files correctly.

In addition, we also conducted some usability tests by asking users to select passwords
using our system. Our methodology for these trials were somewhat ad hoc and consequently
we choose not to report detailed quantitative results. Our general observations were that:

*Users rapidly adapt to and “get the hang of” selecting passwords that will be accepted

by BApasswd. Our unscientific sampling on a small set of users showed that it did not
take more than three tries to select a good password.

10



File

# Passwords

Description

BP1 586 A file of bad passwords available with the Crack{7] package
BP2 280 Also from Crack, but contains many jargon words
BP3 18780 The standard UNIX dictionary distributed with SunOS 4.1.2
BP4 80698 includes BP3, but also has first & last names, and slang words
BPS 86536 All passwords from BP1 - BP4 with duplicates removed
BP6 961947 BP4 + a German technical dictionary + all words in 3 years of neinews (including several misspellings)
+ 2 Webster's and one Collins dictionary. Special characters and duplicates removed.
GP1 100000 Random 8 character passwords generated from the chars. A-Z
GP2 100000 Random 8 character passwords generated from A - Z + 5 special chars
GP3 119916 Random 8 character passwords generated from all printable characters (95 characters)
NBP1 18780 UNIX Dictionary, except that one special character is stuffed into every password at a random location
NBP2 18780 Same as NBP 1, except the random characters aren't stuffed into the first or the last positions
NBP3 80698 BP4 with a special character stuffed in a random location
UP1 69630 Produced from a program that generates random pronouncable passwords
[FigA 2: Description of password files used in experiments. |
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Fig 3: Histograms graphing BA_pas_sv_vd scores and the fre_qaéncy of passwords in files BP1 - BP6. Our criterion of 2.6 Standard Deviations
(99%), mplies that all passwords to the left of -2.6 are classified as acceptable.
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Fig. 5: The Histograms illustrate that BApasswd successfully filters out
bad noisy passwords.

Password Number Total Percent

File Accepted Passwords Accepted

BP1 15 586 2.56%

- i o W - BP2 19 280 6.79%

1600 — — BP3 119 18780 063%

P B . BP4 1418 80698 1.76%

1200 BP5 1454 86536 1.68%

1000 1 - BP6 118223 961947 12.29%

800 1 — GP1 96257 100000 96.26%

| 600 r =i GP2 94403 100000[  94.40%

| A T— = GP3 111758 119916  93.20%

200 . NBP1 1530 18780 8.15%

| Or\ e e e NBP2 1274 18780 6.78%

SN O O N O o~ 0O~ NBP3 6970 80698 8.64%

| o T o, W e RE UP1 36119 69630|  51.87%

fxg. 6: Roughly 50% ot passwords"from a progre.;m that generated g':a:v:sSp:':;:‘:ggz:r:gg:;?;;:‘fgg;gb?:?ﬁ:: iﬁat
random pronouncable passwords” were classified as unacceptable. some of the passwords in the 'bad' and ‘bad noisy

password files are indeed acceptable.
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«Some of the passwords our users selected looked fairly random, and we were con-
cerned that they would not be able to remember them. However, on questioning we
determined that while the passwords looked random to us, to the user they had a firm
semantic link to some tangible memory. For instance the password vill84mth did not
look easily memorizable, or even pronounceable, until the user explained that he had
graduated from Villonova University in 1984 with a Math major!

» The conversational, interactive nature of BApasswd is critical. A user must be informed
why her password was not accepted.

Our (scientific) experiments with GP1-GP3 and our (admittedly unscientific) usability tests
with users, convinced us that usability would not be a major issue, and that users will be able to
easily select passwords using BApasswd. Our users were comparing BApasswd to their current
environment where they can pick any password. In environments where machine generated
passwords are used, BApasswd could represent @ major improvement in user friendliness, and
could result in a decrease in the instances of passwords being written down or forgotten, which
have their associated security and administrative costs respectively.

5.4 BApasswd and ‘random pronounceable passwords’

We experimented briefly with passwords generated by the ‘random pronounceable password
generator’ which we showed how to break in Section 3. As expected, several of these suppos-
edly good passwords were classified as bad. This is expected given the way BApasswd works,
but we do not see this as a problem for two reasons:

1. The passwords picked by users of BApasswd are very likely to contain special characters
and would consequently not be pronounceable. However, these passwords will be
picked by the users, and, in our opinion, will be more easily memorized than a machine
generated pronounceable password.

2.  We are not convinced that pronounceable passwords have an adequately large key-
space. We have already shown how the scheme we tested can be broken, and we also
point out that Gasser [12] clearly warns that passwords generated by his system may
contain English words that need to be filtered out. If we extend this to include English
words plus one character noise, then it is possible that a considerable number of pass-
words generated by his scheme are actually ‘bad passwords’, and consequently, it is not
surprising that BApasswd recognizes them as such.

If the number of such bad passwords is significant, then perhaps the random pronounceable
password generator should use a proactive password checker like BApasswd to ensure that no
bad passwords are inadvertently generated.

5.5 Comparing BApasswd and the Nagle test

As mentioned in Section 3, the Nagle test performs remarkably well, except that it is flawed in
the manner in which it handles bad noisy passwords. BApasswd is similar to the Nagle test in
that both use trigrams as the base unit of information. BApasswd uses more information (the
frequency of trigrams as opposed to whether a trigram is present or not) and uses tests based
on statistical inference on Markov chains. We implemented the Nagle test and ran experiments
comparing performance. these results are given in Fig-8 below:
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Fig-8: A comparison of the Nagle Test and BApasswd

% classified as
Password % classified as good by the Nagle
File good by BApasswd Test Comments

BP4 1.65 0.0 By definition, the Nagle test correctly classifies all passwords it was trained on,
BApasswd is statistical in nature, and hence a small percent are mis-classi-
fied.

BP8 12.27 9.1 Similar comments as above, the 12% for BApasswd is partly because BP§,
contains a small but significant fraction of words, that may be good passwords.
GP2 94.2 95.0 Both tests accurately classify random (good) passwords.
NBP1 7.91 52.6 Here is where BApasswd handily outperforms the Nagle test. These pass-

words which are dictionary words plus one special character, should be recog-
nized as bad passwords.

NBP2 6.65 43.2 See comments for NBP1

Note that the “% classified as good by BApasswd” differs slightly from Fig-7 as for this experi-
ment we trained both the Nagle test and BApasswd on BP4, whereas for Fig-7, BApasswd was
trained on BPS5.

6.0 Conclusion
By modeling bad passwords as a language generated by a Markov process, BApasswd:

« filters out bad passwords.

« filters out bad noisy passwords.

« does not have to use a large dictionary (saves space).

« is extremely fast and well suited for real-time situations.

* is compact - the complete code for both on-line and off-line modes is a couple of hun-
dred lines of C.

Equally important, BApasswd achieves this without making it too difficult for a user to choose a
good password. For these reasons we believe that BApasswd achieves the correct balance
between security and user friendliness. The fact that the on-line code is extremely compact
means it can be integrated into any password changing program very easily.
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Abstract

This paper sketchs a security model about non-repudiation of communicative actions. Non-
repudiation is considered not only with regard to isolated actions, but with regard to the
communication of mutual commitments such as the negotiation of a contract. The model
defines a “balance” between states of obligation of all participants of a telecooperation and
the proofs of these states. Proofs are based on asymmetrically computed digital signatures.
A simple obligation logic is used in order to express obligation states. The global balance is
supported by local user agents.

This paper gives a general overview over the “Balance Model” and presents a semi-formal
method to describe states of obligation, the change of these states, and the requirements for
proofs of these changes. As an example, the model is applied to a simple cooperation between
two economic partners, a provider and a user of an application service, e.g. an information
service or the remote use of an IT-system. In an obvious way this example can be interpreted
as the bilateral negotiation of a contract.

Keywords

Obligation, commitment, proof of action, responsibility, non-repudiation, data integrity, dig-
ital signature, separation of duty, security in open systems.

1 Introduction

Non-repudiation of a single promise is usually achieved by a digital signature of the promise
attached to the data which contain the promise. Non-repudiation of the receipt of a mes-
sage can be achieved by a digitally signed report of delivery. The technical basis for a
non-repudiatable proof of a single communication act across communication networks is the
concept of a digital signature due to [DIHE 76]. The signature scheme is called asymmetric
because it allows a person to sign a text with the help of a personal private key which must
not be disclosed to an untrusted party. A personal private key is protected within a private
environment of its owner, typically a smartcard. The digital signature is the image of a
one-way function which is applied to the signed text. The one-way function is parameterized
by the signer’s private key. For verification of the signature, in contrast, a public key is used
which uniquely identifies the signing person. This way, the digital signature proves both the
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integrity of the signed text and the authenticity of the originator of the text.! Therefore,
the verification of a digital signature is more than a simple data consistency check. Data
integrity and origin can be verified by any neutral third party even outside a trusted domain.
This satisfies one requirement of a legal proof.

Non-repudiation is addressed in the OSI security model [OSI 84]. The security model of the
X.400 message handling recommendations [X400 88] defines security service elements which
are designed to encounter non-repudiation of message origin or non-repudiation of message
receipt. However, these elements refer to isolated messages. Cooperative actions are driven
by more complex obligation structures. Promises are given under the condition that others
perform certain well-defined actions before. Cooperating partners are “glued together” by
obligation states of mutual conditional promises. Consider, for example, a reservation agent
and his client. The client would promise: “if you reserve me a seat then I will pay for it,”
while the service agent commits himself to the promise: “if you pay me then I will reserve
you a seat.” Now, how do these two persons achieve the goal of cooperation which consists
of both, payment and reservation?

The “Balance Model” describes a “balance principle” which helps cooperating persons to
protect this type of cooperative goals. We consider persons to cooperate with the support
of locally implemented cooperation user agents which use an underlying telecommunication
system.

One way, of course, would be to enforce the cooperation rules by automatic mechanisms
internal to the cooperation system. That is, the system wouldn’t allow for a wrong be-
haviour of a partner. This requires global control over the whole system. However, in an
open environment such as the word-wide economic market this is not feasable. In an open
environment one must reckon with flawed remote user agents: a service provider might, for
example, receive a payment but not perform the service.

Therefore, global enforcement by system mechanisms is replaced by local support of the
personal responsibilities of the cooperating persons. Locally available system mechanisms
observe the receipt of proofs, and as a sign of good behaviour they produce proofs duely
expected by the partners. Even if a remote partner is able to break the rules the local
partner is secure in that he can prove the remaining obligations of his partners. This is
the balance principle of a reliable telecooperation system which can be implemented locally:
states of obligations of all participants of a telecooperation and the proofs of these states have
to be balanced. The change of state of obligation must be compensated by a proof of this
change. The local user agent observes this balance. A person can decide securely about the
progress of a cooperation in that he examines the obligation states of his partners. If he
is able to prove them, he can resume the cooperation safely. Otherwise, he interrupts the
cooperation and demands his rights on the basis of the proofs received until this point. He
can also encounter unjustified demands of others at any point. Proofs are based on digital
signatures. States of obligations are described by logical expressions introduced later in this

paper.

'For details see W. Diffie and M. Hellman 1976 in [DIHE 76] where the idea of asymmetric encryption
algorithms is developed. For successful realizations of asymmetric digital signature schemes see [RSA 78] and
[ELGA 85]. One concept of certification of public keys is detailed in [X500 88]. There are procedures available
which support digital signatures. For example, see the specifications of the “Privacy Enhancement for Internet
Electronic Mail (PEM)” by the Internet Research and Engineering Task Forces [PEM 93].
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2 The Balance Model

2.1 Cooperative Goals and Obligations

All participants of a cooperation agree on an explicitely specified syntactic goal. The cooper-
ation principle determines that either every or no partner achieves the cooperative goal. An
example of a cooperative goal is a unique contract. Even if there is a different understanding
of the semantic content of a contract, the syntactic wording of a contract must be clear and
the same everywhere.

The aim is to protect the cooperation principle with respect to the common syntactic
goal of a cooperation regardless of possible semantic conflicts about this goal. A goal of a
cooperation can be a set of single activity goals. For example, if the receipt of money is the
activity goal of a selling person, and the receipt of a good is the activity goal of a buying
person, then the common syntactic goal of the purchase cooperation is the aggregated set of
these two goals. In such a case there is a danger that one partner achieves his goal while the
other partner does not achieve his goal. Another kind of a cooperative goal can be one single
event, towards which all participants of a cooperation move. For example, the completion of
an order form by two employees according to the four-eyes control principle is the goal of a
separation-of-duty cooperation within one organisation. In this case there is a danger that
one partner misuses his power in order to obstruct the goal or to enforce the goal against the
rules in force.

The basic idea is to embed the single actions of the partners which are relevant for the
goal into so called obligation structures. The single actions of the partners are related to one
another in a way that a step of one partner commits the other partner to perform the next
step. This way the partners approach the goal stepwise. In the special case of an aggregated
cooperative goal the different activity goals are tied together in a way that the achievement
of one activity goal by one partner obliges him to help the other partner to achieve his goal
as well.

2.2 The Example of the Bilateral Offer-Order Cooperation

This example of a cooperation between a service provider p and a service user u will be used
throughout the paper. The purpose of this simple example is to demonstrate the idea of
the balance principle. More complex cooperations would require a more complex analysis,
however based on the same principle of balance.

The offer-order cooperation includes two types of actors, a service provider p and a service
user u. They exchange messages with the intention to create, change and resolve states of
mutual obligations. The service is an abstraction from any service which can be realized by
an IT system, for instance an information service, a directory service, a remote system use,
the reservation of a ticket, etc. The goal of the service user is to receive a service result
from the service provider. Depending on the service, the result is a piece of information or a
system reply or a ticket confirmation, etc. The goal of the service provider is to be payed by
the service user. The cooperative goal is the aggregation of the two activity goals.

There are four basic types of messages: an offer, an order, a result, and a cheque. Each mes-
sage type has an associated request, acknowledge, and refuse message type, e.g., offerpicase,
chequeg i, or result,.py,.. The “request” message type is used in order to call on a partner to
send a message of the requested type. The “acknowledge” message type is used in order to
express explicitely the receipt of a message regardless if this message is accepted as correct or
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not. A “refuse” message type is used in order to express the opinion that the referred message
is incorrect. It will become clear later in this paper how persons determine the correctness
of messages. The “refuse” message type can be combined with a “request” message type in
order to repeat the questionable step of cooperation.

The product which the service provider sells is expressed by a message of the type result.
The result is related to a message of the type order which expresses the will of the service
user to receive the result and pay for it. The payment is expressed by a message of the
type cheque. The relationship between possible results and required payments for a result is
expressed by a message of the type offer. The goal of the cooperation is expressed by the
statement “u receives result and p receives cheque”.

Of f €Tplease

2. of fe

order

4. resul

cheque

Ana

Fig. 1: The simple bilateral “offer-order cooperation”
without explicit acknowledgements or refusals

The last two steps represent the goal of the cooperation. The way to the goal is directed
by personal obligations. The cooperation is initiated by the service user who asks the service
provider for an offer. This request does not commit anyone. The service provider either ig-
nores this request or responds with an offer. An offer, however, creates a state of a conditional
obligation for the service provider:

If p sends an offer, and if u replies with an order,
then p is obliged to send a result.

Until this point, the service user is free of obligations. However, an order creates a state of
a conditional obligation for the service user:

19



If u sends an order, and if p replies with a result,
then u is obliged to send a cheque.

These two expressions which are called obligation ezpressions, describe the obligation states
of the partners of this cooperation. Note, how the single steps are tied together. All actions
are interrelated. Note in particular that the last action of the service provider serves three
purposes at once: First, the result fulfills his own obligation. Second, it is the activity goal
of his partner. Third, it fulfills the last condition of his partner who by this condition is now
unconditionally obliged to make his last step. The last action of the service user serves two
purposes: First, the cheque fulfills his own obligation. Second, it is the activity goal of his
partner. Those last two actions make the cooperative goal be achieved. Note that the tie
is not by automated actions of protocol machines, but by obligations of persons. Why this
must be so, will be explained in the following subsection.

2.3 Obligation Structures and their Logical Expressions

In a cooperation a partner passes discrete local states. The transition of one state to another
happens by the occurence of a local event. An event is either the receipt or the transmission
of a message at the external message interface of a partner. In particular, every partner of
a cooperation is associated with a state of his personal obligation. An obligation state is
described by a logical expression of obligation. An obligation expression is of the following
form:

If events (7y,72,...,7,) of predefined types have occurred, then the respective
person is obliged to proceed with an event 7,4; of a predefined type.

An obligation expression is true, if one of its suppositions (71,72,...,7,) has not been
fulfilled, or if the concluding event 7,4, is fulfilled. An obligation expression is false, if all
of its suppositions (1, 72,...,7,) have been fulfilled, and if the subsequent event 7,4, is not
(yet) fulfilled. It is the personal responsibility of every partner in a cooperation to keep his
personal obligation expression true during the whole cooperation.

However, it is not quite clear what it means, that an event is “fulfilled”. It is not the format
alone. It is important to note that the semantic content of an event is not fully determined
syntactically by its type. For example, a contract can have an incorrect content despite its
correct format. Also the reverse case happens: a contract is semantically correct while it
contains formal defects. An event is true, or fulfilled, if and only if it has a correct type and
a correct content, i.e. if it is both syntactically and semantically correct. Unfortunately, for
automata it is not easy to handle semantic correctness. On the other hand, the treatment of
syntactic correctness is straight forward. ‘

As to syntar specification, every state E; out of a sequence of states (E; “before” E,
“before” ... E,4;) at which events can take place is associated with a set T; of specified event
types:

Ti = {Til’Ti2""’Tie.'} (CiEN)
Recall that an event is the receipt or the transmission of a message at the external message
interface of a partner. Every ;€T (i€{l,...,v+1},j€{1,...,e}) represents one syntactic
alternative of the state E;, i.e. at F; exactly one event ni; will happen with Type(m;)€T;.
At every state F; a protocol instance can check automatically if an occurring event is an
expected event as far as its type is concerned.
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As noticed before, an automatic check of semantic correctness is not easy if feasable at all.
In general, this is not feasable and therefore human persons perform this task. However, in
order to understand the position of the persons in the model, for a short moment we assume
the existence of an automatic semantic checker: under this assumption a protocol could be
defined which automatically fulfills a conditional obligation. This would lead to the following
protocol machine: First, for every state E; (5 = 1,...,v+ 1) the automaton selects one
event type 7; ;, €T; as the “correct type” at this state. Then the events are interrelated by
the following expression of temporal logic:

(T AT A o AT05) =2 FTuptgog)

“F” represents the “following”-operator of temporal logic. The meaning of this temporal-
logical expression is this:

If at all states E; (i =1,...,v) correct events of type 7; ;, have occurred, then at
state Ey4) the respective protocol instance selects a correct event of type 7,415,
and resumes the cooperation with it.

The type selection covers the syntax. However, the temporal expression assumes semantic
correctness as well. Despite the fact that semantic correctness cannot be specified generally,
there is an even more important argument against this protocol realization from the security
point of view. In an open environment, one cannot rely upon a partner instance to follow
this temporal logic rule. The reason is that semantics go with personal interest, and personal
interest is a major source for security attacks.

Therefore, persons are introduced into the model. A person owns personal competence
which includes a semantic understanding of the cooperation and a personal interest in its
goal. Persons are responsible for their doing. In the stead of an automatic subsequent event
there is a personal obligation to make the correct subsequent event happen. Every partner
in a cooperation is associated with an obligation state which is described by an obligation
expression of the form:

(T3 AT25y Ao A T3 ) = O(Tugjoyy)

“O” represents the “obligation”-operator of deontic logic. The meaning of this expression
of obligation logic is analogous to the respective expression of temporal logic, whereby the
“following”-operator is replaced by the “obligation”-operator:

If at all states E; (i = 1,...,v) correct events of type 7; ;, have occurred, then
at state E,4; the respective person is obliged to select a correct event of type
Tu+1,j,4, and to resume the cooperation with it.

The partners evaluate this logical expression by their personal competence. The logical
evaluation covers both, the syntactic and semantic aspect of the events, in a natural way.
There is neither a restriction nor a demand of an automatic support of this evaluation on
any side. In particular, a participant does not take it as a matter of course, that his partner
will act according to his obligation. Instead of an automatic enforcement, he expects proofs
of evidence which enable him to enforce the obligation outside of the technical system, if
necessary. This will be outlined later in this section (see subsections 2.6 and 2.7).
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At this point it might be helpful to look for a moment at an embedding of the model of
obligations presented so far into a more general model of telecooperation. Semantics and
cooperating persons are essential elements of the Balance Model. Therefore, the embedding
can be described in the terminology of J. Dobson and J. McDermid [DOBS 89]. They have
stressed the specific problem that security models should relate to semantic meaning rather
than to data or to predefined information types. They notice that “meaning in the context of
an enterprise is a social construction”. Consequently, they introduce human individuals into
their security model who use interpretation functions in order to manipulate and evaluate
data. The interpretation functions work on a background of a social context and are not (or
at least not fully) specified. In the Balance Model of obligations presented here, it is by those
interpretation functions that persons evaluate the obligation expressions. From the point of
view of a formal model, these functions are there but they are underspecified. However, the
model supposes that persons do evaluate obligation expressions and that in a social context of
cooperation the principles of evaluation are agreed. This includes the possibility of conflicts.
The conflicts can be communicated and eventually solved on the basis of syntactic proofs of
the obligation states.

2.4 Obligation States in the Offer-Order Cooperation

The example of a cooperation between a service provider p and a service user u was explained
in subsection 2.2 (cf. fig. 1, p.4). In this cooperation either partner passes a sequence of five
obligation states:

if event types T; for p [ event typesT;foru | comment |

step 1 T at state E, contains: T] at state E] contains:
Initiation T11: P receives offerpicase T1,: u sends offerpiease
step 2 T, at E3 contains: T, at Ej contains:
Service Offer 721: p sends offer T31° U receives offer
step 3 T3 at E3 contains: T} at Ej contains:

Service Order

T31: P receives order

T32: p receives offerrcsuse
T33: P receives offerpieqse

74,: u sends order
T35 u sends offerresuse
733: U sends offeryicase

resume at Fy

step 4
Service Result

T4 at E4 contains:
T41: p sends result
T42: p sends order;.quse
T43: p sends orderpiease
Taq: p sends offer

T; at E) contains:

T41: U receives result

Tag: U receives ordery. sy,
Ti3: U receives orderpiease
Ti4: U receives offer

resume at F3
resume at E3

step 5
Payment

Ts at Es contains:

Ts1: p receives cheque

Tsa: p receives result..puse
Ts3: P receives resultyicase
Ts4: p receives order

T; at E} contains:

74,: u sends cheque

Tg: u sends result.. gy,

Ts3: u sends resultyica,e
% ds ord

T54. u sendas order

resume at F4
resume at F4

Fig. 2: States and event types in an offer-order cooperation.

Generally, this cooperation is completed by a positive acknowledgement of cheque receipt.

Corresponding events 7, at state E; of p and 7], at state E] of u are interrelated by
the communication infrastructure. In case of a secure communication channel, corresponding
states of p and u can be identified. This aspect of a communication infrastructure is explained
in subsection 2.5 below.
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Without further restriction, every sequence of event types (7; ; )i=1,....6 i8 legal, for instance
the sequence (711, 721, T31, T43, €it) Which corresponds to a refusal of a user order by the ser-
vice provider. Depending on the semantic content of this cooperation instance, order,¢fuse
either expresses a legal refusal of an unacceptable order or an illegal denial of service. How-
ever, the property of an event of being legal or illegal is derived from the obligation structure
in the following way:

The obligation states put an additional structure on the cooperation. The service provider
p in the offer-order cooperation is conditionally obliged to send a result to the service user
u, under the two conditions that he had sent an offer before and that he has received an
order which matches the offer. u, on the other hand, is conditionally obliged to send a
cheque to p, under the two conditions that he had sent an order before and that he has
received a result which satisfies the order. There is another conditional obligation of the
service provider, namely to acknowledge an accepted payment positively. Other obligations
of acknowledgements could be introduced in the cooperation. For the sake of simplicity,
however, they are not expressed here.

Let s(7 : r) denote the event that a person of type s receives a message m of type 7 from a
person of type r. And let s(— : r) denote the event that a person of type s sends a message
m of type T to a person of type r. Let OE(s) denote an obligation expression of a person
of type s. Then the obligation states of p and u are formally described by the following
obligation expressions:

(OE(p)) [p(—offer :u)Ap(order:u)] = O(p(-result:u))
p(cheque : 8) = O(p(—chequegck : u))
(OE(u)) [u(—order : p) Au(result:p)] = O(u(—cheque:p))

With this additional structure the single activity goals of the two partners are tied together
to one aggregated goal of the cooperation. In that u receives the result, he achieves his goal
and he fulfills his last condition by which he is now unconditionally obliged to make p achieve
his goal as well.

5 [ (& (6 [& [ &
Offer g 000 (OO ""-- Cheque,,

offergpge | OMDEN o result .. .o cheqUe g .ee

offerp,m‘ order .. resultpbm chequep“m‘a
offer order

——— obligation structure of P ——
------ obligation structure of U ------

Fig. 3: Sequence of obligation states with events and obligation structures.
Without obligation structure: Every event path from left to right is equally possible.
With obligation structure: Preferred event paths. After following a preferred path until the
last but one event 7, ;,, the next event must be the last event 7;,, ;,,, of this preferred path.
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2.5 A Semi-formal Description of a Reliable Telecooperation

There are siz aspects to be described.

The first aspect refers to the definition of the subject types and message types of a coopera-
tion. In the offer-order cooperation the subject types are p and u, and the message types are
offer, order, result, and cheque together with the associated request, acknowledge, and refuse
message types.

The second aspect is a description of the communication tnfrastructure. Logical expressions
describe the motion of messages. For example, the expression

s(m:r)=>r(-m:s)

states that if a subject s has received the message m from the subject r, then r has indeed
sent this message m to s. This is the non-repudiation of origin. The converse statement of
motion,
s(-m:r)=>r(m:s)

which expresses the non-repudiation of receipt, is only true, if the sender sis in possession of
a proof-of-delivery by the network provider or by another neutral observer. Otherwise, the
statement should include the supposition that s has received a personal receipt acknowledge-
ment by the message recipient:

s(—m :r)As(mgek : r)=>r(m: 8).

The delivery of a sent message and the origin of a received message, respectively, can be
derived from the expressions of message motion.

In the example of the offer-order cooperation, the motion of messages between p and u
within a secure communication infrastructure which provides proofs-of-delivery, is described
by the following logical expressions (C1) and (C2). For simplicity, from an expression s(—m :
r) or 8(m : r) the indexed recipient or originator r, respectively, is dropped, if recipient and
originator, respectively, are clear. In a bilateral cooperation they are clear. Therefore, p(—m)
stands for p(—m : u), etc.

(C1) p(-m) & wu(m),
(C2) u(-m) & p(m).

The implications "p(—m)=>u(m)"” and “"u(—m)=>p(m)” (i.e. non-repudiation of delivery
without cooperation of the recipient) hold only if a secure communication infrastructure sup-
plies the sender with a proof-of-delivery. However, if a secure communication infrastructure
is not available, the expressions of message motion must contain personal acknowledgements
in order to prove the receipt of a message. (C1)and (C2), for example, would then expand
to

(C'1) p(-m)Ap(mack) = u(m),

p(-m) < u(m),

(C'2) u(-m)Au(mgek) = p(m),
u(—m) <« p(m).

The third aspect is a description of the obligation structure defined by the obligation states

of all partners. Obligation states are formulated and interpreted with the help of an obli-
gation logic by so-called obligation expressions. The obligation structure of the offer-order
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cooperation is described by the obligation expressions O E(p) and O E(u) (see subsection 2.4
above).

The fourth aspect is the definition of the common goal of cooperation. It is described by a
logical expression of events. The formal goal of the offer-order cooperation, for example, is

described by
(G) u(result) A p(cheque).

This means that 4 demands the service and p wants to earn money. u wants the service result
and p wants the cheque. They cooperate in that they agree to achieve both as a cooperative
goal.

Note that it is the purpose of the obligation structure to support the cooperative goal.
When designing a cooperation system, obligations are structured in a way that the partners
are obliged to heip one another mutually in achieving the cooperative goal.

The fifth aspect is the equilibrium of obligation states and proofs about these states. This
equilibrium, or balance as it is called, is realized by the cooperation protocol. Every partner
observes the balance and reacts accordingly, if any partner tries to change the obligation state
without supplying an appropriate proof. Also, unaccpetable events would violate the balance.
The observation and reaction is supported by the local system. The following subsections 2.6
and 2.7 are dedicated to this fifth aspect, the balance principle.

The sizth aspect is, of course, the cooperation protocol itself.

2.6 The Security Aspect of the Balance Model

Note that the messages are related to one another not only by syntactic rules, but also by
semantic correctness. While the syntax of the events underlies objective rules, semantics can
be subject to conflicts. The judgement of semantic correctness depends on the pragmatic
background of knowledge and interest of a person. However, on the basis of non-repudiatable
syntactic proofs, conflicting persons can cooperate securely. The security aspect is described
by the identification of the security requirements and the security measures which are designed
to encounter the security threats.

Security Requirement:

Every partner of a cooperation is personally responsible for his personal obligation expres-
sion. He must keep it true throughout the cooperation. A participant is protected against
false obligation expressions of his partners. A participant is protected against unjustified
accusations that his personal obligation expression is false.

Security Measure:

A participant of a cooperation is protected by means of syntactic proofs of all messages
which are intended to change an obligation state (“balance principle”). Proofs are based on
asymmetric digital signatures. They prove the origin of received messages and the delivery
of sent messages. They also prove the integrity of messages.

Security Threats:

The violation of the cooperation principle by an incorrect system or by incorrect behaviour
of a participant is a security threat against a reliable cooperation. There are two types of
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security attacks:
1. A proof is denied or manipulated.
2. An obligation expression becomes false.

A participant of a cooperation identifies a security attack of the first kind by a (purely
syntactic) type check of the expected proof. A participant of a cooperation identifies a
security attack of the second kind by a local (syntactic and semantic) evaluation of the
obligation expression. The question if there is really a violation of the obligation state or if
there is only a wrong understanding on one side can be subject to a personal conflict between
cooperation partners. Both, violation and misunderstanding, would lead to an evaluation of
the semantic aspects of the cooperation.

As a first approach, either attack leads to an interruption or termination of the cooperation.
The conflict is solved outside of the cooperation in question. It is beyond the scope of this
model to introduce elegant methods which support an automatic solution of a conflict. This
is a problem of group communication technology. However, a telecooperation system which
follows the balance principle supports the solution of a conflict, in that it supplies proofs of
the current obligation states of all partners which are commonly accepted until the point of
interruption. The proofs are also valid in front of neutral third parties like legal courts. The
problem in question will be discussed between the partners, and in front of a third party
if necessary. As to semantic conflicts (attacks of the second kind), the discussion includes
the semantic meaning of the message contents, i.e. the information messages are intended to
carry.

2.7 Proofs of Events

It is the intention of a participant of a cooperation who cannot trust his partners in cases of
conflict to prove unfulfilled obligations of his partners or his own fulfilled obligations, respec-
tively. For this purpose he collects messages which allow him to derive an obligation state
to be proved. For any proof, three pieces are used: first, the initial obligation states; second,
proved information about events, so called “elements of proof”; and third, the expressions
of the message motion within the communication infrastructure. With the combination of
these three pieces a participant can prove any current state of obligation.

An event is the delivery or the submission of a message at a communication interface of
an actor. An “element of proof” (of an event) is a received message or a proof-of-delivery of
a sent message. Now, about which events should a participant collect proofs? Fortunately,
this can be formally derived from the obligation expressions of all partners.

Every participant is responsible that his own obligation expression remains true. Therefore,
everyone collects messages which prove the truth of his own obligation expression and, if
existent, messages which prove that an obligation expression of a partner is false. The proof
of the truth of his own expression serves the defence in case of an unjustified accusation. A
proof of a false obligation expression of a partner, if existent, serves the legal enforcement of
a justified claim.

A proof of the truth of an obligation expression consists of a proof that one of its supposi-
tions is false, or if this does not exist, of a proof that the conclusion is true. For example, the
service provider p in the offer-order cooperation proves the truth of his obligation expression
(OE(p)) : [p(—of fer) A p(order)] = O(p(—result)) in that he proves that p(—of fer) or
p(order) has not happened, orif both have happened, that p(—result) has happened as well.
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A proof that an obligation expression is false consists of proofs about all suppositions
that they are true, and of a proof that the conlusion is not (yet) true. For example, the
service user u in the offer-order cooperation proves that p’s obligation expression (OE(p)) :
[p(—of fer)) A p(order)] = O(p(—result)) is false in that he proves that both, p(—of fer)
and p(order) have happened correctly, and that p(—result) has not happened yet or that it
was incorrect. This proof serves the purpose to force p to fulfill his obligation, i.e. to provide
the ordered result. A proof about a false event expression refers to an event which has not
happened or which has happened incorrectly. In order to be able to recognize unsent or lost
messages, time intervals are defined.

The replay threat might lead to false proofs. An old message retransmitted by an eavesdrop-
per or by one of the legitimate parties might look correct and would be accepted to “prove”
an event. Examples are used cheques, out-of-date orders, or overbooked reservations. While
some kinds of replay threats are of semantic nature such as an overbooked reservation, others
like cheques and order forms can be protected by “time stamps” or “universal identifiers”.
It is the responsibility of a local actor within a cooperation to maintain and check identifiers
and time intervals. For example, as an enterprise security policy, a service provider can map
unique identifiers to all of its offers and accept only those orders which refer to one of its
registered identifiers. The integrity protection of messages by a digital signature includes
time stamps and identifiers.

3 The Balance in the Offer-Order Cooperation

The bilateral offer-order cooperation between a service provider p and a service user u is
explained in subsection 2.2 (cf. fig. 1, p.4). In steps 1 through 5 the message types offerpiease,
offer, order, result, and cheque are exchanged. The corresponding obligation states OE(p)
and OF(u) are presented in subsection 2.4. They are essentially expressed by

(OE(p)) [p(—of fer) Ap(order)] = O(p(-result))
(OE(u)) [u(—order)/\u(‘result)] =  O(u(—cheque))

Note that step 1 is the receipt of offer,i.qsc and does not change an obligation state. The
table in fig. 4 below compares the obligation states with elements of proofs about these states
at every single step of the offer-order cooperation. In the notation of obligation states, fulfilled
suppositions are left away in order to express the fact that they do not longer play the role of
a condition for the concluding obligation. Then, a conditional obligation with all conditions
fulfilled is expressed as an unconditional obligation which is indeed equivalent.
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Obligation States Proof Elements

P | u p |
initial state || [p(—offer)A | [u(—order)A
and state plorder)] = u(result)] = = -

after step 1 || O(p(—result)) | O(u(—cheque))
plorder) = [u(—order)A

after step 2 || O(p(—result)) | u(result)] = - u(of fer)
O(u(—cheque))
after step 3 || O(p(—result)) [ u(result) = plorder) | u(of fer)A

O(u(—cheque)) u(—order)

plorder)A | u(of fer)A

after step 4 - O(u(—cheque)) | p(—result), | u(—order)
p(—result)

plorder)\ | u(of fer)A

after step 5 - - p(—result), | u(—order),

p(—result) | u(—cheque)

Fig. 4: Obligation states and proof elements in an offer-order cooperation.

Every participant collects only those elements of proof which he needs in order to prove the
fulfilled suppositions of his partner or his own fulfilled obligations. For a proper book-keeping
he will also make entries about other events such as the resolution of a partner’s obligation
or the fulfillment of a supposition of his own obligation. However, they play no role for the
balance between obligations and proofs.

p collects p(order) and p(-result) because from these elements he can derive that the sup-
positions of the obligation O(u(-cheque)) of u with regard to him are fulfilled. p collects
p(-result) for the additional reason that it serves to prove the fact that his own obligation
O(p(-result)) with regard to u is resolved. u collects u(offer) and u(-order) because from
these elements he can derive that the suppositions of the obligation O(p(-result)) of p with
regard to him are fulfilled. u collects u(-cheque) for the additional reason that it serves to
prove the fact that his own obligation O(u(-cheque)) with regard to p is resolved.

An obligation of a partner passes different states during a cooperation. Initially it is
“conditional”, then one supposition after the next is fulfilled. Immediately before fulfillment
of the obligation its state is “unconditional”. Eventually, after fulfillment of the obligation
it is “neutral”. Proofs increase accordingly. They are stored until after solution of possible
conflicts. As one can see from the table in fig. 4 above, proofs and obligation states are
balanced between the partners, such that any unfulfilled obligation can be proved by the
respective other partner at every step of the cooperation.

From the point of view of u, the messages u(offer) and u(-order) are not yet proofs of an
obligation state of p. These elements of proof must yet be combined with the ezpressions
of motion (C1) and (C2). This is also true for the elements of proof p(order) and p(-result)
from the point of view of p.

One example of a proof is demonstrated now. How does u prove after step 2 that the
new current obligation state of p is now "p(order) = O(p(—result))’? As described in
subsection 2.7 above, he uses his elements of proof, the expressions of message motion, and
the initial obligation state of p. The element of proof u(of fer) and the expression of motion
(C1) : u(of fer) = p(—of fer) together imply p(—of fer). This is precisely the supposition
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in the initial obligation state of p from which the new state is concluded: p(—of fer) and
(OE(p)) : [p(—of fer)Ap(order)] = O(p(—result)) imply "p(order) = O(p(—result))” which
was to be proved.

All other proofs of new obligation states are analogous.

4 Conclusion

The cooperation principle associates every cooperation with a cooperative goal and states
that either all or none of the partners of a cooperation must achieve the common goal of the
cooperation. The Balance Model sketched in this paper describes the balance principle which
leads to a local method to protect the cooperation principle in open cooperation environments
globally.

However, the model presented so far is semi-formal only. There is a need to formalize
the balance principle, e.g., by extended finite state machines that represent the local user
agents. Obligation states would be defined by local obligation attributes. States change by
the transmission or receipt of messages. Globally balanced states would be defined formally
and theorems about secure progress of cooperation could be proved. This formalism would
also help to design and analyse more complex cooperations between groups of persons. So
far, only the area of formalisation is marked off: instead of system mechanisms that enforce
the cooperation globally, there are local user agents that keep the global balance between
actions and proofs.

Environments of application are open societies of autonomous agents, e.g. open economic
markets. The balance principle is particularly useful across the boundaries of security do-
mains and might thus help to extend the Clark-Wilson security model [CLWI 87]. Basic
telecooperation activities include the negotiation of contracts, the purchase of information,
and the reliable and acknowledged transfer of important documents. However, the model is
also applicable to more complex cooperations between more than two partners with several
states of obligations which refer to different subsets of participants. The principle of balance
does always apply in the same way. The model also refines the separation-of-duty cooperation
within a closed environment.

Application research is required in order to specify cooperation scenarios such as teleshop-
ping, telebanking and teleadministration. Also, inter-organizational cooperative work is sub-
ject to telecooperation. For example, remote computer maintainance and distributed software
development are important applications.
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Abstract

It is argued that security models for denial of service should focus on malicious attack,
rather than on the correct provision of service by a computing base in the absence of
intruders. A mandatory denial of service model is introduced that focuses on the
mitigation of malicious attack. The NDU(C) (no deny up within C) model ensures that
low priority subjects never deny services within a distinguished set C of all sysiem
services to high priority subjects. NDU(C) is introduced in the context of Millen’s
resource allocation model (RAM) and several policy instantiations of the model are
presented. The model and policy instantiations are assessed with respect to familiar
level-oriented model criticisms.

Keywords: Criticality, denial of service, NDU(C), priority, resource allocation model
(RAM), security model, security policy.

Introduction

An apparent trend in the development of security models for denial of service is toward expressions
of the form: "if request, then grant with respect to some temporal constraint.” For example, Millen
recently proposed a resource allocation model that allows expression of the finite waiting time (FWT)
rule ("if request, then eventually grant”) and the maximum waiting time (MWT) rule ("if request then
grant before maximum waiting time expires”) [Mi92]. A problem with such rules is that they do not
allow for justified service denial by an agent with suitable authorization (e.g., an administrator or a
higher priority user). Another -problem with such rules in the context of computer security is that
violations may be caused by circumstances that are unrelated to malicious attack. For instance, natural
disasters that cause damage to resources during a pending service request are more often viewed as
survivability or availability issues than security issues. Similarly, design errors that cause requests to be
delayed are generally viewed as software and system engineering issues more than security issues. If onc
chooses to characterize these issues as within the purview of security, then one must include other issues
such as user-interface design (requests might be delayed if the interface is hard to use), performance
(bottlenecks cause delayed scrvice), and many other areas of computer science and system engineering.

In this paper, we describe a denial of service model based on carlier work [Am90] that focuses
specifically on preventing users from initiating an action that will cause an authorized request from u
higher priority user to be denied or delayed beyond a required target duration. The model is motivated
by the level-oriented rules and approach in the Bell-LaPadula model [BL75] and the mandatory integrity
portion of the Biba model [Bi77]. While these types of models seem to have fallen into disfavor among
researchers (see [Mc87)), they continue to guide the development of many practical secure systems. For
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example, some system designers have chosen to employ access controls in conjunction with the Bell-
LaPadula model in such a way as to support disclosure protection via disclosure levels and integrity
protection via a reverse interpretation of disclosure levels (i.e., high integrity subjects and objects are
placed at the lowest disclosure level). Thus, we employ a level-oriented approach and we include an
assessment of how the traditional criticisms of the Bell-LaPadula and Biba models apply to our model.

The model is referred to as NDU(C) (pronounced "no deny up within C") and is based on the
premise that subjects can be associated with a priority from a lattice of levels (we will generally refer to
levels as high and low priorities). A further premise is that objects can be partitioned into critical and
non-critical objects. Generalization of this notion to multiple levels of criticality requires only a simple
modification to the model. In developing the model, we observed that in traditional systcm operation,
subjects of higher priority should have the option to pre-empt requests by subjects of lower priority if
sufficient justification exists. Furthermore, NDU(C) stipulates that operations requested on higher
criticality objects may requirc more urgent attention than operations requested on lower criticality
objects. A final premise worth mentioning with respect to the model is that it addresses denial of
service attacks by users of the system during operation, rather than during system design and
development.

The NDU(C) model stipulates specifically that low priority subjects should never have the ability to
cause a service request for an object within a set C of critical objects that is made by a higher priority
subject, to be denied. This is illustrated in the diagram in Figure 1 in which circlcs depict subjects,
squares depict objects, lines depict priority boundaries (low priorities at the bottom), dotted arrows
depict requests, solid arrows depict denial attempts (unsuccessful dcnials are shown with a slash), and C
is depicted by the dashed box which has no associated priority:

. NS
Deny\( ‘7D D" /EX Dcny

Figure 1. llustration of NDU(C)

Compliance with NDU(C) requires not only a dctermination of what constitutes a scrvice denial, but
also of what constitutes a critical object. Actually, NDU(C) can be generalized to a global no deny up
rule when all objects are viewed as critical. A further insight worth mentioning is that NDU(C) might
be viewed as a restricted type of reverse non-interference. That is, whereas high sensitivity subjects
should not (among other things) affect service requests made by low sensitivity subjects in systems that
meet non-interference, low priority subjects should not affect service requests made by high priority
subjects in systems that meet NDU(C).

The purpose of this paper is to introduce the NDU(C) model in the context of Millen’s resource
allocation model (RAM) so that it can be combined and compared with other rules such as FWT and
MWT that are expressible in the context of Millen’s RAM. Three different policy interpretations of the
model are presented that address different types of protections. The first prevents single users from
having resource requirements that could cause denial of service, the second ensures that the system
allocate resources to users in a manner that avoids dcnial of service (even if users request rcsources in
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such a manner that would cause such problems), and the third ensures that no group of N low users can
work in collusion to cause a denial of service attack. The paper also outlines how thc modcl dcals with
many of the traditional level-oriented security model criticisms that have been reported in recent years.
Specifically, criticisms relating to the bi-direction of information flow caused by remote reads. the
requirement for trusted process support, and the problems induced by the System Z scenario [McL87]
are addressed.

Millen’s RAM

Since the NDU(C) model will be expressed using Millen’s rcsource allocation modcl (RAM), we
briefly describe the RAM here. Readers familiar with Millen’s work might skip to Section 3. Thc
RAM allows one to specify denial of servicc models and policies in terms of thc detailed resource
allocations that comprise the provision of service to users in computing systems. It is based on the
notion that subjects have certain space and time requirements for resources in ordcr to proceed in a
desired task. Service denials occur when the space and time allocations for somc proccss do not mcct
its requirements. Millen shows that policies such as finite waiting time (FWT) and maximum waiting
time (MWT) can be easily specified in the context of his RAM. He does not, howcvcr, include subject
privileges and object criticalities as part of his proposed framework (we add these in Section 3).

The RAM consists specifically of a collection of rules that characterize a family of computing
systems that is well-suited to meeting denial of service constraints. That is, the rules arc designed to
introduce concepts to this family that will greatly assist in the specification and analysis of denial of
service models and policies. The RAM and its associated rules arc prescnted below.

A set P of active processes and a set R of passive resource types are assumed. Some fixed
constraint ¢ denotes the collective maximum number of units of all resource types available on the
system being examined. An allocation vector A  denotes the number of units of each resource that are
allocated to process p in some state. In this way, an allocation vector can be viewed as a snapshot of
the resources allocated to a process at some instant. A special type of resource known as thc CPU
resource is used to model whether a process is running or asleep. Specifically, whenever A (CPU) = I,
we say that running(p) is true and whenever AP(CPU) = 0, we say that asleep(p) is true.

A space requirements vector SQ? denotes the number of units of each resourcc that proccss p
requires to proceed in its desired task in some state. It is assumed that processes can identify the set of
resources necessary to complete a task before they initiate that task. A function T(p) denotes the last
time the clock for process p was updated to reflect a real clock. A time rcquirements vcctor TQP denolcs
the amount of time that process p requires for each resource to complctc its prescnt task. Just as with
space requirements, it is assumed that a process can dctcrmine its timc rcquirements for a particular task.
Additional details on these notions can be found in Millen's original exposition [Mi92).

The eight rules that comprise Millen’s RAM are listed below. Each rulc is intended to constrain the
family of systems that are consistent with the model. Ticked variablcs (e.g., running(p)”) are intended to
denote the value of a variable after a single state transition. Rule R1 stipulates that the sum of allocated
resource units to all processes in P must be less than the system constraint c. Millen refers to models
and policies that violate this rule as infeasible.

RD) ¥ A <c
peP
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Rule R2 states that running processes must have zero space requirements. Millen reasons that if a
process does not have all of the resources it desires in some state, then it makes little sense for that
process to proceed. Starvation occurs when a process has non-zero space requirements that are never
met (or are met late).

(R2) if running(p) then °Q, = 0

Rule R3 states that resource allocations are not changed for running processes. This is a powerful
assumption because it implies that running processes will not be preempted during their operation as a
result of some resource reallocation (other than reallocation of the CPU resource). The construction
"running(p) and running(p)”™” is intended to stipulate that in some state a process p is running and in the
next state it remains running.

(R3) if running(p) and running(p)” then A "= A,

Rule R4 states that process clocks are never updated when CPU allocation is not changed. The units
of time are assumed to be positive integers that always increase when time is updated.

(R4) if A (CPU) = A (CPU) then T(p)’ = T(p)

Rule RS states that clocks are updated when CPU allocation changes and this update always reflects
an increase in time. Notice that each process has its own clock and no provision is made to ensure that
different clocks are synchronized to each other or to some real time clock.

(RS) if A (CPU)" # A (CPU) then T(p)" > T(p)

Rule R6 states that space requirements are adjusted for sleeping processes. In other words, when a
process is asleep, it must determine the resources that will be required in order to make progress in
some task, Once all of these resources are obtained, the process wakes up. This notion of meeting
space requirements before initiation of a task will provide a framework for expressing the NDU(C)
denial of service model.

(R6) if asleep(p) then °Q "= %Q + A - A’

Rule R7 states that time requirements are not adjusted for sleeping processes. Instead, time
requirements are adjusted when a process is actively utilizing a resource.

. Tl T
(R7) if asleep(p) then QP = Qp

Rule RS8 states that transitions that put processes to sleep reallocate only CPU resources. Space
allocation changes must occur only after a process is asleep.

(R8) if running(p) and asleep(p)” then AP' = Ap - CpPU
Millen uses the above RAM as a means for specifying certain policies. For example, the finite

waiting time (FWT) policy can be expressed in the context of the RAM. We use the leads-to operator
of temporal logic (i.e., A leads_to B means henceforth A implies eventually B) to specify intervals that
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may result from multiple transitions.
FWT: ¥ p, S: 38" S’(running (p)) and S leads_to S*

In the above expression, S(x) means x is true in state S and S leads _to S” means V' S, S": S((T(p) = n))
and S°((T(p) = m)) and m > n. FWT states that users will eventually receive requested resources (i.e.,
they will eventually receive the CPU to make progress). Maximum waiting time (MWT) can be
expressed similarly.

MWT: 3 B:V p, S: 35" S(running (p)) and S leads_to(b) S’
In this expression, S leads_to(b) S” means that V' S, S”: S((T(p)) = n) and S°((T(p) =m)) and m - n < b.

MWT differs from FWT in that an explicit time limit is imposed on how long users must wait to makc
progress in their task.

Specifying NDU(C) Using Millen’s RAM

As suggested above, we would like to introduce process privileges and object criticality as a mcans
for expressing the NDU(C) mandatory denial of service model. These will be assigned in a manner
analogous to the assignment of clearances and classifications for disclosure. Thus, new functions on
processes and resources are introduced as follows:

nmP—-N
x: R — boolean

The value n(p) is intended to denote thc natural-valued privilege of process p. If m(p,) is greater
than n(p,), then we say that p, has a greater privilege than p,. Thus, an ordcring is imposcd on the sct
of privileges. Similarly, the value x(r) is intended to denote the criticality of a resource. If the value
x(r) is true, then we say that r is a critical resource. If the value x(r) is false, then we say that r is a
non-critical resource.

Tranquility rules must now be added to ensure that privileges and criticalities are not changed in
inappropriate manners. We choose to specify strong tranquility for greater assurance, but weak
tranquility could suffice. Rule R9 states that a process privilege is always the same from one state to
another. Therefore, process privileges would have to be established in an initial state.

(R9) V p: n(p) = n(p)’

Rule R10 states that resource criticalities also do not change and would have to be established in an
initial state.

(R10) V 2 x(r) = X(6)’

As we will show, the use of privileges and criticalities supports our goal of rclaxing policies such as
MWT and FWT so that processes with higher privilege can deny critical resources to processes with a
lower privilege under an appropriate set of circumstances. Specifically, if higher privilegc processes
require the use of critical resources that are ncedcd by lower privilcgc processcs. then under such
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prioritized schemes, the allocation of these critical resources would not be made to the lower privilege
processes. This should follow one’s intuition regarding denial of service on real systems. If a system
administrator, for example, chooses to deny service to some normal user, then one presumes that this
decision is made for the overall good of the system. To classify such an occurrence as a denial of
service is misleading.

Enforcing a denial of service requirement with respect to only a set of critical resources is analogous
to the enforcement of other policies to an isolated set of resources. For example, on a secure system,
denial of service requirements might only apply to the resources associated with a TCB. By restricting
the domain of applicability for denial of service requirements, we increase their implementability.

Given these concepts, we can express NDU(C) in terms of the space requirements for the various
processes on the system. The basic idea is that processes at some priority level should not interfere with
the space requirements of higher priority processes. This is expressed in the context of Millen’s RAM
with our proposed priority and criticality enhancements. As a shorthand concept to assist in the
presentation of NDU(C), we define the set of processes that have priority greater than the priority of
some process p (denoted p.T) as follows:

p’ e p.Tiff n(p) < n(p’)

We choose to characterize the model as three separate policy instantiations, any onc of which might
be selected for a particular implementation. Thesc thrce instantiations are presented below:

Single User Requirements (SUR) Policy: The first policy instantiation specifies that single users are
prevented from requiring space in a way that would allow them to solely deny service to high priority
users.

SUR: ¥ p: (xlel - X°Q1 > T x°Q, 11

pEp.

In the expression, x[SQP] denotes the space requirements of process p for all critical resources and
xl[c] denotes the total amount of critical resource on the system. This policy could be enforced by
system restrictions on user space requirements or by user agreements to advertise space requirements
that respect the policy.

Single User Allocation (SUA) Policy: The second policy instantiation specifics that a single user
cannot be allocated enough resource to ever solely deny service to a higher priority user, regardless of
what the single user establishes as space rcquiremcents.

SUA: ¥V p: [xlc] - x[A ]2 X . x[SQP»l]

pEp.

This policy would be primarily enforced by the system ensuring that allocation is performed
commensurate with the desired condition. Note that the SUR policy implies the SUA policy, but that the
reverse is not true.

Muln-User Allocation (MUA) Policy: The third policy instantiation specifies that no N different
users can be allocated services in a way that could deny service to any user with priority higher than the
maximum priority of the N users.
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MUA: ¥ p, Py -, P, TP S TpP,) < ... m(p): [Xlc) - T x(A12 3 ) x[SQp‘]]
2 ' plep.

An important issue highlighted in each policy instantiation of the NDU(C) modcl is the emphasis on
avoiding low privilege interference in high privilege requests to critical resources. This does not ensure
that high privilege requests will be granted (as in the FWT and MWT policies). It mercly precludes one
type of occurrence that could cause such requests to not be granted. If a given system must exhibit
certain availability attributes for critical resources, then a differcnt modcl must be selected (e.g., FWT or
MWT). We view this strict attention to the avoidance of low level intcrfcrence as a dcsirable aspect of
the NDU(C) model because it formally represcnts our contention that the security community should be
emphasizing security issues over survivability, fault tolerance, reliability, availability, and other system
engineering concems. Previous work in the area of denial of service has not made this distinction.

Concluding Remarks

Since NDU(C) is a level-oriented model in which mandatory decisions are made based on a
comparison of different leveled attributes, traditional criticisms of such approaches must be examined.
For example, McLean [Mc87] suggests that traditional level-oricnted policies such as the Bell-LaPadula
model must include provision for sccure transitions as well as securc statcs. That is, one cannot simply
reason inductively on a set of states in order to demonstratc that a system is secure. Specifically, hc
suggests that one cannot simply rely on demonstration of the *-property and the ss-property in each state
of a system’s behaviors because it is possiblc that a process could bc downgraded or upgraded as needed
to ensure that any access is always grantcd. Bell [Be88] retorts that tranquility deals acceptably with
this problem since it ensures that security attributes such as clearances and classifications either cannot
change (strong tranquility) or can only change subject to an explicit set of rules (weak tranquility). Since
NDU(C) assumes tranquility rules (R9 and R10), we conclude that upgrading and downgrading as in
System Z will not cause violations,

Another problem related to bi-directional information flow stems from the fact that when a read
request is made by a highcr trusted process to a less trusted proccss, the actual request constitutes a
write down, which is not allowed in the Bell-LaPadula model. This problem is particularly evident in
distributed systems and similar problems exist in the Biba mandatory integrity policy. NDU(C).
however, does not exhibit this problem since it is not information flow-oniented. That is, bi-directional
information flow is not a problem in an NDU(C)-compliant system because denial operations are the
focus, rather than direction of information flow.

A third problem with level-oriented models that we will mention is that they generally work around
trusted processes, rather than within them. That is, device drivers and rcsource handlers that must be
kept secure only benefit from level oriented models in that they are protected from less trusted
processes. Within the set of trusted processes, most lcvel-oriented modcls are not much help.
Unfortunately, the NDU(C) exhibits this drawback because denial of service between trusted processes
(or between any set of processes with the same privilege) is not dealt with in the model. 1f one rcquires
that trusted processes avoid denial of service threats, thcn the FWT or MWT policies might be more
suitable.

A final problem worth mentioning is related to user agrccments. Thc notion of user agrecments in
denial of service models essentially states that users must make reasonable requests for services in order
to be granted a request. For example, if a user generates an infeasible space requirement, then it will be
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impossible for a system to grant that request. While the NDU(C) model avoids the traditional user
agreement problem (NDU(C) does not stipulate that requests be granted eventually or within a bounded
interval), it does allow high privilege users to maintain constantly high space or time requirements that
would ensure the starvation of lower privilege processes. As a result, the NDU(C) model does introduce
potential system vulnerabilities in this area.

One suggested research direction for Millen’s RAM involves an investigation of the implications of
relaxing Rule R3. This rule prevents a malicious intruder from stealing resources, allocated to a running
process. This precludes a great many denial of service attacks. By relaxing the rule, one can investigate
the conditions under which attacks on executing processes can occur.
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Abstract This paper studies referential integrity in multilevel relations with element-level labeling.
Our principal contribution is resolution of an impasse left by previous work in this area. We show
that the previous work leaves us with a choice of either accepting referential ambiguity, or severely
curtailing the modeling power of multilevel relations. We then show how to escape this impasse by
eliminating entity polyinstantiation, while retaining element polyinstantiation (as an option). We
also discuss how entity polyinstantiation can be securely eliminated.

Keywords: multilevel secure databases, referential integrity, polyinstantiation

1 INTRODUCTION

Referential integrity is an important component of the classical relational data model [4]). It is
concerned with references from one relation to another. The principal motivation for referential
integrity is to prevent dangling references across relations, such as when an employee is assigned
to a non-existent department. Consideration of referential integrity in multilevel relations leads to
the realization that it can result in signaling channels for leakage of secret information [3, 6, 7]. A
multilevel secure relational model must cope with the possibility of these channels.

The central point of this paper is that prior work on referential integrity has left us with a choice
of two undesirable alternatives. We either have referential ambiguity, which results in confusion
about the meaning of data in relations; or we have serious limitations on the expressive power of
multilevel relations, such as the inability to classify a relationship between unclassified entities.

Our principal contribution in this paper is to show how this unacceptable impasse can be resolved
by building upon the distinction between entity and element polyinstantiation. We argue that
entity polyinstantiation is so contrary to referential integrity that it must be eliminated. We also
demonstrate how entity polyinstantiation can be easily prevented, by means of the usual integrity
constraints in Database Management Systems. On the other hand element polyinstantiation can be
tolerated if it is required for purpose of cover stories, or some similar reason. In other words, element
polyinstantiation can be available as an option as needed; whereas entity polyinstantiation should
be eliminated in the data model. (Note that element polyinstantiation can be securely prevented
using the technique of [20], if it is not needed in a particular application.)

The paper is organized as follows. Section 2 defines a model for multilevel relations with el-
ement level labeling. In this section only individual relations are considered. Section 3 discusses
the semantics of polyinstantiation, including the important distinction between entity and element
polyinstantiation. Some of the more subtle aspects of the definitions of section 2 are also discussed.
Section 4 reviews prior work on referential integrity in multilevel relations, which leaves us in the
impasse mentioned above. Section 5 describes how to resolve this impasse by eliminating entity
polyinstantiation. Section 6 concludes the paper.

LThis work was partially supported by the U.S. Air Force, Rome Laboratory under the contract # F30602-92-C-
0002. We are indebted to Joe Giordano for his support and encouragement which made this work possible.
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2 MULTILEVEL RELATIONAL MODEL

In this section, we give the basic definitions and assumptions used with multilevel relations. Our
initial focus is on individual relations considered in isolation. Consideration of referential integrity,
which involves two relations, is deferred until sections 4 and 5. The definitions and properties
for multilevel relations given here are conceptually simpler, and different in important ways, as
compared to previous work on element-level labeling [6, 11, 12, 13, 15, 16, 17, 19, 20]. The most
significant difference is the requirement that there can be at most one tuple in each access class
for a given entity. This gives us the simplicity of tuple-level labeling, combined with the flexibility
of element-level labeling. There are also some other subtle differences in the precise formulation of
various properties.

The reader is assumed to be familiar with basic concepts of relational database theory. In analogy
to the usual definition of a relation, a multilevel relation consists of the following two parts.

Definition 1 [RELATION SCHEME] A state-invariant multilevel relation scheme which is de-
noted by R(4,,C), A3,C3,..., Ap,Ca,TC), where each A; is a data atiribute? over domain D;, each
C; is a classification atiribute for A;, and TC is the tuple-class attribute. The domain of C; is
specified by a range [L;, H;], H; > L;, which defines a sub-lattice of access classes ranging from L;
up to H;. 0O

Definition 2 [RELATION INSTANCES] A collection of state-dependent relation instances,
each of which is denoted by R.(A,,C), A3,C3,..., An,Cn, TC); one for each access class ¢ in the

given lattice. Each instance is a set of distinct tuples of the form (a,,¢;,83,¢3,...,8,,cn, tc) where
each a; € D; and ¢; € [L;, H;], or a; = null and ¢; < H;; and ¢c > lub{c; : i = 1...n}.3 Note that
c; must be defined even if a; is null, i.e., a classification attribute cannot be null. O

We assume that there is a user-specified apparent primary key AK consisting of a subset of the
data attributes A;. In general AK will consist of multiple attributes. We also assume that the
relation scheme is itself unclassified (or, more generally, classified at the greatest lower bound of
L;,i=1...n). A tuple whose tuple class is c is said to be a c tuple. (Similarly, a subject whose
clearance is c is said to be a c subject.)

We now list four integrity requirements which we feel must be satisfied by all multilevel relations.
We call these the core integrity properties. We use the notation ¢[4;] to mean the value corresponding
to the attribute A; in tuple ¢, and similarly for t[C;] and ¢[TC].

Property 1 [Entity Integrity] Let AK be the apparent primary key of R. A multilevel relation
R satisfies entity integrity if and only if for all instances R, and ¢t € R,

1. A; € AK = t[A;] # nul]
2. A, A; € AK = t[C;] = t[C)] (i-e., AK is uniformly classified), and

3. A; ¢ AK = t[Ci] > t[Cak] (where Cxk is defined to be the classification of the apparent
primary key). m]

?In many cases it is useful to have an A; represent & collection of uniformly classified data attributes. This
extension requires straightforward modifications to our statements in this paper, which are all formulated in terms of
the A;'s being individual data attributes.

3Note that in previous work {6, 11, 12, 13, 15, 16, 17, 19, 20] it has generally been required that te = lub{c; : 3 =
1...n}. The main rcason for relaxing this requirement to tc > lub{c; : ¢ = 1...n} is to allow a c-subject to specify
the classification of individual attributes in a c-tuple. For example, let M; and M; be incomparable labels whose least
upper bound is S and greatest lower bound is U. We should have some means of allowing a S-subject to instantiate
a S tuple whose individual classification attributes are at, say, U, M, and M3. Careful consideration of the update
semantics in such situations, leads to the conclusion that a S-subject should be able to instantiate a S tuple, even if
the least upper bound of the individual classification attributes turns out to be less than S.
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The first requirement is exactly the definition of entity integrity from the standard relational model,
and ensures that no tuple in R, has a nuil value for any attribute in AK. The second requirement
says that all attributes in AK have the same classification in a tuple. This will ensure that AK 1is
either entirely visible, or entirely null at a specific access class c. The final requirement states that in
any tuple the class of the non-AK attributes must dominate C4x. This rules out the possibility of
associating non-null attributes with a null primary key. Property 1 is identical to the entity integrity
property of SeaView [17].

Notation. In order to simplify our notation, we will henceforth use 4; as synonymous to AK,
i.e., A} and AK both denote the apparent primary key.

The next property is concerned with consistency between relation instances at different access
classes. It requires that at every access class ¢, exactly those tuples whose access class is dominated
by c are visible.

Property 2 [Inter-Instance Integrity] A multilevel relation R satisfies the inter-instance in-
tegrity property if and only if for all ¢/ < ¢ we have R, = {t € R, | t[T'C] < ¢'}. 0

Thus, for example, a TS-subject will see the entire relation given in figure 1, while a C-subject will
see the filtered instance given in figure 2. Let us denote the relation between R.r and R, described in
property 2 by R. = o(R.,c’), where o is called the filter function. It is evident that o(R.,¢) = R,
and o(o(R.,c'), ") = o(R.,c") for ¢ > ¢’ > ¢"'; as one would expect from the intuitive notion of
filtering.

The formulation of filtering given here is simpler than the definition given in [11, 13, 15] (and
subsequently adopted by SeaView [17]). The main difference is that the null-subsumption property
of [11, 13, 15] is no longer being required (principally because the null-integrity property of [11, 13, 15]
has been dropped). In the formulation given here null values require no special treatment from a
security viewpoint.

An important consequence of the inter-instance integrity property is that it allows instances such
as shown in figure 3. Note that there is a C tuple whose key class is U, but the key value (and class)
do not occur in any U tuple. U subjects will see an empty relation in this case, as indicated in
figure 4. We will see in section 5 that this phenomenon has significant, and beneficial, implications
for referential integrity. Contrast figure 3 with the instance shown in figure 5 (with the Unclassified
view shown in figure 6). With our definition of inter-instance integrity both figures 3 and 5 are valid
Confidential instances of SOD, but they are semantically different.* We will return to consideration
of this issue in section 5.

Next, we have the following polyinstantiation integrity constraint which prohibits polyinstantia-
tion within a single access class.

Property 3 [Polyinstantiation Integrity (PI)] A multilevel relation R is said to satisfy polyin-
stantiation integrity (PI) if and only if for every R. we have for all 4; that 4,,C,,C; — A4;. |

This property stipulates that the user-specified apparent key A,, in conjunction with the classifi-
cation attributes C; and C;, functionally determines the value of the attribute A;. In other words
the real primary key of the relation is 4,,C;, C3,...,Cy. This formulation of PI was first proposed
in [11].5 The effect of polyinstantiation integrity is to rule out instances such in figure 7, where there
are two values labeled U for the Objective attribute of the Enterprise.

‘Note that with prior definitions of inter-instance integrity [11], which include null-subsumption, the closest one
can get to these instances is to have the C instance of figure 3 with corresponding U instance of figure 6.

51t should be noted that the SeaView definition of polyinstantiation integrity [16, 17] requires property 3, but in
addition requires a multi-valued dependency property which has the undesirable consequence of introducing spurious
tuples in the multilevel relation [11].
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{ SHIP [ OBJ [ DEST | TC|
Enterprise U | Exploration U | Talos U U
Enterprise U | Mining C | Sirius C C
Enterprise U | Spying S | Rigel S S
Enterprise U | Coup TS | Orion TS | TS

Figure 1: A multilevel relation SOD
[ SHIP | OBJ | DEST [ TC |
Enterprise U | Exploration U | Talos U | U
Enterprise U | Mining C|Sinius C| C
Figure 2: Confidential view of figure 1
( SHIP [ OBJ [ DEST | TC |
[ Enterprise U | Mining C | Sirius C| C |

Figure 3: Another Confidential Instance of SOD

[SHIP | OBJ | DEST | TC |

[ 1

Figure 4: Unclassified view of figure 3

[ SHIP | OBJ] | DEST |TC|
Enterprise U | null U | null Uup U
Enterprise U | Mining C | Sirius C | C

Figure 5: Yet Another Confidential Instance of SOD

[ SHIP [ OBJ | DEST | TC|
| Enterprise U lnull U|nul U] U |
Figure 6: Unclassified view of figure 5
( Starship | Objective | Destination | TC |
Enterprise U | Exploration U | Talos U U
Enterprise U | Spying U | Rigel S S

Figure 7: Violation of Polyinstantiation Integrity
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Finally, we introduce the fourth integrity property, which was first identified in [19]. The intuitive
idea is that every entity in a relation can have at most one tuple for every access class.® The
requirement 1s formally as follows.

Property 4 [PI-tuple-class] R satisfies tuple-class polyinstantiation integrity if and only if for
every instance R, (VA; € A))[A1,C1, TC — A;). a

To appreciate the motivation for PI-tuple-class consider the instance SODy given in figure 8. Let
Starship be the apparent key of this relation. Eight instances of SODg are shown in figure 9. All
these instances of SODg are consistent with SODy of figure 8 with respect to the inter-instance
integrity property. In other words, if tuples with TC = S are removed from any of the eight SODg
instances we are left with the single tuple of the SODy instance. Moreover, all eight instances of
SODs satisfy the entity integrity and polyinstantiation integrity properties. Thus any of these eight
instances are acceptable under properties 1, 2 and 3.

It is clear that instances 2, 3 and 4 of figure 9 have a much simpler interpretation than instances
5, 6, 7 and 8. The PI-tuple-class property formalizes this intuitive distinction by requiring that
there be at most one tuple for the Enterprise at each access class. Instances 2, 3 and 4 have exactly
one S tuple for the < Enterprise, U >, in addition to the single U tuple. The U tuple is then easily
interpreted to denote a cover story with respect to the S tuple. Instances 5, 6, 7 and 8 are in violation
of Pl-tuple-class because they all have two or more tuples with tuple class S which have the same
apparent key and key class (i.e., <Enterprise, U>).

Polyinstantiation integrity (or PI) and PI-tuple-class are independent properties. Instances 5, 6,
7 and 8 of figure 9 illustrate relation instances which satisfy PI but not PI-tuple-class. The instance
of SODg given in figure 10 shows how PI-tuple-class can be satisfied while PI is violated.

We regard properties 3 and 4 as the formal definition of the informal notion of A; as the user-
specified apparent primary key. Note that for single level relations C} and C; will be equal to
the same constant value in all tuples. In this case property 3 amounts to saying A; — A;, which
is precisely the definition of primary key in standard relational theory. Similarly, property 4 also
reduces to A; — A; for single-level relations.

3 SEMANTICS OF POLYINSTANTIATION

In the previous section we have given a formal model (albeit without referential integrity) for multi-
level relations with element-level labeling. In this section we consider the semantic interpretation of
polyinstantiation in these relations. The essential points can be illustrated in context of the instance
of figure 11. This instance is permitted by the integrity properties of section 2. It exhibits two dis-
tinct forms of polyinstantiation which we call entity polyinstantiation and element polyinstantiation.

Entity polyinstantiation arises when there are two tuples with the same value of the apparent
primary key, but with different values of the key class. This is illustrated in figure 11 where the
third tuple has the same apparent key value (i.e., Enterprise) as the first (or second) tuple, but the
key class in the third tuple (i.c., S) is different from the key class in the first (or second) tuple (i.c.,
U). The interpretation is that in this case there are two Starships, the < Enterprise, U > and the
< Enterprise,S >. In other words the two S-tuples pertain to two distinct real world entities. In
contrast, the top two tuples in figure 11 refer to the same starship < Enterprise,U >; the S-tuple
gives the classified values for the Objective and Destination attributes, whereas the U-tuple gives
the unclassified cover story for both attributes. The S-tuple for < Enterprise,S > pertains to a

¢ The formulation of this property in [19] disclosed some problems with this intuitive idea, which have been carefully
avoided in the present paper. We also note that the behavior of multilevel relations in LDV [10] essentislly requires
this property, although the precise formalization and detailed semantics are somewhat different.
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I

Starship

|

Objective

] Destination I TC ]

| Enterprise

U | Exploration U

l Talos

U U]

Figure 8: An instance SODy

[ No. || Starship Objective | Destination | TC |
[ 1 | Enterprise U | Exploration U | Talos U | U |
2 Enterprise U | Exploration U | Talos U U

Enterprise U | Spying S| Talos U S
3 Enterprise U | Exploration U | Talos U U
Enterprise U | Exploration U | Rigel S S
4 Enterprise U | Exploration U | Talos U U
Enterprise U | Spying S | Rigel S S
5 Enterprise U | Exploration U | Talos U U
Enterprise U | Exploration U | Rigel S S
Enterprise U | Spying S | Rigel S S
6 Enterprise U | Exploration U | Talos U U
Enterprise U | Spying S| Talos U S
Enterprise U | Spying S | Rigel S S
7 Enterprise U | Exploration U | Talos U U
Enterprise U | Spying S| Talos U S
Enterprise U | Exploration U | Rigel S S
8 Enterprise U | Exploration U | Talos U U
Enterprise U | Spying S | Talos U S
Enterprise U | Exploration U | Rigel S )
Enterprise U | Spying S | Rigel S S

Figure 9: Eight instances of SODg

[ Starship |

Enterprise U
Enterprise U

Objective

Exploration U
Spying U

| Destination | TC |

Talos U U
Rigel S S

Figure 10: An instance of SODjg satisfying PI-tuple-class but not PI

| Starship |

Enterprise U
Enterprise U
Enterprise S

Objective
Exploration U
Spying S
Attack S

] Destination ] TC ]
Talos U U
Rigel S S
Sirius S S

Figure 11: Entity and Element Polyinstantiation
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| Starship | Objective [ Destination | TC |

Enterprise U | null U | null U U
Enterprise U | Spying S | Rigel S S

Figure 12: An S instance of SOD

[ Starship | Objective | Destination | TC |
[ Enterprise U null U |[nul U | U |

Figure 13: The U view of figure 12

[ Starship [ Objective | Destination | TC |
| Enterprise U | Spying S |Rigel S | S |

Figure 14: Another S instance of SOD

[ Starship | Objective | Destination | TC ]
I l | [ ]

Figure 15: The U view of figure 14

completely different Starship whose existence is not known at the unclassified level. In short, entity
polyinstantiation is interpreted by asserting that a real-world entity is identified in the database by
the apparent key and key class.

Element polyinstantiation, on the other hand, arises when there are two tuples with the same
value of the apparent primary key, and with the same value of the key class. This is illustrated in
figure 11 by the first two tuples. The interpretation, in this case, is that both tuples refer to the
same Starship in the real world, viz., the < Enterprise, U>. The U-tuple gives the unclassified values
for the Objective and Destination attributes, whereas the S-tuple gives the classified values for these
attributes. In short, element polyinstantiation is interpreted by asserting that the same real-world
entity has different values for its attributes at different access classes.

Figures 12 through 15 further illustrate a subtle aspect of the inter-instance property, briefly
alluded to in the previous section. Figure 12 shows element polyinstantiation for a single Starship
called Enterprise, whose key class is U. Even though the values of the Objective and Destination
attributes in the U tuple are null, we will consider this to be element polyinstantiation because
non-null values have been given in the S tuple. The corresponding U instance is shown in figure 13.
Now consider the S instance of SOD shown in figure 14. This instance is allowed by the integrity
properties of the previous section. The corresponding U instance is shown in figure 15. Note that
even though the S tuple of figure 14 has a component labeled U, the U instance is completely empty.

What interpretation are we to give to the fact that the Starship name is labeled U in figure 147
We will understand such a situation to mean that the Enterprise may become visible at the U level,
even though currently it is not. The implication is that if a U tuple for the < Enterprise, U> does
come about in SOD, it is going to refer to exactly the same real-world starship that the existing S
tuple refers to.

We will see, in section 5, that this interpretation turns out—rather unexpectedly—to be impor-
tant for certain aspects of referential integrity. It should be kept in mind that, if the semantics of
the application dictate that the instance of figure 14 is not allowed we can prevent its occurrence
by the usual integrity constraints in relational systems. The point is that our data model does not
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inherently rule out this instance, as is done by previous data models [6, 11, 12, 13, 15, 16, 17, 19, 20]
in this area.

4 PRIOR WORK ON REFERENTIAL INTEGRITY

In this section we review previous work on referential integrity and point out its weaknesses. The
notion of a foreign key relates two relations: a referencing relation, say R, and a referenced relation,
say Q. A foreign key FK of R is declared to be one or more attributes of R which collectively
reference the primary key PK of Q. The number of attributes in FK and PK, as well as their
domains (such as number or character string), must be identical for a valid declaration of a foreign
key.

The first requirement for foreign keys is as follows.

Property 5 [Foreign Key Integrity] Let FK be a foreign key of the referencing relation R. A
multilevel relation R satisfies foreign key integrity if and only if for all instances R, and t € R,

1. Either (VA; € FK)[t[A;] = null] or (VA4; € FK)[t[4;] # null].
2. A;, Aj € FK = t[C;] = t[C}] (i.e., FK is uniformly classified). O

The first part of this property arises from standard relations. The motivations for the second part
of this property are similar to those for the uniform classification of apparent primary keys in the
entity integrity property.

The foreign key property by itself is not sufficient. In standard relations, the referential integrity
property precludes the possibility of dangling references from R to Q. In other words a non-null
foreign key must have a matching tuple in the referenced relation. To avoid signaling channels that
arise due to upward (or sideways) references, SeaView originally proposed the following formulation
of referential integrity for multilevel relations [6].

Property 8 [Referential Integrity (SeaView I)] Let FK be a foreign key of the referencing
relation R. Let Q be the referenced relation, with apparent primary key AK. R and Q satisfy
referential integrity if and only if for all instances R. and Q. occurring together, and for all £ € R,
such that t{FK] # null, there exists ¢ € Q. such that t{FK] = q[FK] At[Crk] > q[Caxk]- o

Unfortunately, the above formulation results in referential ambiguity. The problem of referential
ambiguity was first noted by Gajnak [9]. It is illustrated in figures 16(a), where SOD is as before,
and CAPTAIN is the apparent primary key of the CS relation. In this example SHIP is a foreign
key from CS to SOD. In the CS relation, at the U level Kirk has not been assigned to any starship,
while at the S level Kirk’s assignment is to the Enterprise. However, due to entity polyinstantiation,
there are two starships called Enterprise in SOD. It is therefore ambiguous as to which one Kirk is
assigned to (or perhaps he is captain of both).

Gajnak’s observations led SeaView researchers to modify the above referential integrity property
to require equality of the key classifications [16, 17], as follows.

Property 7 [Referential Integrity (SeaView II)] Let FK be a foreign key of the referencing
relation R. Let Q be the referenced relation, with apparent primary key AK. R and Q satisfy
referential integrity if and only if for all instances R, and Q. occurring together, and for all t € R,
such that ¢[FK] # null, there exists ¢ € Q. such that t{{FK] = q[FK] At[Crk] = q[Caxk]- o

This formulation takes care of referential ambiguity, but has the unfortunate consequence of
curtailing the modeling power of multilevel relations. For example, the instance of figure 16(b) is
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( SHIP [ OBlJ | DEST | TC]|
Enterprise U | Exploration U | Talos U | U

Enterprise S | Spying S| Rigel S| S
{ CAPTAIN | SHIP [ TC |
Kitrk U | null Ul U

Kirk U | Enterprise S S

(a)

[ SHIP | OBJ | DEST | TC |
Enterprise U | Exploration U | Talos U | U
Enterprise U | Spying S| Rigel S| S

[CAPTAIN|  SHIP | TC |
Kirk U | null Ul U

Kirk U | Enterprise S S

(b)

Figure 16: Foreign key references from CS to SOD

not valid anymore. However, there is nothing semantically incorrect with these relations. We are
simply trying to keep the assignment of Kirk to the Enterprise secret, whereas the existence of the
Enterprise is unclassified. If we store information about starships and about assignment of captains
in two different relations, the SeaView II rule will allow us to keep the assignment of Kirk secret only
if it is to a secret starship. We cannot classify the assignment of Kirk to an unclassified starship!

5 PROPOSED SEMANTICS OF REFERENTIAL INTEGRITY

Prior work on referential integrity in multilevel relations leaves us in an impasse. We either have ref-
erential ambiguity or substantial loss of modeling power. Since neither of these is a viable alternative,
we must find some means of getting around this impasse.

The problem of referential ambiguity arises due to entity polyinstantiation. Therefore our pro-
posal is to retain the original SeaView referential integrity property (i.e., property 6) which allows
downward references,” and disallow entity polyinstantiation. Let us see how entity polyinstantiation
can be securely prevented.®! We distinguish two kinds of relations for this purpose, as follows.

e Atlomic Relations: In these relations the apparent primary key AK does not contain a foreign
key as a proper subset of the attributes of AK.

e Composite Relations: In these relations the apparent primary key AK does contain a foreign
key as a proper subset of the attributes of AK.

These two cases are respectively discussed in the following two subsections.

TWe will see later in this section that property 6 needs to be slightly modified to work correctly.
8 Note that element polyinstantiation can also be securely prevented using the technique of [20]. Our proposal is to
eliminate entity polyinstantiation as part of the data model, but keep element polyinstantiation as a possible option.
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5.1 Prevention of Entity Polyinstantiation in Atomic Relations

The basic technique for preventing entity polyinstantiation in atomic relations is to partition the
domain of the primary key among the various security classes possible for the primary key [14].°
For our SOD example, we can introduce a new attribute, called Starship#. Whenever a new tuple
is inserted, we enforce the requirement that all unclassified Starships are numbered between 1 and
1,000, all confidential Starships are numbered between 1,001 and 2,000, and so on.

In a SQL-like data definition language, the modified SOD schema could be created as follows:

CREATE TABLE SOD
( Starship# SMALL INTEGER NOT NULL [U:TS]
Starship CHAR(15) NOT NULL [U:TS]
Objective CHAR(15) {u, TS},
Destination CHAR(20) [U:TS],
Primary Key (Starship# ),
CHECK (Subject Access class = ’U’ AND Starship# BETWEEN 1 AND 1000),
CHECK (Subject Access class = ’C’ AND Starship# BETWEEN 1001 AND 2000),
CHECK (Subject Access class = ’S’ AND Starship# BETWEEN 2001 AND 3000),
CHECK (Subject Access class = ’TS’ AND Starship# BETWEEN 3001 AND 4000) )

The notation [L:H] specifies a range of security classes with lower bound L and upper bound
H. The notation {X,Y,Z} enumerates the allowed values for the security class as one of X, Y or Z.
Here, the domain of the security class of the apparent primary key Starship# has been specified as
a range with a lower bound of U and an upper bound of TS. However, the domain of the Starship#
has been partitioned across these security classes.

It should be noted that confidentiality does not depend on correct partitioning of the key space
by the integrity enforcement mechanism of the Database Management System (DBMS). If this
mechanism fails, or is deliberately malicious due to Trojan Horse infection, the integrity properties
will fail but there will be no leakage of information. To fully substantiate this statement, we would
need to give a kernelized implementation of the DBMS, i.e., an implementation which does not
use subjects exempted from the mandatory controls of the underlying multilevel secure operating
system. Description of such an implementation is outside the scope of this paper.

5.2 Prevention of Entity Polyinstantiation in Composite Relations

Consider the relations shown in figure 17. SOD is the familiar relation, with apparent primary key
SHIP. Let CAPTAIN be the apparent primary key of the relation CR. Now consider the relation
CSH, some of whose instances are illustrated in figure 18. The apparent primary key of CSH consists
of the attributes CAPTAIN and SHIP. By the entity integrity property (property 1) both attributes
must be uniformly classified. Hence only one classification is shown for these two attributes. Suppose
CAPTAIN is a foreign key from CSH to CR, and SHIP is a foreign key from CSH to SOD. For the
rest of this discussion, assume that SOD and CR are as shown in figure 17.

A valid instance of CSH is shown in figure 18(a). The top two tuples in figure 18(a) correspond
to the same entity, viz., < Kirk, Enterprise, U >, and indicate the occurrence of element polyinstan-
tiation. The interpretation is that Kirk is assigned to the Enterprise for 15 hours at the U level,
and for 10 hours at the S level. The bottom three tuples of figure 18(a) correspond to three distinct
entities, all of which are secret. These three entities represent the assignment of Kirk to Voyager,
and the assignments of Spock to the Enterprise and to the Voyager. These entities are labeled S

9This is analogous to the manner in which static resource allocation across sccurity classes climinates covert
channels which arise due to dynamic resource allocation in multilevel Operating Systems.

48



I SHIP | OBlJ | DEST | TC |
Enterprise U | Exploration U | Talos U | U
Voyager S | Spying S| Rigel S| S

| CAPTAIN | RANK | TC |
Kirk U | Admiral U | U
Spock S | General S S

Figure 17: Relations SOD and CR

LCAPTAIN SHIP | HOURS/WEEK | TC |
Kirk Enterprise U | 15 U U
Kirk Enterprise U | 10 S S
Kirk Voyager S |30 S S
Spock Enterprise S | 20 S S
Spock Voyager S |15 S S

(a)

[ CAPTAIN SHIP | HOURS/WEEK [ TC |
[ Kirk Enterprise U [ 10 S [ s |
(b)

[ CAPTAIN SHIP | HOURS/WEEK [ TC |
Kirk Enterprise U | 15 U U
Kirk Enterprise U | 10 S S
(c)

[ CAPTAIN SHIP | HOURS/WEEK [ TC |
[ Kirk Enterprise S [ 10 S [ s ]
(d)

[ CAPTAIN SHIP | HOURS/WEEK [ TC |
Kirk Enterpnise U | 15 U U
Kirk Enterprise S | 10 S S
()

Figure 18: Foreign key references from CSH to SOD and CR
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because each one of them references a secret entity in SOD or CR or both. Since only downward
references are allowed, by property 7 these foreign keys must be labeled S.

Figures 18(b) and (c) illustrate the phenomenon of entities which are not currently visible at a
lower level, but may become visible in the future. This situation was encountered in context of the
inter-instance property in section 2, and was also discussed in the latter part of section 3. We now
see that this phenomenon is useful in relations which relate existing entities. The single S tuple
in figure 18(b) assigns Kirk to the Enterprise with a secret load of 10 hours/week. It is possible
that later Kirk is assigned to the Enterprise with a unclassified load of 15 hours/week, as shown in
figure 18(c). Note that in going from figure 18(b) to (c), from a S subject’s point of view, we are
not instantiating another entity but merely making an unclassified entity visible at the unclassified
level. From a U subject’s point of view, we are instantiating another entity at the U level, but this
entity may or may not have previously instantiated at a higher level.

Figures 18(d) and (e) illustrate the incorrect approach to handling the situation of figures 18(b)
and (c). In this case the S tuple in figure 18(d) is for the entity < Kirk, Enterprise,S>. This opens
up the possibility of entity polyinstantiation as shown in figure 18(e). References from some other
relation to < Kirk, Enterprise > in CSH will therefore be ambiguous. In such cases we must make
sure that we do not over classify the apparent primary key of CSH.

5.3 Referential Integrity Property

Based on our discussion we recommend going back to the original formulation of the SeaView
referential integrity property (i.e., property 6). We need to change this property slightly to avoid
references to entities that are potentially visible at level ¢, but are currently only instantiated at
levels above c. This requires the additional condition, t[Crx] > ¢[T'C], relative to property 6, giving
us the following definition.

Property 8 [Referential Integrity] Let FK be a foreign key of the referencing relation R. Let
Q be the referenced relation, with apparent primary key AK. R and Q satisfy referential integrity if
and only if for all instances R. and Q. occurring together, and for all ¢ € R, such that ¢t{F K] # null,
there exists ¢ € Q. such that t{FK] = q[FK] At[Crk] > q[Cax] At[Crx] > q[TC]. a

With this definition, and with elimination of entity polyinstantiation, we will have eliminated refer-
ential ambiguity while retaining the expressive power to allow classification of relationships among
unclassified entities. Elimination of entity polyinstantiation can be formally expressed as follows.

Property 9 [No Entity Polyinstantiation] A multilevel relation R is said to satisfy the “no
entity polyinstantiation” property if and only if for every R, we have 4, — C). 0

6 CONCLUSION

In this paper we have shown that previous work on referential integrity leaves us with a choice
of either accepting referential ambiguity or severely curtailing the modeling power of multilevel
relations. We have shown how to escape this impasse by eliminating entity polyinstantiation, while
retaining element polyinstantiation (as an option).

In future work, one should define a formal update semantics for relations which satisfy the
core integrity properties of section 2, and the referential integrity and “no entity polyinstantiation”
properties of section 5. Completeness and soundness of the semantics should be proved. It is also
important to develop correct decomposition and recovery algorithms for a kernelized architecture
(i.e., an architecture in which no subject is exempted from the simple-security or star-properties)
which give these semantics.
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Abstract

During the past few years research in multilevel secure database systems has received a great
deal of attention. While transaction management and query processing in these systems have
become the crux of the research, no significant work has been done in the area of query
acceleration. In this paper, we describe a fast, space-efficient, and secure technique for
accelerating queries that take place among the various base relations in a kernelized
multilevel secure database system. Our model follows the SeaView model which uses element
level classification of data. Our approach achieves a significant performance improvement
when the multilevel query involves selection on one or more attributes of the multilevel
relations. This is a common case for large relations. Moreover, this method generates no
spurious tuples during the process, which has been a concern in the SeaView model as
pointed out by several researchers in the past.

1. Intr ion

As the number of database users and the size of databases increase, the security of the databases becomes
more and more important. Although existing database systems provide some form of data security, so-
called discretionary access controls, they do so by controlling modes of access privileges of users to data.
But these do not provide adequate mechanisms for preventing unauthorized disclosure of information.
The systems, for example, used in the Department of Defense contain data having different access classes
and users with different clearance levels. These kind of systems require the enforcement of mandatory (or
nondiscretionary) access control mechanisms [4] so that classified data can be available to cleared users
only. Besides, in order to guarantee complete security, the system must protect sensitive information from
disclosure through indirect means, such as covert signalling channels [10]. Covert channels are
communication channels that allow malicious subjects to transfer information to low users.

The Air Force Summer Study of 1982 [1] proposed various designs for Multilevel Secure Relational
Database Management Systems (MLS/RDBMS). Among these, the three most interesting architectures
are 1) the Distributed/Replicated architecture, 2) the Kemelized architecture, and 3) the Integrity Lock
architecture. The first architecture uses a separate DBMS to manage data at or below each security lcvcl,;
a database at a security class contains all information at its class and below, and therefore, lower leve! data
are replicated in all databases containing higher level data. In this architecture, all reads are local whereas
all writes except for data at system-high must be propagated to higher containers.

In the second architecture, the multilevel database is partitioned into single-level databases which are then
stored separately. In this case all writes are local but all reads that involve lower level data must read
across containers. This makes query acceleration an important factor in the kernelized architecture, which
is the subject of our research in this paper. The third architecture is based on the integrity lock
technology, and is also called the spray paint DBMS architecture in which data are separated purely by
software means. In the rest of this paper we assume kernelized architecture unless otherwise mentioned.

The SeaView model [12], developed as a joint effort by SRI International and Gemini Computers, is a
research prototype based on the Kernelized approach that uses element level classification of data. In this
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model the multilevel relations are partitioned into single-level base relations that are stored separately. As
pointed out by several researchers, the above approach results in poor performance because of the fact that
multilevel query involves taking repeated joins of base relations, which is expensive. Also the
materialization algorithm used by SeaView to recover multilevel relations gives rise to spurious tuples
when elements have been polyinstantiated.! In this work we propose a method that will reduce the
query response time and eliminate the generation of spurious tuples.

The rest of this paper is organized as follows. Section 2 gives an overview of the security model. The
SeaView model and its decomposition and recovery algorithms are discussed in section 3. Our algorithm
is presented in section 4. Section S gives the performance analysis of our method when compared to a
join without any acceleration.

2. The Security Model

One widely accepted model for enforcing mandatory security policies was developed by Bell and
LaPadula. It is known as the Bell-Lapadula model [2]. The model is defined in terms of subjects and
objects. A subject represents an active entity in the system (e.g., a process), whereas an object represents
passive data (e.g., a relation, a record, a field etc.). Every object has a security classification, or access
class, which consists of a hierarchical sensitivity level (e.g., TOP-SECRET, SECRET, CONFIDENTIAL,
UNCLASSIFIED etc.) and a set of nonhierarchical categories (e.g., FAR EAST, NEAR EAST). Every
subject has a clearance level. In order for a subject to be granted access to an object, the Bell-LaPadula
model imposes the following restrictions:

The Simple Security Property: A subject can be given a read access to an object only if the subject’s
clearance level dominates the object’s classification level.

The «-Property: A subject can be given a write access to an object only if the subject’s access set’s
sensitivity level is dominated by the object’s classification level.

The above two properties ensure that the information will only flow monotonically upward, never
downward. But in spite of these restrictions, a system may not be fully secure unless it guards against
covert signalling channels. Covert channels provide indirect means by which a malicious subject can
signal information to a low level subject. For example, a high subject using a read or write lock on a data
item at his own level can signal bits of information (e.g., locked = 1, and unlocked = 0) over a period of
time to a low subject who also wants to write the same data item.

Besides these, to meet the DoD requirements [13], it must be possible to demonstrate the trustworthiness
of the DBMS. To do so the concept of a trusted computing base (TCB) was developed. All security-
critical functions are segregated from the rest of the system and kept in the TCB. The TCB must mediate
each reference to an object by a subject, allowing or denying the access. It must be tamperproof; it can
not be bypassed; and it must be small and simple enough to be verified correct and secure, with respect to
the policies it enforces.

3. Multilevel Relations in the SeaView Model

The SeaView model implements a multilevel relation as a view over a set of single-level base relations. A
multilevel relation, R, is represented by the schema R(A1,Cy,....,Ap,Cp), where C; is the classification of

the attribute A;. The domain of C; is the range of classifications for data that can be associated with
attribute A; and the domain range(A;) = [L;j,H;] which is the sublattice of the lattice of access classes. The

lPolylnstzmua\uou means, there exist multiple tuples at different security levels with the same primary key value.
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decomposition formula for automatically decomposing a multilevel relation into single level base relations
and the recovery algorithm for materializing the multilevel relation from its base relations have been given
in [5] and a modified version is given in [11].

The decomposition formula generates single-level base relations as follows: Let A| be the apparent
primary key? of the multilevel relation. For each class, x, in [L|,H]] one Primary Key Relation,
Ry x(A1]) is created, and for every non-primary key attribute, Aj, an Attribute Relation, Ri,x,y(Al WAy is
created, for each class x,y such that x € [L{,H1], y € [Lj,H;], and x <y. Figure 1 illustrates a multilevel

relation MISSILE and the corresponding single-level base relations constructed using SeaView's
decomposition method are given in Figure 2. TC represents the Tuple Class of the record, which is the
least upper bound of the attribute classifications in the tuple.

MISSILE| name range speed | TC
MT1 U| 350 U| 750 C | C
NT5 U| 450 U| 750 U| U
NT5 U| 480 C[I000 C| C
DNT U | 400 U| 750 U| U
DNT U | 450 C| 750 U | C
KR1 U| 500 U| 80 U| U MIS | name | Tge | Speed | TC
FD7 C| 450 C| 90 C| C NT5 U | 450U | 1000 C | C
KRl C|{ 400 C| mull C| C NTS U | 480 C 750 U | C
Figure 1: A Multilevel Relation MISSILE Figure 3: Spurious Tuples in recovering
MISSILE relation
MISSILEnamc,u name MISSILErange,u,u name| range MISSILEspeed,u,u name | speed
MT1 MT1 | 350 NT5 | 750
NTS5 KR1 | 500 DNT | 750
DNT NT5 | 450 KR1 | 800
KRI DNT | 400
MISSILEra.nge,u,c name| range MISSILEspeed,u,c name/ speed
DNT | 450 NTS5 | 1000
NT5 | 480 MT1| 750
MISSH‘Ename,c name MISSILErange,c,c name | range MISSILEspeed,c,c name | speed
FD7 FD7 | 450 FD7 | 900
KR1 KR1 | 400

Figure 2: The base relations for MISSILE relation

The recovery of a multilevel relation from single-level base relations is as follows: First, for each primary
key class, x, and for each non-primary key attribute, A;, a relation, P; y.is computed as the union over all

multilevel relations, R; x y» where x <y. Each tuple in P; x is of the form (aj, x, a;, y). Let P x represent
the derived relation (derived from Ry x) as (A],C]=x). Denoting P; as union of all Pj . where ¢ €
[L;,H;), the multilevel relation R is obtained by taking the right outer join of the relations P;, for i = 1...n,
where the joining attributes are A, Cy.

2"l‘hc full primary key consists of the apparent key, its classification, and all classifications for all remaining attributes.
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However, as noted above, the SeaView recovery process is not fast enough and it also gives rise to
spurious tuples ([8], [9]). Figure 3 shows the spurious tuples generated during the recovery of the
MISSILE relation from its base relations. The reason for generation of spurious tuples is as follows:
Since some elements of a particular tuple might have been polyinstantiated by users at different higher
access classes, different non-key values with the same primary key value appear in different attribute
relations. Hence the recovery process creates tuples with all possible matches thus resulting in spurious
tuples. Although the user relies on the information that is at the highest visible level, still it is not a time
efficient process to find out and suppress the unwanted records. Again, if the multilevel query involves
selections either on the attribute values or on classifications, it is required that all the tuples of the
participating relations must be read. This results in the increased query response time. The algorithm we
propose here can eliminate these problems.

4, Query Acceleration in Multilevel Relations Using DVA

The Domain Vector Accelerator (DVA) concept developed by Perrizo et al. [14], is a space and time
efficient method for accelerating joins between relations in traditional Relational Database Systems. The
acceleration of queries using this technique results from the speed of operation on bit vectors and
complete reduction of page reads from the disk. In this paper we have tailored the DVA data structures,
which we present in the following subsection, to fit in the multilevel relational DBMS situation. Section
4.2 presents the algorithm.

4.1, The Da r

In our method, for each base relation, a bit vector, called a Domain Vector (DV) needs to be maintained.
A DV helps in determining the presence or absence of a value in a relation’s joining attribute (i.e., the
primary key attribute, in this situation, for each base relation) by the presence or absence of a 1-bit in the
corresponding position in the vector. The correspondence between a value and its position in the DV
(denoted by value identifier or vid), at each level, is provided by a Domain Value Table (DVT) at that
level. However, in all implementations known to the authors, either Relative Record Numbers (RRNs) or
Record Identifiers (RIDs) are used for accessing the records in each relation. Hence, a separate DVT
would not be necessary since the primary key relation and the RRNs (or RIDs) of its tuples would provide
the mapping.

There is one other data structure that needs to be maintained along with the domain vectors: Domain
Value Index (DVI), one for the primary key attribute of each base relation, to provide the mapping
between a vid and the address of the tuple containing the corresponding domain value. If the relations are
indexed on the primary key attributes then these indices could be used as DVIs instead of maintaining

separate structures. The DVs and the DVIs for the base relations given in Figure 2 are shown in Figure
4.1 and 4.2 respectively.

4.2, The Algorithm

The algorithm we present here, accelerates the queries by completely reducing the number of pages that
must be read from different base relations. However, it shows significant improvement in performance
when queries in multilevel databases involve selections on one or more attributes. To start with, let us
assume [a,b] as a sublattice of the security lattice, that needs to be accessed by a user to answer the query,
where the system low level < a<b < the level of the user. When the user does not explicitly specify the
values of a and b, then a = the system low level, and b = the user’s level are assumed. As an alternative,
these values could also be a = b = the level of the user, as considered in Smith-Winslett Model [16]. For
the rest of the paper we deal with levels that are in the interval [a,b<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>