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1 Scientific progress and accomplishments

1.1 Regression trees

The following improvements and extensions were added to the regression tree
component of the GUIDE algorithm.

Least median of squares (LMS) regression. Possessing the highest pos-
sible breakdown point, this method was originally used by Rousseeuw
(1984) to fit a plane to a set of data. The option gives GUIDE the ca-
pability of producing highly robust piecewise LMS regression models.

Regression without intercept. An option was added to allow the fit-
ting of piecewise multiple linear least squares models without intercept
terms. This was motivated by an application involving global weather
data where a physical model requires a zero intercept term in the model.
The paper is published in Kara et al. (2007).

Control of extrapolation errors. With the exception of piecewise con-
stant models, all regression models can potentially produce large pre-
diction errors if an observation falls outside the range of the training
sample. The effect of such errors is magnified if prediction accuracy is
measured in terms of squared error. To control the effect, GUIDE now
offers five options for extrapolation: truncation within the range of the
training sample in a node, truncation within ten percent of the range
in a node, truncation within the range of the whole training sample,
and, one- and two-sided Winsorization. The results are published in
Loh et al. (2007).

Simplification of polynomial models. For piecewise polynomial model-
ing, GUIDE now fits the smallest statistically significant polynomial,
with the significance level being user-specified. Thus, if a piecewise cu-
bic polynomial is desired but the cubic term in a node is not significant,
a quadratic is fitted in its place.

Simple ANCOVA models. When there are categorical predictor variables
in the data, GUIDE can fit an analysis of covariance (ANCOVA) model
with stepwise variable selection of the dummy variables, in each node.
This allows the effects of categorical predictors to be modeled within
each node using only the important dummy variables. A desirable

1
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side effect is the potential for a simpler and more interpretable tree
structure.

All-subsets regression. This option was added to stepwise variable selec-
tion for least squares modeling. Now GUIDE can perform stepwise
variable selection via forward only selection, forward-and-backward se-
lection, and all-subsets selection. Empirical evidence indicates that the
all-subsets option yields slightly better prediction accuracy.

1.2 Classification trees

A classification tree capability was added to the GUIDE algorithm. As a
result, the computer source code for the classification and regression algo-
rithms is under the complete control of the PI. Previously, the PI controlled
the code for regression while two of his former students controlled the code
for the CRUISE (Kim and Loh, 2001, 2003) and QUEST (Loh and Shih,
1997) classification tree algorithms. That arrangement made it very difficult
to make changes to the classification algorithms.

The task of expanding GUIDE to handle classification and regression
problems was a major effort, because it required modifications to much of the
existing code (about 50,000 lines) and new routines specific to classification
to be added. But the opportunity also allowed numerous improvements to be
made to the CRUISE and QUEST algorithms. As a result, the new GUIDE
algorithm is more versatile than CRUISE and it renders QUEST obsolete.

The major features and properties of the GUIDE classification tree algo-
rithm are as follows.

Split selection. GUIDE’s split selection strategy is more intelligent than
that of previous classification tree algorithms. It is practically unbi-
ased like CRUISE and QUEST, but the splits are designed to be more
accurate when local interaction effects are strong and marginal effects
are weak. In such situations, all other algorithms fail to split correctly.

Predictive accuracy. Increased predictive accuracy is a direct beneficiary
of the improved split selection strategy.

Kernel and nearest-neighbor models. To further increase accuracy, an
option to GUIDE was added to fit kernel or nearest-neighbor models
to the nodes of the tree.
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Table 1: Abbreviated algorithm names used in tables and plots

C45 C4.5

C2d CRUISE with simple node models

C2v  CRUISE with linear discriminant node models
Qu  QUEST with univariate splits

Ql  QUEST with linear splits

Rp RPART

Ct  CTree

S GUIDE with simple node models

K GUIDE with kernel node models

N GUIDE with nearest-neighbor node models

Computational speed. While improvements in the split selection strat-
egy required additional computation, opportunities for short-cuts were
found so that the average computational speed of GUIDE is better than
the algorithms it replaces.

Precision of tree structures. The area where the new GUIDE truly ex-
cels is in the compactness of the tree structures. This is very important
for two reasons: (i) a compact tree is more comprehensible, and (ii) a
non-compact tree often contains irrelevant predictor variables that are
inevitably mistaken to be important. The tendency of many well-known
algorithms to produce overly large trees is the main reason their use is
not more widespread.

The plots in Figure 1 compare GUIDE against CRUISE, QUEST, C4.5
(Quinlan, 1993), CTree (Hothorn et al., 2006), and RPART (Atkinson and
Therneau, 2000) in terms of predictive accuracy, compactness of the trees,
and computational time on 46 data sets. A legend for the plot symbols is
given in Table 1. The best algorithms in terms of accuracy and tree size are
the four in the bottom-left corner of the left panel in the figure. Three of
them are from GUIDE (K, N, and S). The other algorithm is QUEST with
linear splits, but the right panel shows that it takes twice as long on average
as GUIDE to execute. Besides, linear splits are much harder to interpret
than univariate splits. More details are provided in Loh (2008), which is
submitted for publication.
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Figure 1: Plots of average relative error rates versus average relative tree
sizes and average relative error rates versus average relative computational
times. Relative error rates are ratios of error rates to the smallest error
rate for each data set. Relative tree size is the ratio of the number of leaf
nodes of an algorithm to the smallest number of leaf nodes for each data
set. Relative computational time is the ratio of computational time to the
smallest computational time for each data set.
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1.3 Split and subset selection, and importance ranking

The following improvements apply to both the classification and regression
components of GUIDE.

Split variable selection. In the old version of the GUIDE algorithm, two
sets of hypothesis tests were carried out on the residuals in each node.
One set (called curvature tests) tests for association between the signs
of the residuals and the values of each predictor variable. The other set
(called interaction tests) tests for association between the signs of the
residuals and value-pairs of each pair of predictor variables. If there
are k predictor variables, the number of curvature tests is k£ and the
number of interaction tests is k(k — 1)/2. This creates a bias in favor
of a interaction test being found to be most significant. The bias is
now eliminated by using a two-stage procedure as follows. Given «,
perform the curvature tests and see whether the smallest significance
probability is less than the Bonferroni-corrected level of a/k. If it is,
choose the variable with the smallest probability and do not perform
the interaction tests. Otherwise, perform the interaction tests and see
if its smallest significance probability is less than 2«/[k(k — 1)]. If it
is, choose the split variable from the pair that has the smallest prob-
ability. Otherwise, choose the variable with the smallest probability
from the curvature tests. This technique eliminates the bias as well as
significantly increases the computational speed of the algorithm.

Split value selection. In the old version, if an interaction test is found sig-
nificant, the split variable is chosen from the pair of variables involved
by separately searching for the best split point on each. This can yield
poor splits because it does not take advantage of the interaction effect
between the two variables. In the new version, the best split is found
using a two-step look-ahead strategy by partitioning the data into four
subsets: first split the data into two subsets on one variable and then
split each subset into two more by splitting on the other variable. This
technique is highly compute-intensive if both variables are categorical
with many categories each. An approximate solution employing a com-
putational trick is used instead. Simulation experiments show that the
approximate method is highly effective.

Importance ranking and subset selection. If the number of variables k
is larger than the number of data points n, many methods, including
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multiple linear regression, cannot be applied. Further, empirical re-
sults show that the prediction accuracy of even those algorithms than
have built-in variable selection (such as GUIDE, MARS, and Random
forest) deteriorates as the number of irrelevant variables (i.e., variables
that have no effect on the regression function) increases. One way to
slow the deterioration rate is to carry out a preliminary variable se-
lection step before application of the respective method. The GUIDE
algorithm was modified to perform this task. The idea is to convert the
significance probabilities of the above-mentioned curvature and interac-
tion tests into chi-squared values and then take a weighted sum (with
weights being square roots of node sample sizes) of the chi-squared
values over the intermediate nodes of the tree. This yields a ranking
of the variables according to their “importance.” To find a threshold
for separating the truly important variables from the irrelevant ones, a
critical value for the distribution of the weighted sum of chi-squares is
obtained using the Satterthwaite approximation. Experimental results
based on simulated data show that this approach is very effective in
maintaining the prediction accuracy of GUIDE, MARS and Random
forest for k as large as five times n, in a variety of models.

1.4 Applications

The PI was invited to use his algorithms to assist three teams of researchers.
The first is a team of medical faculty from the University of Wisconsin, the
second is a team of atmospheric scientists from the NASA Stennis Space Cen-
ter, and the third is a team of civil engineers from the Wisconsin Department
of Transportation.

Smoking cessation. This application involved the analysis of a set of clin-
ical trial data on smoking cessation. About 900 smokers were ran-
domized to receive a nicotine treatment or a placebo and their smok-
ing status was recorded at three time points: one week after start of
treatment, at the end of treatment, and six months later. More than
70 variables were recorded for each smoker, including prior smoking
habits, attempts at quitting, medical and psychological health scores,
income, gender, race, and marital status.

The traditional approach to modeling the probability of smoking absti-
nence for such data is logistic regression. There being 70 x 69/2 = 2415

6
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two-factor interactions, it is impossible to fit a full second-order logistic
model. Higher-order interactions are also out of the question. Stepwise
logistic regression is not helpful because the resulting regression coeffi-
cients are biased and are tricky to interpret. Even if a logistic regression
model is fitted, it cannot explain which variables are most important
for predicting smoking abstinence.

GUIDE, on the other hand, can model interactions of any order. Fur-
ther, it directly addresses the investigators’ goal, since it optimizes
prediction accuracy, whereas stepwise logistic regression optimizes a
penalized likelihood function. GUIDE finds that degree of smoking
dependence, marital status, and age at which smoking began are the
most important variables. Figure 2 shows the GUIDE tree for predict-
ing one-week abstinence. The complete results are reported in Piper
et al. (2009), which is submitted for publication.

Time to 1st
cigarette in

the morning
> 30 min.

Treatmen
= placebo

partner

0.54 0.36

Figure 2: GUIDE classification tree for predicting smoking abstinence after
one week of treatment. An observation goes to the left node if and only
if the stated condition is satisfied. The number beneath a leaf node is the
estimated probability of abstinence. Nodes with estimated probabilities less
than the overall probability of 0.46 are shaded gray.

Global ocean temperature. The PI collaborated with a group of geo-
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physicists from NASA to model sea-surface temperature over the earth’s
oceans. Owing to the presence of complex spatial and temporal influ-
ences, it is very difficult to find a mathematical model that accurately
predicts the temperature. It is even more difficult to infer from the
model the relative importance of the predictor variables. By using
piecewise linear models, GUIDE can adapt well to local conditions. Be-
sides, the piecewise linear functions are easy to interpret. Further, the
GUIDE algorithm can be used repeatedly with one or more predictor
variables excluded from the model to study the effects of their exclu-
sion. The collaboration allowed the PI to test the GUIDE computer
program on large data sets of the order of several hundred megabytes
(the meteorological measurements were recorded at one-degree inter-
vals over the earth’s oceans monthly for several years). Two papers
have been published (Kara et al., 2007, 2009b), one accepted for pub-
lication (Kara et al., 2009a), and and two submitted for publication
(Barron et al., 2008; Gunduz et al., 2009).

Snow storm operations. The third collaboration involves using GUIDE
to fit regression models to winter driving data. The purpose is to
find a suitable measure to evaluate the effectiveness of maintenance
operations during snow storms. The data are derived from a sample
of 954 winter storm reports in 24 Wisconsin counties over three years.
Each data record pertains to one snow storm in one Wisconsin county.
It includes information on the duration of the storm, type and amount
of precipitation, pavement temperature, starting and ending time of
maintenance activities, and the maximum speed reduction during the
storm. The GUIDE models confirm previous smaller studies that find
vehicle speed to be a good indicator of winter driving conditions during
snow storms. Speed recovery duration (the amount of time for average
vehicle speed to return to its pre-storm level) is identified as an effective
metric for success of winter maintenance operations. The results are

published in Lee et al. (2008).

1.5 PhD student research

Two students, Y. Chang and C.-W. Chen, completed their PhD degrees
under the PI's supervision during the project period.
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Chang (2008) studied the iterative application of GUIDE for solving clas-
sification and regression problems when there are many irrelevant variables.
At each iteration, the variables selected by GUIDE are removed from the
data set. Iteration stops when no more variables are selected. Then the data
set is fitted once more with GUIDE, using only the removed variables. Re-
sults from real and simulated data show that this approach is more effective
than Random Forest and EARTH (Doksum et al., 2008) for classification as
well as linear and quantile regression.

Bagging is a technique for increasing the prediction accuracy of a mediocre
procedure by applying the latter multiple times using bootstrap samples and
then averaging the predictions. It was originally proposed by Breiman (1996),
who applied it to piecewise constant classification trees. The technique is
now called “random forest” (Breiman, 2001) and it has been extended to
regression. Empirical results obtained by the PI shows that a single GUIDE
piecewise multiple linear regression tree can possess higher average predic-
tion accuracy than a random forest of 500 piecewise constant trees. Chen
(2008) studied the performance of an ensemble of GUIDE trees as well as
enhancements to the random forest algorithm, such as the inclusion of linear
combination splits.

1.6 Technology transfer

The PI participated in every U.S. Army Annual Statistics Conference during
the grant period. He delivered the keynote address at the conference held in
Monterey, CA, in October 2005.

He visited Dr. Barry Bodt and his staff at the Tactical Collaboration &
Data Fusion Branch of CISD in Aberdeen on 19 July 2006. The PI gave
a 3.5-hour talk on data mining with classification and regression trees to
14 staff members in the morning and met individually with Barry Bodt,
David Webb, Timothy Hanratty, and others in the afternoon to consult on
their projects. According to Bodt, one purpose of the visit was to expose
his computer science staff to a more statistical approach to data mining.
Bodt expects that the PI's work could assist in the development of several
current projects at his lab, including soft target exploitation, data fusion, and
network enabled command and control. Staff member Joan Forester started
to experiment with version 4.0 of the GUIDE computer program immediately
after the PI's visit.

The PI also participated in a statistics workshop organized by COL Rod-
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ney Sturdivant at the U.S. Military Academy in April 2008. He subsequently
consulted with COL Sturdivant on the application of GUIDE to a genetics
problem. The data come from an experiment where 146 cell cultures are
treated with three factors, each at several levels. The objective is to find out
how these factors and their levels affect the response on 25,000 genes. This
is a formidable problem because of the large number of genes and the small
number of samples.

The PI has a continuing collaboration with Dr. A. B. Kara and his col-
leagues at the Stennis Space Center, Naval Research Laboratory, on statisti-
cal modeling of global ocean weather patterns.

The GUIDE computer program went from version 4 through version 7
during the period of the grant. Versions compiled for Linux, Macintosh,
and Windows operating systems continue to be distributed for free from
the website www.stat.wisc.edu/"loh/guide.html, which receives about a
hundred hits each week.

A search of the Web of Knowledge reveals more than thirty papers using
the PI's algorithms have been published by other researchers in the last eight
years. The papers and their scientific areas are:

Biology: Jones et al. (2008), Olden and Jackson (2002)
Chemistry: Khlebnlkov et al. (2008), Bertelli et al. (2007)
Climate: Stahl (2005), Connor and Woodcock (2000)

Computer Science: Goddard and MacKinney-Romero (2006), Okura et al.
(2002)

Economics: Kannebley et al. (2005), Balaras et al. (2005)

Engineering: Juni et al. (2008), Qin and Han (2008), Adams et al. (2006),
Cartmell et al. (2005)

Genomics: Heidema and Nagelkerke (2008), Wei et al. (2008), Cho et al.
(2007), Moon et al. (2006)

Geography: Schmidt et al. (2008), Sesnie et al. (2008), Archibald and Sc-
holes (2007), Behrens and Scholten (2006), Sullivan et al. (2006), Pal
and Mather (2003)

10
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Medicine: Hoque et al. (2006), Royall et al. (2005), Baeten et al. (2004),
Huang et al. (2004), Ibanez et al. (2004), Kedia and Williams (2003),
Pryse-Phillips et al. (2002)
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