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Objectives 

The focus of the project is to develop control theoretic models with supporting decision making methods to 
address the problem of strategic decision making for military operations in an environment that is strongly 
influenced by the presence of interacting subcultures. The specific directions of the project are: 1) Modeling 
of social behaviors that address incomplete information and indeterminate models for uncertainty manage- 
ment, 2) Robust decision-making based on incentive design, optimization, and learning, and 3) Constructive 
computational tools. 

Research Directions 

The research effort was focused on four areas, 1) forecasting enemy intent: the development of construc- 
tive forecasting algorithms that provide statistically consistent forecasts in the absence of underlying pro- 
cess models; 2) dynamic adaptation in coordination games: the analysis of learning rules based on over- 
reactionary behaviors; 3) analysis of rational social learning in networks: analysis of belief propagation in 
social networks in various network topologies; and 4) distributed multi-agent optimization: analysis and de- 
velopment of distributed optimization methods in multi-agent networks that operate with local information 
and computations. 

Accomplishments 

Forecasting enemy intent: The problem is to develop a statistically consistent forecast of a recurring 
event. Prior work derived "universal" forecasting algorithms that guaranteed statistical consistency regard- 
less of the underlying process generating the recurring event. A severe drawback of these algorithms is that 
they are essentially impossible to implement. Our work has developed a forecasting algorithm that trades 
off computationally feasibility with universality. The forecasting method provides statistically consistent 
forecasts for a large class of opponent models while having very modest computational requirements. 

Our work also broadened the scope to forecasting performance of competing policies in unknown reac- 
tionary environments. We have developed an algorithm that adaptively switches between alternate policies 
in an effort to determine which is most effective. The forecasting method assures that the resulting perfor- 
mance asymptotically approaches that of the best policy. 

This work has been accepted for journal publication, conference publication, and presentation. 

Dynamic adaptation in coordination games: Our work has shown that "dynamic adaptation" can enable 
qualitative changes of behavior when compared to more conventional learning models. In this work, we 
investigate dynamic adaptation for coordination. A simple example is as follows. There are two competing 
conventions, A and B. A group of agents is in equilibrium when all follow either convention A or con- 
vention D. However, convention A is more efficient in that all agents would achieve a greater reward. In 
conventional distributed reinforcement learning, convention D becomes a stable attractor. In our "dynamic 
adaptation" version of reinforcement learning, actions are reinforced by both rewards and rate of change of 
rewards. The result is that efficient convention A becomes the only stable attractor — even if only one agent 
uses dynamic adaptation. 

Follow on work has focused on specializing the general methodology as a predictive device for social 
network formation and for communication network formation with constraints on the lengths of communi- 
cation chains. 

This work has been presented as a conference publication and is under preparation for journal submis- 
sion. 



Analysis of rational social learning in networks: In social networks, an important issue is to understand 
the propagation of information through the network, i.e., individuals learning from others' actions and in- 
formation made available through other channels (such as media). In the context of communities of social 
networks, much of the learning comes in the form of word-of-mouth or communication between neighbors 
and acquaintances. This phenomenon is sometimes referred to as social learning. 

Although there is a large literature in economics on social learning, this literature does not focus on the 
implications of the social network topology and interaction structure on the information dissemination and 
belief formation. Most of the work relies on the unrealistic assumption of perfect observability of the entire 
history of actions. Our interest in this work is to determine how outcomes of social learning is sensitive to 
observation structures, social network topology, or deliberate manipulation. 

In recent work, we presented an analysis of social learning on a line network when individuals have 
access to a "noisy" measurement of a fixed unknown variable and only observe the action of their immediate 
neighbor. The resulting structure is the so-called Bayes-Nash equilibrium. Despite the simplicity of this 
environment, the evolution of beliefs is substantially different from the typical models of social learning in 
the game theory literature. We characterized the behavior of asymptotic learning in terms of threshold values 
that evolve deterministically. Individual actions are fully determined by the value of their signal relative to 
these thresholds. We characterized conditions on the private information of the individuals under which they 
can learn the true value of the variable. In more recent work, we extended our analysis to general network 
topologies and developed conditions on the network topology that lead to "asymptotic learning". We also 
presented rate of convergence results that highlight the dependence on the observation window length. 

This work has been accepted for conference publication and presentation, and two journal publications 
are being prepared for submission. 

Distributed Multi-Agent Optimization: We consider a cooperative multi-agent environment, where each 
agent has a local cost function and constraint structure, which is known to that agent only. We introduce 
a new framework for the development and analysis of distributed asynchronous optimization algorithms to 
optimize the global objective of the sum of the individual local cost functions. For this purpose, we use first- 
order or subgradient methods which are gaining popularity in the optimization community as low-overhead 
alternatives to interior point methods for large-scale convex optimization that lend themselves to distributed 
implementations. We consider a distributed computation model, whereby every agent generates and main- 
tains estimates of the optimal solution, and communicates them directly or indirectly to the other agents, 
potentially with delays. Each agent updates their estimate by combining it with the estimates received from 
the others agents (if any) and by using the gradient (or subgradient) information of the local cost function. 
In recent work, we have established convergence results and convergence rate estimates for this model. Our 
results are novel in the sense that they capture the tradeoffs associated with the suboptimality of the solutions 
and the computational complexity of the algorithms. 

This work has been presented in conferences and has appeared as journal publications. 
We have also pursued game theoretic approaches to distributed multi-agent optimization. Most work 

in learning in games assumes that the same conflict/game is infinitely repeated. In stochastic games, the 
conflict depends on an underlying state, and the state evolution depends on the actions taken by the players 
in the game. We have investigated the special case where the "state" is the immediately preceding action 
of an agent, i.e., the set of possible actions at one stage is constrained by the action taken in the previous 
stage. We have derived learning algorithms with guaranteed convergence properties for special classes of 
multiagent games with this state dependency. We also have investigated the issue of agent information. 
Much work on learning assumes agents can measure the actions taken by other agents. We have investigated 
the more natural assumption where agents only measure their own realized reward and need not have a 
closed form expression of their own utility functions. We have established convergence results for certain 



classes of games under such constraints. 
This work has been accepted for journal publication, conference publication, and presentation. 
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