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of Speech in Noise" 

1. General 

Speech is a process the level of which is slowly fluctuating in time (Plomp, 1983) with 
the result that, from the listener's perspective, some segments of running speech will 
appear more salient than others. This salience is modulated by prosody that produces 
stressed and unstressed syllables, with stress accents representing temporary increases in 
the level of segments that most often coincide with syllables. It has been shown that 
stressed syllables cany significantly more information than unstressed ones (Greenberg, 
Carvey, Hitchcock, and Chang, 2002). It would be therefore expected that the salient 
segments, when speech is presented in an interfering background (automobile or aircraft 
noise, cafeteria noise, crowd noise, etc.) which often also possesses a fluctuating energy, 
will thus have a high likelihood to be associated with an increased signal-to-noise ratio 
(SNR). In turn, such segments of higher-SNR will be more intelligible than the 
surrounding lower-SNR segments. The first objective of this project was to investigate 
the extent to which SNR of higher-SNR stressed syllables could account for a 
disproportionate amount of speech intelligibility, in an effort to broaden the scope of a 
first investigation showing such an effect (Divenyi, 2005). 

As the results showed that unstressed speech segments gained in understanding when 
stressed segments had an increased SNR, the question arose what possible mechanisms 
could be responsible for creating the effect resembling a decrease in SNR of the 
unstressed syllables would have done. The phenomenon was not unlike the one of 
phonemic restoration (Warren, 1970) in which a speech segment substituted for by noise 
is not only understood in most cases but also appears, for some listeners, as if it had been 
present under the noise. Such a perceptual continuity suggests that some low-rate 
functions underlying speech continue their progression along a trajectory, as if moved by 
inertia, across periods during which the speech signal is either severely masked or 
altogether absent. This idea prompted a two-year computational work (still underway) on 
a model that decomposes speech into much lower-rate articulatory gesture functions and 
test the model to see what portion of information conveyed by these functions remains 
available when the speech input is halted, or replaced by some non-informative signal, 
for a certain period of time. This work was mainly performed by computer scientist 
Adam Lammert who was an assistant at the Speech and Hearing Research Lab between 
two graduate school programs (he is currently Annenberg Predoctoral Research Fellow at 
the Department of Computer Science at the University of Southern California). This 
research involved superimposing acoustic and articulatory-gestural representations of 
speech (the latter achieved by implementing the Haskins-Yale "TaDA" Task Dynamic 
articulatory synthesizer) and creating a codebook from a moderately large corpus. The 
codebook was utilized by a dynamic programming algorithm for finding the most 
plausible path of a given gesture predicted to underlie a test item. The method and 
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preliminary results were presented in 2008 at an international symposium in Australia. 
Tests of the model were performed with a corpus of spondee words the middle portion of 
which were removed and replaced by silence, noise, or a voice-like periodic signal. Other 
tests examined differences between articulatory gesture predictions by this model and by 
those of other investigators. 

The model's success in predicting low-rate changes in functions that underlie speech 
(because they can be used to synthesize speech) are in line with the recent trend of 
relating speech perception and production to low-frequency oscillations in the brain, as 
debated during a workshop on this relationship, sponsored by the AFOSR and co-directed 
by the PI. One unexpected outcome of the model was that it allowed analysis of listener 
confusions along the time axis, rather than just as a tabulated percentage of phonemes, 
phonetic features, or words correctly identified. By re-synthesizing the stimulus word and 
synthesizing the subject's response, using the TaDA synthesizer, and dynamically time- 
warping the response to make it comparable with the stimulus, it was possible to follow 
the course of the correspondence of all stimulus-response gesture pairs and to see the 
points of time at which the two diverged. In other words, incorrect responses could be 
analyzed in terms of a distance measure between a gesture in the stimulus and the same 
gesture in the response. Interestingly, the distances were not excessive even during the 2- 
300 ms intervals where the speech information was missing, suggesting that the above 
mentioned continuity mechanism may be active when listening to degraded or distorted 
speech. Furthermore, it was recognized that the distance measure could be used to 
propose an operational definition to the point of intersection of bottom-up auditory- 
sensory and top-down higher order-linguistic processes that interact to generate an 
erroneous response of the listener: conducting an analysis of the size of the phonetically 
resembling neighborhood of word alternatives could point to a stimulus-response gesture 
distance beyond which intervention of linguistic processes should become necessary. 
This idea was presented at an invitational-only session of the Acoustical Society of 
America's and European Acoustic Association's joint meeting in 2008. 

In summary, the research conducted under the AFOSR contract examined a particular 
issue related to speech intelligibility under adverse circumstances: mechanisms 
permitting recovery of missing or severely degraded speech segments. Its relevance to 
combat and civilian situations of speech communication is undeniable. 

2. Procedures 

The research was conducted at the Speech and Hearing Research Laboratory of EBIRE. 
This laboratory houses two sound-attenuated chambers enclosed in a room in the middle 
of a building. One subject is seated in each of the chambers and listens to sounds through 
earphones (Sennheiser 450) and give his/her response by pressing a key on specially 
constructed boxes or typing it on a computer keyboard. The sounds w generated digitally 
by PC-type, Macintosh, or server-type computers connected in a high-speed local 
network running throughout the lab. One dedicated computer assigned to each of the 
sound rooms runs the experiment program and fetches digital audio files from dedicated 
disk storage systems. The digital signals are generated mostly off-line at a 44.1 kHz 
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sampling rate converted to analog by two Echo Gina D/A systems, low-pass filtered, 
attenuated, and amplified using Tucker and Davis equipment, before reaching the 
listener's earphones. 

In all experiments conducted under this project, subjects were normal-hearing young (19- 
30-years old) native American English speaking individuals recruited from local colleges 
and were paid hourly wages for their participation. They underwent the consent 
procedure approved by a local accredited Institutional Review Board after which their 
hearing was screened by the laboratory's research audiologist. They were tested for one- 
to-two hours at each session, in two-to-three sessions per week over a one-to-four month 
period, depending on the need and their availability. Overall presentation level was in the 
60 to 80 dB SPL range, making it sure that peak presentation level never exceeded 90 dB 
SPL. All data were analyzed by locally written MATLAB routines. 

3. Results 

3.1 Effect ofprosodic stress on speech intelligibility in noise 

In these experiments the Harvard-IEEE corpus of 72 lists often sentences was used as the 
stimulus. Noise was white noise having the amplitude spectrum of the averaged spectrum 
of 40 sentences in the corpus. The objective of the experiment was to assess intelligibility 
of keywords in the sentences when, in addition to the overall SNR, the SNR of stressed 
syllables alone was parametrically varied. For this manipulation to be possible, a fairly 
sophisticated MATLAB program was written that recognized stressed syllables and put 
temporal markings preceding the onset and following after the coda of these syllables. 
The program that ran the experiments took these markings and used them to amplitude- 
modulate the masking noise during the periods between them by the envelope of the 
speech signal multiplied by a fixed coefficient set by the experimenter. (Pilot listening 
indicated that markings 30 ms prior to and 30 ms after the end of the syllables produced 
the most effective masking or unmasking, depending on the multiplier.) 

Ten subjects participated in the experiment. After undergoing a two-hour training 
session, in each condition they were presented 60 sentences they had to respond to by 
typing what they had heard. Each subject heard each sentence only once, in order to 
avoid memory effects. A computer program parsed their responses, corrected obvious 
typos, and recorded them. To make it sure that the program's output was correct, the 
experimenter verified it before another program aligned the stimulus and response 
sentences and counted the keywords (five in each sentence) correctly identified. (Verb 
tense, article, or singular/plural noun errors were ignored.) 

Pilot experiments suggested that two overall SNRs, 0 and -2 dB, were likely to yield 
results for young listeners in the 20 to 80 percent correct range, i.e., in the steep portion 
of the psychometric function. Three conditions modifying the SNR of the stressed 
syllables were used: one leaving it unmodulated, and two modulated conditions making 
the SNR of only the stressed syllables 0 dB or -2 dB. Results averaged for the ten 
subjects are displayed in Table 1. They show that making the stressed syllables' SNR less 

EBIRE 3 Pierre Divenyi, Ph.D., PI 



Project FA9550-06-1-0137 Final Report 

favorable depressed intelligibility of the sentences. Because the results were on the high 
side, modulation making the stress syllables more audible was not attempted with this 
subject group and will be postponed to a further phase of the study. 

Table 1 
Average percent correct keyword intelligibility (and standard errors of the mean) of 

ten normal-hearing native American English speaking young subjects 

Baseline SNR 

Stressed Syllables 
0 dB                -2 dB 

Unmodulated 83.32 (3.44)    69.52 (5.43) 

Modulated 
w/SNR 

OdB 

-2dB 

83.25 (3.87)    79.48 (3.58) 

79.48(3.58)    71.65(4.63) 

3.2   Decomposition of speech into articulatory gesture functions 
study 

a computational 

Results of 3.1 show that information in speech segments of unfavorable SNR can be 
recovered by the listener on the basis of information of surrounding higher-SNR 
segments. This result suggests that a continuity of some derivate of speech that changes 
at a slow rate may exist and may transmit information even when the acoustic signal 
itself is unable to, due to excessive energetic masking. One obvious candidate for this 
derivate is top-down linguistic information, while a different, more parsimonious 
alternative is represented by articulatory information that the auditory-perceptual system 
may be able to extract from the acoustic signal of speech. (Pointing to the plausibility of 
perception of articulatory functions are two facts. First, fMRI and MEG studies 
demonstrate activity in cortical speech motor areas when listening to speech. Second, 
even congenitally blind infants learn to imitate speech sounds they hear from their mother 
and other family members.) It was therefore attempted to develop a model of speech by 
decomposing it into articulatory gesture functions. Because such an attempt represents an 
inversion of the articulatory-to-acoustic transform which, as it has been demonstrated by 
many, is not possible to do directly, the model chosen started with an articulatory 
synthesizer, the Haskins Laboratories' Task Dynamic synthesizer (TaDA), i.e., a forward 
transform. From hundreds of words and a large number of sentences a codebook was 
built containing articulatory representation of the exemplars in form of eight continuous 
gesture functions (reflecting the time-varying state of eight principal articulators) aligned 
with their acoustic representation in form of 13 mel-frequency cepstral coefficients 
(MFCC) of 30-ms windowed segments. After building this codebook, it was tested by 
trying to determine the eight gesture functions underlying a test utterance absent from the 
codebook. This was accomplished by a dynamic programming algorithm that computed 
the probability that a the MFCC pattern of the test item probed at a given time point is 
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associated with a given gesture having a given magnitude, based on the joint probabilities 
of MFCC patterns and gesture magnitudes in the codebook. The algorithm traced the 
predicted gesture trajectory over the duration of the test item by finding the highest- 
likelihood gesture magnitudes for a trajectory the smoothness of which could be broken 
at a minimal loss. The mathematical motivation and logic of the model was described in a 
paper presented at a special symposium, enclosed in the appendix of the present report. 
An example of the algorithm finding the trajectory of a selected gesture of a test word is 
shown in Figure 1. 
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Time (10-ms slices) 

Figure 1: Trajectory of the gesture "Tongue Tip Constriction Location" associated with the synthesized word 
"Greymouse." The background cells represent the codebook-based probability (high: yellow - low: green) that the 
gesture has a certain value at a particular time slice, given the acoustic (MFCC) pattern at the same time. The blue line 
represents the predicted trajectory (thickness represents uncertainty) and the red line is the actual gesture trajectory 
generated by the synthesizer. 

Clearly, as it stands, the model relies on synthesized, rather than natural, speech - a 
shortcoming that subsequent work plans to deal with. It is also likely that discrepancies 
between predicted and actual gestures will be reduced by increasing the size of the 
training set, i.e., by making the codebook much larger and more comprehensive. 
Nevertheless, despite its tentativeness, the model represents an attempt of acoustic- 
articulatory transform comparable in its performance to that of other investigators (e.g., 
Richards, Mason, Hunt, and Bridle, 1995). 

3.3 Intelligibility of disyllabic words with word-middle information suppressed 

Decomposition of speech into articulatory gestures may also offer a way of tracking the 
time course of speech recognition by human listeners, i.e., a measure of performance on 
the time line of the utterance to be understood. Such a timeline-bound measure of 
correctness could complement the discrete item- (i.e., phoneme- or phonetic feature-) 
bound confusion matrices. This idea was tested by the analysis of perceptual confusions 
in the results of a simple word recognition experiment. The stimuli were disyllabic 
spondee words (both real disyllabic words and words created by concatenating two 
unrelated real monosyllabic words) with both syllabic containing long vowels. The 
middle portion of the spondees, stretching from the center of the first to the center of the 
second syllable's nucleus, was eliminated and replaced either by silence or a filler (flat 
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noise, noise modulated by the envelope of the cut-out speech, or a low-pass harmonic 
complex having the fundamental frequency contour of the cut-out speech). Fourteen 
subjects participated. They were asked to listen to the word and type what they thought 
the word was, making it clear to them that both halves were real English words. 

Confusion matrices tabulated from the results were as expected: Vowels were almost 
never missed (since a portion of both vowels was left intact) and word-initial and word- 
final consonants were also most often correct; word-central (i.e., cut-out) consonants 
were only about 20 percent correct and even distinctive features (voicing, manner, place) 
were unable to reach the 50 percent mark. Interestingly, however, the eight gestures 
underlying the stimulus and the response words (both synthesized and time-aligned) 
exhibited a divergence much lower than the divergence (i.e., percent incorrect) of the 
word-middle phonemes. The composite divergence (Euclidean distance) of each of eight 
gestures in 1483 stimulus-response word pairs is shown in Figure 2. 

0.2 

400 500 600 
Time (ms) 

1000 

Figure 2: Normalized stimulus-response spondee word Euclidean distance averaged across eight gestures amd 1483 
words presented to 14 listeners. The middle of the spondees (from the center of the first to the center of the second 
vowel) was replaced by silence. The green line represents the mean and the two blue lines the errors (i.e., the standard 
error of the mean. Note that the maximum distance, in the middle of the spondee that was actually silent, is only about 
18 percent, as opposed to the 80 percent rate of incorrect consonants seen in the confusion matrix for the same data. 

An interesting possibility offered by such a time-bound analysis of perceptual errors is 
that one could, arbitrarily or guided by word statistics, fix a distance threshold beyond 
which one would need to invoke intervention of linguistic knowledge to make the listener 
choose a response word, while below that threshold a possibly more sensory-based 
process that tracks slowly changing functions of the speech signal could drive the 
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decision process. One does not even need to tie such a sensory process to familiarity with 
articulation (although that could be the assumption easiest to defend) as long as the low 
rate of change in some underlying function is maintained. On a computational level, 
decomposition of moving images into basis functions has been shown that the basis 
functions can lead to a re-synthesis of the same moving images (Olshausen, 2003). Thus, 
the auditory equivalent of this process is ready to be investigated. 

3.4 Plans for future research 

The three years of the present project opened interesting alleys but the length of the grant 
was insufficient to go more in detail into any of the questions investigated. One reason is 
that the infrastructure needed to address the problems was necessary to build: programs 
to index and otherwise deal with large speech databases, to generate stimuli for listening 
experiments, to run the experiments, to analyze the data, to take the first steps toward a 
novel model, etc. This infrastructure in place allows not only to perform the experiments 
that had to be halted at the end of the grant period but also to go several steps beyond the 
aims of the current project. The most salient points of plans for further research are: 

• Extend the research on prosodic effects on intelligibility to other, more 
complete speech corpora, like the TIMIT corpus which includes different speakers and 
dialects and which is more everyday English than the IEEE corpus used so far. 

• Explore the usefulness of the gesture model for the analysis and intelligibility 
of speech in different types of real life noise. 

• Explore implications of a model of speech represented by low-rate basis 
functions, especially as they pertain to increasing the robustness of speech understanding, 
speech source separation, and recognition, both in military and civilian environments. 
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Abstract 
Recovering the motions of speech articulators from the 
acoustic speech signal has a long history, starting from the 
observation that a simple concatenated tube model is a 
reasonable model for the origin of formant resonances. In this 
work, we take a different approach making minimal 
assumptions about the interdependence of acoustics and 
articulators by estimating the full joint distribution of the two 
spaces based on a corpus of paired data, derived from an 
articulatory synthesizer. This approach allows us to estimate 
posterior distributions of articulator state as well as finding the 
maximum-likelihood trajectories. We present examples 
comparing this approach to a related, earlier approach that did 
not incorporate prior distributions over articulator space, and 
demonstrate the advantages of learning the models from 
realistic utterances. We also indicate benefits available from 
jointly estimating particular pairs of articulators that have high 
mutual dependence Index Terms: articulatory inversion, 
speech acoustics 

1. Introduction 
Over the years, there have been many attempts to recover the 
motions of speech articulators from the acoustic speech signal. 
This type of recovery is an instance of the often challenging 
inverse problems As such, the task is to infer model param- 
eters from observed data. Early attempts emphasized analyti- 
cal approaches, most of which sought a unique solution using 
acoustic models of the vocal tract [1, 2], However, these ap- 
proaches were quickly stunted, primarily by the fact that this 
inverse problem, like many others, suffers from non- 
uniqueness, and is therefore ill-posed [3] Specifically, it is 
possible for a variety of articulator configurations to produce 
the same acoustic result an obvious challenge for inversion. 
When given an acoustic signature, there will almost certainly 
be some ambiguity as to which of several articulator 
configurations produced it. This non-uniqueness has been 
demonstrated by many researchers over the last few decades, 
both from computational approaches [4,5] and experimental 
data[6,7]. 

Despite the challenges, many researchers have nonetheless 
forged ahead Indeed, there is a lot of motivation to provide 
satisfactory estimates of speech articulators from acoustics; 
such results would be useful in a variety of applications [8] 
Most acknowledge the trouble presented by non-uniqueness, 
and attempt to overcome those difficulties by using 
probabilistic approaches. Specifically, a variety of machine 
learning techniques 
' This work was supported b\ NSF (Grant IIS-0535168), by AFOSR 
(Grant FA9550-06-1-0I37), and the VABiomedical Laboratory 
Research Any opinions, findings and conclusions or recommen- 
dations expressed in this material are those of the authors and do not 
necessarily reflect the views of the NSF, AFOSR, or the VA. 

has been applied in hopes of capturing a mapping, both for- 
ward and inverse, between articulator motions and acoustic 
observations This kind of research has made extensive use of 
articulatory codebooks [9, 10, 11], as well as neural networks 
[12, 13, 14, 15, 16, 17]. Other studies have reported the appli- 
cation of dynamical models [18, 19] and stochastic techniques 
[8, 20, 21], including Hidden Markov Models [22] All have 
seen moderate success, usually with some variability 
depending on the type of speech sounds being inverted For 
instance, vowels and other quasi-stationary portions of speech 
tend to produce more successful estimations than do 
transitional sounds, exemplified by stop consonants. 
Worth noting, additionally, are some approaches inspired by 
human language development [23, 24, 25]. Most of these do 
not explicitly address the inverse problem, but they 
nonetheless contribute some useful ideas. Indeed, we all know 
that the inverse problem is solved regularly by human beings 
in the first years of life, as they learn to speak Children 
commonly learn to imitate speech sounds by processing 
acoustic inputs, manipulating their own articulatory 
parameters and by drawing a mapping between the two 
domains. Thus, it must be possible; how can a computer be 
instructed to do it9 

Presently, our approach uses an articulatory codebook 
Codebooks are built from large sets of articulatory data with 
matching acoustic data, representing some sort of relation be- 
tween the articulatory and acoustic domains. One of the first 
applications of codebooks to this problem used data gathered 
from Electromagnetic Articulography (EMA), which had been 
vector-quantized. A codebook assembled from this data was 
then used as a simple one-to-one lookup table [9| However, 
using the codebook this way ignores the many-to-one mapping 
which makes articulatory inversion non-unique. A somewhat 
more successful attempt assumed a many-to-one mapping, by 
compiling a codebook that exhaustively covered the feasible 
articulatory space, using a speech synthesizer to construct the 
acoustic correlates of each configuration Consequently, multi- 
ple articulator configurations could be associated with the 
same or very similar acoustic realizations After compiling 
these options, they used dynamic programming to construct 
the most likely path through the field of possibilities [11]. This 
type of approach produced moderately successful results. A 
similar method was later tried [10], using data also gathered 
from EMA. However, to show any appreciable improvement 
over [11], they were required to augment their distance 
metrics a priori with phonemic information about the 
utterances. 

We propose a new codebook method, which extends some 
previousideasand constitutesageneralizationofprior attempts 
We assume that a very complex mapping may exist, and that 
no a priori knowledge about the utterance is available Section 
2 describes the theoretical foundation of our approach, and   in 



section 3 we describe our experimental implementation. We 
discuss the implications of these initial results in section 4. 

2. Approach 
In this prior work, the most common assumption is of a deter- 
ministic acoustic system - which is to say if the articulator posi- 
tions A are known, the acoustic observations O can be directly 
and unambiguously determined through some (nonlinear) func- 
tion. O = /(A). Observations may not completely determine 
the articulators i.e. there may be several values of A that result 
in the same O. but the forward acoustics are unambiguous i.e. 
there is only one O for a given A. If, however, we have a system 
where the articulator state A is incomplete, then we may have 
a doubly-ambiguous situation, where a single A can result in 
multiple values for O, as well as vice-versa. In this case, a more 
appropriate way to describe the relationship between articulator 
state and acoustic observations is as a joint probabilistic distri- 
bution p( A, O), which simply describes the absolute likelihood 
of any combination of articulator state and acoustic observation. 
Such a probabilistic description could also incorporate a num- 
ber of other aspects of the problem, including measurement un- 
certainty, unmodeled variability in the system, and the a priori 
probabilities of particular acoustics and particular articulatory 
configurations (independent of each other). Given a suitable 
approximation to p(A, O), the inverse acoustics problem of in- 
ferring articulators A from acoustic observations O amounts 
to calculating the posterior distribution of the articulators given 
the observations i.e.: 

acoustic space (A, O) and each of our training examples. 

;;(A|0) :p(A,0)/P(0) 

P(A,Q) 
fAp(A.O)dA 

(I) 

The well-known articulatory ambiguity for given acoustics 
would emerge as a broad and/or multimodal posterior distribu- 
tion for the articulators. A time-local model of acoustics and ar- 
ticulators could then be disambiguated by continuity considera- 
tions e.g. using dynamic programming to find the best complete 
path through a sequence of articulator posterior distributions. 

This is the approach we take. p(A, O) should encompass 
the full range of articulatory and acoustic states anticipated in 
natural speech, in the appropriate proportions (i.e. with the 
greatest likelihood for the most common speech sounds and 
their most common articulatory counterparts). If we had an un- 
limited database of real speech, along with the true underlying 
articulator positions, we could simply sample from this database 
at random, until we had enough points to provide an adequate 
sampling density in the joint feature space, then perform some 
kind of local density estimation and smoothing to approximate 
p(A, O) - for instance by 'blurring' each distinct articulator- 
acoustics pair to account for a small range of local values in 
both domains. This amounts to Parzen estimation [26]. 

In the absence of a large, representative database of actual 
articulator and acoustic pairs, we used a forward articulatory 
speech synthesis model to construct a range of more or less nat- 
ural and phonetically-balanced sentences (drawn from the Har- 
vard IEEE set). To the extent that this training data includes 
all the main speech sounds (and articulator configurations), this 
database should be adequate to model the joint distribution of 
articulators and acoustics, at least for the specific 'vocal system' 
being modeled by the synthesizer. Thus, if we define a set of 
distance vectors between a given point in the joint articulatory- 

Ai = 
A-A, 
O-O, 

(2) 

where {A,, O,} are our N training patterns, we can approxi- 
mate our joint distribution, 

p(A'°) = ^EK(A'WA')       (3) 

where W is a positive-definite weighting matrix that defines 
the 'width' of the Parzen smoothing windows in the articu- 
lator and acoustic feature spaces. K(-) is the Parzen win- 
dow itself, for instance a unit-variance normalized Gaussian, 
K(a) = l/V2nexp{-a2/2}. 

The choice of W depends on the sparsity of the sample den- 
sity in each dimension as well as assumptions about the smooth- 
ness of the joint distribution along those dimensions. Taking 
W as diagonal, a small entry in a particular dimension corre- 
sponds to a wide window in that dimension, allowing for den- 
sity to be interpolated between relatively broadly-spaced sam- 
ples, but at the same time smoothing out any variation in more 
densely-sampled regions of the space that occurs at a finer scale. 
One adaptive approach to this is to vary the effective window 
width in proportion to the local density - for instance, by find- 
ing the k nearest neighbors to a given point, then setting the 
window width at that point as some fixed factor times the aver- 
age distance to these neighbors, and performing this separately 
for each dimension. 

In practice, then, we can calculate posterior distributions for 
articulatory parameters (either as a group, or as subsets in which 
case unused dimensions are ignored) by taking the acoustic ob- 
servations O, then retrieving all the training patterns {Ai. Oi} 
within the radius of support of the Parzen window A" over the 
acoustic dimensions. Then, for a each value in a grid defined 
over the possible values for the articulators A, the joint prob- 
ability p(A, O) of the actual observation and the hypothesized 
articulator value is calculated via eqn. 3. Normalizing by the 
sum over all articulator values gives the posterior probability 
(according to eqn. 1) — although since the subsequent dynamic 
programming search is obliged to choose exactly one articula- 
tor value for each time step, a common scaling of all likelihood 
scores at a particular time will not change the optimal choice, 
and thus the normalization is not required in practice. 

In the case of independent estimation of a single articula- 
tory parameter, the result of this is that a sequence of acoustic 
observation vectors results in a table of joint probabilities with 
each row corresponding to one of the quantized possible artic- 
ulator values, and each column corresponding to one time step. 
We can regard the columns as sets of scaled posteriors for the 
articulatory parameters, and use dynamic programming to find 
the most likely sequence of articulatory values by simultane- 
ously applying a continuity constraint as a transition cost that 
penalizes large jumps in articulator position. Specifically, we 
estimate the sequence of articulator values {At} by using dy- 
namic programming to find the sequence that maximizes 

I]P(A,|0,)«J(A,|A,-1) 

where (-/(Ai|Ao) is defined as 1, and 

1 
L/(Ae|At_i) = exp^ -^ (|At - A(-i| jo 

(4) 

(5) 



for t > 1. a is taken as the 99th percentile of articulator first- 
order differences seen in the training data, and is calculated sep- 
arately for increasing and decreasing changes. Joint estimation 
of multiple articulator dimensions can be performed similarly, 
for as far as it is practical to track every value in the uniformly- 
quantized articulator space space. Practically, this has limited 
us to two dimensions in the current work. 

A key aspect of our approach is that, by making our core 
model an estimate of p(A. O) (the joint density of articulators 
and acoustics) rather than starting from a conditional model of 
the probability of acoustics under different articulatory configu- 
rations p(0| A) (the approach more or less implicit in previous 
related work), we are modeling not only the relation between 
the two spaces, but also the prior likelihood of particular config- 
urations in both spaces. This is particularly important in disam- 
biguating articulatory states that may be roughly equally good 
explanations of a particular acoustic observation, but which may 
differ greatly in their a priori likelihood, on the basis of the fre- 
quency with which they occur in normal speech. In the exper- 
iments section below, we contrast three variants of this model. 
The first, comparison model, attempts to remove the effects of 
including these priors by normalizing each joint probability by 
the prior of associated articulation to obtain the conditional i.e. 

p(0|A)=p(A,0)/p(A) (6) 

(note the difference between this and equation 1, our true objec- 
tive). The normalization denominator, which is the prior proba- 
bility of the articulatory configuration p( A), is obtained simply 
by calculating a histogram of articulator values (over all dimen- 
sions, or some subset) over the entire training set. By reducing 
our joint density to a model of acoustics given articulation, we 
intend this variant to be equivalent to the uniform sampling of 
articulator space that gave the codebook of (11], which did not 
incorporate articulator priors. 

The remaining variants use our full joint distribution, and 
estimate articulator values either individually and indepen- 
dently, or in pairs. When more than one articulator is esti- 
mated at the same time, estimation can exploit joint dependence 
between articulator behavior, which ought to improve perfor- 
mance in the cases where articulators are directly linked, but 
may be ambiguous when viewed independently. We will dis- 
cuss our results from this perspective. 

3. Experiments 
Our codebook is based on synthesized speech obtained from the 
Task Dynamic Application (TaDA) developed at Haskins Lab- 
oratories. TaDA is a MATLAB implementation of the Task Dy- 
namic model of speech articulator coordination [27]. As such, it 
uses articulator positions as basis functions from which to syn- 
thesize speech. There are eight relevant articulator positions: 
tongue tip constriction degree (TTCD) and location (TTCL), 
tongue body constriction degree (TBCD) and location (TBCL), 
lip aperture (LA) and protrusion (PRO), velum (VEL) and glot- 
tis (GLO). TaDA simultaneously generates input parameters 
for the HLSyn speech synthesis software, which synthesizes 
more natural-sounding speech. The speech output of HLSyn is 
then transformed into 13 Mel Frequency Cepstral Coefficients 
(MFCCs) [28], using a 10ms window size and 5ms window ad- 
vance rate. The articulator positions from TaDA. matched with 
the MFCCs constitute the final codebook. 

The codebook used in our experiments was built from a 
training data set composed of 40 natural and phonetically- 
balanced sentences, drawn from the Harvard IEEE Corpus. To 

input the sentences into TaDA, we used the program's capability 
to receive orthographic input. From within TaDA, this orthog- 
raphy is then converted into phonemes via a dictionary lookup 
procedure. 

We ran several experiments in order to compare three dis- 
tinct articulatory inversion methods. The first was an imple- 
mentation of a previous attempt by Richards [11] and the others 
were two variants of our own method. Specifically, the first at- 
tempted to estimate a single articulator (labeled 1A). and the 
second sought to estimate two articulators simultaneously (2A). 
All three methods were tested on two conditions, represented 
by the same two testing sentences. One sentence was designed 
to be close to the training sentences (labeled 'Easy'), in order to 
mimic a larger training set. This sentence contained only words 
that appeared in the training set sentences. The other sentence 
was more novel, with only 29% of words in the training set (la- 
beled 'Hard'). 

The literature on articulatory inversion provides no consen- 
sus about how to compare estimated articulator paths with ac- 
tual paths. Both correlation and geometric distance measures 
are well represented in the diversity of studies on this topic. We 
chose to use simple Euclidean distance as a way to compare the 
actual articulator paths (as determined by TaDA) with the ones 
estimated by the various inversion methods. For the Richards 
method, there were a total of 16 distance measurements cal- 
culated (8 articulators gathered for 2 testing sentences). The 
same number of measurements was also calculated for the 1A 
method. For the 2A method there were more measurements 
necessary. We continued to track each articulator for each test- 
ing word, but also for each accompanying articulator. This 
brought the total number of measurements to 112 (8 articulators 
gathered for 2 testing sentences with 7 possible accompanying 
articulators). 

3.1. Results 

Tables 1 and 2 summarize the results of the different models in 
terms of mean squared error in the normalized articulator esti- 
mates relative to the ground truth. When looking at the results 
of the Richards method versus our 1A method, a substantial 
improvement can be seen. This can be seen even across articu- 
lators. The mean Euclidean distance for the Easy testing word 
improved 20.6% when using the 1A method, as opposed to the 
Richards method. Surprisingly, an even larger disparity was 
seen for the Hard testing word, where there was an improve- 
ment of 29.9% for the 1A method. Moreover, the 1A results 
were about the same or better for every articulator, with the ex- 
ception of lip protrusion, in which 1A lowered performance by 
50% on the Easy test sentence only. Conversely, the most dra- 
matic improvement was seen with tongue tip constriction de- 
gree which improved by 67.4% on the Easy sentence. 

In comparing methods 1A and 2A, an improvement can also 
be seen. There is some variability in the improvement which 
depends on the articulator pairs chosen. However, the improve- 
ment is evident in the overall case. For the Hard testing sen- 
tence, the mean across all articulators (target and accompany 
ing) is 3.7% lower than the 1A mean. This improvement is not 
evident for the Easy sentence, however, which appears to be 
8.3% worse upon first inspection. This is mainly due to one 
accompanying articulator - tongue body constriction degree - 
which proved to be a major hindrance to the estimation of all 
target articulators. If one removes these data points, then over 
all mean for the 2A method shows a 7.4% improvement over the 
1A method. The largest improvement of articulator estimation 



Table 1: Results of estimating articulator positions by different models: 'Easy' sentence. Best values in each column are in bold. 
Alg. with GLO LA PRO TBCD TBCL TTCD TTCL VEL Mean 

Rich - 38.5 15.9 18.8 62.3 10.8 29.3 17.4 12.9 25.7 
1A - 18.8 7.3 28.2 62.3 8.2 9.6 15.9 13.1 20.4 
2A GLO 18.8 7.0 27.7 62.3 8.9 9.9 16.6 12.3 20.4 

LA 14.1 7.3 19.0 62.3 8.6 14.1 10.5 9.3 18.2 
PRO 18.8 8.0 28.2 62.3 9.0 12.7 14.3 12.3 20.7 

TBCD 18.8 36.3 40.9 62.3 61.6 38.4 56.6 50.8 45.7 
TBCL 12.1 6.7 21.4 62.3 8.2 14.4 16.0 10.5 19.0 
TTCD 14.4 7.2 17.9 62.3 9.3 9.6 12.2 8.8 17.7 
TTCL 10.9 6.7 19.9 62.3 9.5 14.3 15.9 8.3 18.5 
VEL 15.6 6.6 18.9 62.3 8.1 9.9 9.3 13.1 18.0 

Table 2: Results of estimating articulator positions by different models: 'Hard' sentence. Best values in each column are in bold. 
Alg. with GLO LA PRO TBCD TBCL TTCD TTCL VEL Mean 

Rich - 48.7 37.6 20.8 27.9 25.3 13.1 18.5 11.1 25.4 
1A - 31.1 28.2 19.7 12.2 16.6 11.9 13.4 9.5 17.8 
2A GLO 31.1 27.5 19.7 14.3 16.3 11.5 14.4 9.8 18.1 

LA 28.1 28.2 19.6 12.9 13.4 11.1 15.1 8.5 17.1 
PRO 31.1 26.8 19.7 16.5 18.2 11.9 12.7 8.8 18.2 

TBCD 27.5 24.5 19.7 12.2 14.9 10.2 11.2 8.5 16.1 
TBCL 28.9 26.9 19.7 14.8 16.6 9.6 13.4 9.3 17.4 
TTCD 26.8 27.9 19.7 11.2 12.6 11.9 13.6 8.7 16.6 
TTCL 26.7 28.1 19.7 15.5 9.7 12.0 13.4 8.5 16.7 
VEL 27.2 27.6 19.7 13.5 14.5 11.5 13.8 9.5 17.2 

was seen with the pairing of glottis and tongue tip constriction 
location. This allowed the estimation of the glottis to be im- 
proved 42.2% over the 1A method for the Easy sentence. The 
largest mean improvement across target articulators was seen 
with the assistance of tongue tip construction degree as the ac- 
companying articulator, which improved estimation of the ar- 
ticulators by 13.3% for the Easy sentence. 

Thus, a complicated picture arises when considering 
method 2A. It was not a clear win over 1A and, even though 
the overall picture was positive, the specifics of the picture are 
mixed. Some articulators seem to be a great help as an accom- 
paniment to other articulators, and some other articulators gain 
benefits from being accompanied without regard to which ar- 
ticulator. For instance, velum, glottis and lip protrusion seem 
to be aided by the majority of accompanying articulators. At 
the same time, tongue tip constriction degree and location and 
lip aperture appear to help in the estimation of most other ar- 
ticulators. The picture is mixed, though, as the estimation of 
some articulators was hindered by 2A. To tongue body constric- 
tion degree, estimation with almost every other articulator was 
detrimental, while glottis confused nearly every articulator it 
was paired with. 

Figures 1 and 2 show results for the estimation of individ- 
ual articulators (tongue body constriction location and lip aper- 
ture, respectively) for each of the three methods applied. For 
all plots, the thin red line represents the actual articulator path, 
while the thicker blue line represents the estimated articulator 
values. Behind each plot is shown the local-match scores used 
to determine the estimated path with the dynamic programming 
algorithm. These scores can also be thought of as probabilities, 
at a given instant in time, of the articulator taking on a particular 
value, given the observed acoustics at that time. The two artic- 

ulators chosen were jointly estimated for the representation of 
the 2A case, as indicated. Thus, the 2A results are projections of 
the 3-dimensional estimation space which has the dimensions 
LA, TTCL and time. For both articulators, the 2A estimation 
produced superior results to either of the 1A estimations. Addi- 
tionally, the 1A estimation was, for both individually, superior 
to the Richards estimation. 

4. Discussion and Conclusions 

We have presented an approach to estimating articulator con- 
figuration directly from acoustics based on a model of the joint 
distribution of the two, multidimensional spaces that incorpo- 
rates both the link between articulators and acoustics, and the 
prior probabilities in both spaces, based on a paired corpus that 
is taken to reflect the balance of gestures in real speech. This 
approach can accommodate arbitrarily complex relationships, 
including ambiguities (multimodality) in either domain. When 
ambiguity occurs, valid articulation can still be inferred based 
both on continuity in articulator space (as enforced by transi- 
tion constraints through time) and on differing priors among the 
alternative explanations. 

Our transition modeling is somewhat deficient compared 
to the careful model of joint density: we use a single, global 
cost function to discourage large excursions in our dynamic 
programming best-cost paths, rather than, say, attempting to 
model the actual dynamics present in our training data. Indeed, 
it would be possible to extend the probabilistic model used at 
the frame level to obtain a posterior over sequences of articula- 
tors given sequences of observations, using the hidden Markov 
model (HMM). There is a problem here, however: In the con- 
ventional exposition of the HMM, local constraints are incorpo- 
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Figure 1: Example estimates for TBCL articulator from the 
three models. Top: Richards model (no priors). Middle: single- 
articulator current model. Bottom: TBCL from joint estimation 
of TBCL and LA. Ground truth (i.e. input to the synthesizer) is 
shown in each case, as is the underlying score surface input to 
the dynamic programming. 

rated as the conditional distribution of observations given state, 
p(0\ A), not the posterior probabilities of state given acoustics 
p( A|0) adopted as the goal here. The HMM then applies the 
prior of particular state sequences via the state transition costs, 
/)(Ai|At-i) which incorporate both the likelihood of a particu- 
lar transition and, implicitly, the overall likelihood of particular 
state configurations. One interpretation of our current approach 
is that we have taken state-specific variations in the transition 
probabilities and incorporated them in our local match scores, 
allowing a single, global, normalized transition cost. However, 
experiments to estimate and model transition behavior more ac- 
curately are an important direction for future work. 

4.1.  Future Work 

The most significant challenges wc face in the future revolve 
around moving toward speaker independence. Our results, no 
matter how much improved, are tied tightly to a specific - and 
in this case synthetic - speaker. The speaker that is implic- 
itly represented by TaDA was our sole speaker for the exper- 
iments described herein. Moreover, the speech generated by 
TaDA is bound by a phonemic decomposition of the signal, 
which serves as the input to the synthesizer. Both of these fac- 
tors mean that our training data, from which we build our code- 
book, is lacking in variation. Thus, we suspect that our code- 
book approach would struggle to predict the articulator motions 
of speech which is variable and substantially different from the 
TaDA speaker. That is to say, we suspect a challenge in apply- 
ing our technique to additional speakers and to natural speech. 
There are several possibilities that could aid in overcoming this 
shortcoming. One idea is to average across a range of speak- 
ers. This could be accomplished by simply introducing varia- 
tion into the training data in the form of new and different speak- 
ers. However, we tend to favor normalization of features into a 
speaker-independent space. 

Of course, much rests on the assumption that we can ob- 
tain large amounts of training data in the future. From the 
standpoint of collecting synthetic speech, this may not pose too 

Figure 2: Example estimates for LA articulator from the three 
models as fig 1. 

much a challenge. Different synthetic speakers can be created 
by varying the parameters of the synthesizer. Collecting speech- 
articulator pairing data for natural speech has been a challenge 
over the years. Several groups are currently working on compil- 
ing these data. Notably, the Speech Production and Articulation 
kNowledge Group (SPAN) is using Magnetic Resonance Imag- 
ing to capture data about the very same articulator used in TaDA 
[29]. This sort of endeavor is absolutely crucial to the future of 
solving articulator inversion. 

Since to much of our methodology stands on the shoulders 
of the acoustic representation, it may be necessary to explore 
more sophisticated options for that representation in the fu- 
ture. Although MFCCs seem to perform well, especially in con- 
junction with geometric measures of similarity, they are by no 
means the ultimate choice. It is disappointing to note that very 
few representations of the speech acoustics have attempted to 
track the spectral changes caused by changes in the articulators, 
despite the fact that the articulatory functions' primary effect on 
the acoustics of the speech waveform consists of changing the 
source filter characteristics. In one of the next incarnations of 
our model, we will supplement or supplant our M FCC-based 
frame-by-frame acoustic data with information containing the 
magnitude and phase of changes in a finite number of frequency 
prominences, in the hope that such a modification will result 
in the acoustics being more strongly bound to the articulatory 
functions. 
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