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Executive Summary

Software vulnerabilities, malicious code, and software that does not function as promised pose a substantial risk to the Nation’s software-intensive critical infrastructure that provides essential information and services to citizens. Minimizing these risks is the function of software assurance (SwA). Software assurance is the level of confidence that software is free from vulnerabilities, either intentionally designed into the software or accidentally inserted at any time during its life cycle, and that it functions in the intended manner [CNSSI No. 4009].

SwA is a key element of national security and homeland security. It is critical because dramatic increases in business and mission risks are attributable to software that does not perform as intended and is exploitable. Exploitable software is vulnerable to attack. Software vulnerabilities jeopardize intellectual property, consumer trust, business operations and services, and a broad spectrum of critical infrastructure, including everything from process control systems to commercial software products.

To ensure the integrity of business operations and key assets within critical infrastructure, software must be reliable and secure. A Chief Information Officer Executive Council™ poll found that the top two most important attributes of software are “reliable software that functions as promised” and “software free from security vulnerabilities and malicious code.”

A broad range of stakeholders now needs justifiable confidence that the software that enables their core business operations can be trusted to function as expected (even with attempted exploitation) and can contribute to more resilient operations. Therefore, the responsibility for SwA must be shared not only by software suppliers in the supply chain but also by the acquirer in the supply chain who purchases the software. There is a concern, however, that acquirers are not aware of this responsibility and are inadequately prepared to support SwA in the acquisition process.

In 2003, the U.S. Department of Defense (DOD), joined by the Department of Homeland Security (DHS), launched a...
SwA initiative\textsuperscript{5} to address SwA concerns of poor quality, unreliable, and nonsecure software. The SwA Acquisition Working Group, consisting of representatives from government, industry, and academia, was established to address how to leverage the acquisition process to influence SwA in the supply chain. To that end, the working group created this guide to inform acquisition officials on how to influence SwA in software supply chain management by leveraging and including SwA considerations in the acquisition process.

This guide provides information on incorporating SwA throughout the acquisition process from the acquisition planning phase to contracting, monitoring and acceptance, and follow-on phases. For each phase, the material covers SwA concepts, recommended strategies, and acquisition management tips. The guide also includes recommended request for proposal and/or contract language and due diligence questionnaires that may be tailored by acquisition officials to facilitate the contract evaluation process.

This guide’s recommendations are noted in the September 2007 Report of the Defense Science Board Task Force on “Mission Impact of Foreign Influence on DOD Software”:

- [T]he mere fact of asking what vendors do to engineer security and quality into their lifecycle puts the vendor community on notice that it is important to DOD.

- The DOD/DHS software assurance forum has been working on a procurement guide focused on software assurance, which helps procurement officers glean (through a series of questions) what vendors have (and have not) done as part of their secure development process, how they handle vulnerabilities, and so on. Such a document, when reviewed by a larger audience and finalized, could be used as part of IT [information technology] procurement cycles to help DOD better evaluate risk.

- As long as this is sensible, the questions are phrased to allow expository answers, and the benefit derived is commensurate with the cost of vendors completing it, this is one way for DOD both to know what it is getting and to put vendors on notice that quality and security-worthiness have become purchasing criteria for DOD.

\textsuperscript{5} Then Deputy Director for SwA, Information Assurance Directorate, Office of Assistant Secretary of Defense (Networks and Information Integration), Joe Jarzombek led the DOD SwA initiative that submitted an interim report. The DOD CIO forwarded that report with findings and recommendations to the Committee on National Security Systems Joint Working Group on the Globalization of IT.
1 Introduction

1.1 Background

Software vulnerabilities, malicious code, and software that does not function as promised pose a substantial risk to the Nation’s software-intensive critical infrastructure that provides essential information and services to citizens. Minimizing these risks is the function of software assurance (SwA). Software assurance is the level of confidence that software is free from vulnerabilities, either intentionally designed into the software or accidentally inserted at any time during its life cycle, and that it functions in the intended manner [CNSSI No. 4009]. Software assurance focuses on the management of risk and assurance of safety, security, and dependability within the context of system and software life cycles [ISO/IEC 15026].

Software assurance is a key element of national security and homeland security. It is critical because dramatic increases in business and mission risks are attributable to exploitable software. Software vulnerabilities jeopardize intellectual property, consumer trust, business operations and services, and a broad spectrum of critical infrastructures, including everything from process control systems to commercial software products. To ensure the integrity of business operations and key assets within critical infrastructures, software must be reliable and secure. A Chief Information Officer Executive Council™ poll found that the top two most important attributes of software are “reliable software that functions as promised” and “software free from security vulnerabilities and malicious code.”

In 2003, the U.S. Department of Defense (DOD) launched a SwA initiative, and the Department of Homeland Security (DHS) joined this initiative to address SwA concerns of poor quality, unreliable, and nonsecure exploitable software. Several working groups were established to address SwA concerns. The acquisition working group, consisting of representatives from government, industry, and academia, was established to address how to leverage the acquisition process to influence SwA and reduce risks in software supply chain management.

The software supply chain consists of (but is not exclusive to) the following: the acquirers in industry and government, information assurance personnel supporting acquisition managers, decisionmakers for software procurements (including program/project managers and requirements personnel), prime contractors and subcontractors in their supply chain, and software suppliers. Figure 1–1 illustrates a few potential paths that software can take.

---

7 CIO Executive Council News Bureau.
8 Then Deputy Director for SwA, Information Assurance Directorate, Office of Assistant Secretary of Defense (Networks and Information Integration), Joe Jarzombek led the DOD SwA initiative.
A broad range of stakeholders now needs justifiable confidence that the software that enables their core business operations can be trusted to function as expected (even with attempted exploitation) and can contribute to more resilient operations. Therefore, the responsibility for SwA must be shared by acquirers in the software supply chain. To that end, acquirers involved in purchasing software products or services have a responsibility to factor in SwA to minimize software risks. However, there is growing concern that acquirers are not aware of this responsibility and are inadequately prepared to support SwA in the acquisition process. The SwA Acquisition Working Group was asked to create a document that would provide information to acquirers on how to include SwA considerations in the acquisition process.

1.2 Purpose and Scope

The purpose of this document is to provide information on how to incorporate SwA considerations in key decisions when acquiring software products and services by contract. The bottom line is to “build security in” and incorporate SwA considerations throughout the software acquisition process. This document may also be used as a foundation for training and education.

Figure 1-2 depicts the scope of this document. The scope of the document addresses SwA considerations when acquiring software products and services by contract (also called the acquisition process). This document is written from an acquisition process perspective (activities leading to the award and monitoring of contracts) versus the software development lifecycle process perspective (technical activities involving requirements analysis, construction of the software solution, testing, etc.). As noted in Figure 1-2, these processes interact during the life of a contract because technical activities are normally addressed in a contract work statement.

In addition, as noted in Figure 1-2, the document addresses the SwA perspective versus a system assurance perspective, although, at times, software assurance considerations may overlap with system assurance considerations. For a system assurance perspective, refer to the National Defense Industrial Association (NDIA), System Assurance Committee efforts. This document is NOT an exhaustive coverage of SwA considerations when acquiring software products and services by contract.

---


10 Ability to rapidly recover and resume normal operations.

11 One of the recommendations in a report (CNSS-145–06 dated November 2006) by the Global Information Technology Working Group, Committee on National Security Systems, is to: “Clarify acquisition authorities and the enunciation of strategies that permit federal contracting officers to refuse to award contracts to suppliers that are identified as national security risks and/or do not use established security standards and best practices.”

12 OMB has specified “Software Acquisition Management” as a Core Competency for the Federal IT workforce.
1.3 Audience—Acquirers

This document is for anyone, both government and private sector, involved in acquiring software products or services by contract, including work that is outsourced or subcontracted. The generic term “acquirers” is used throughout this document to mean members of the acquisition team. Members of the acquisition team perform a wide variety of functions including:

- developing requirements, plans, and strategies for contract(s)
- developing and issuing Requests for Proposals (RFPs)
- evaluating proposals
- negotiating and awarding contracts
- monitoring (administrative and technical) contract performance
- accepting delivery of the software product or service.

Members of the team may hold positions such as

- developers of requirements (may be systems/software engineers)
- contracting officer representatives (CORs) and contracting officer technical representatives (COTRs)
- contracting officers and specialists
- procurement personnel
- program/project managers
- supervisors of the above.

13 Although this document is primarily written for the acquisition of software products and services by contract, the user may adapt the suggestions for the acquisition of software products and services by other means (e.g., acquisition of open source software that is not by contract, etc.).
Lastly, although this document is for acquirers, it may also be used by the supplier team (e.g., prime contractors, integrators, and subcontractors in the supply chain) of software products or services to facilitate their understanding of SwA requirements that acquirers may request.

1.4 Document Structure

This document is organized around major phases of a generic acquisition process. Figure 1–3 depicts the relationship of these phases to those of several other processes. The major phases are:

- **Planning Phase.** Section 2 covers the planning phase. This phase begins with (1) needs determination for acquiring software services or products, identifying potential alternative software approaches, and identifying risks associated with those alternatives. This set of activities is followed by (2) developing software requirements to be included in work statements; (3) creating an acquisition strategy and/or plan that includes identifying risks associated with various software acquisition strategies; and (4) developing evaluation criteria and an evaluation plan. SwA considerations are discussed for each of the major activities. In the last part of this section (2.5), the development and use of SwA due diligence questionnaires are discussed.

- **Contracting Phase.** Section 3 covers the contracting phase. This phase includes three major activities: (1) creating/issuing the solicitation or RFP with a work statement, instructions to offerors, terms and conditions (including conditions for acceptance), prequalification considerations, and certifications; (2) evaluating supplier proposals submitted in response to the solicitation or RFP; (3) and finalizing contract negotiation to include changes in terms and conditions and awarding the contract. Software risks are addressed and mitigated through terms and conditions, certifications, evaluation factors for award, and risk mitigation requirements in the work statement. The assurance case is introduced in section 3.

- **Monitoring and Acceptance Phase.** Section 4 covers the monitoring (also called administration) and acceptance phase. This phase involves monitoring the supplier’s work and accepting the final service or product delivered under a contract. This phase includes three major activities: (1) establishing and consenting to the contract work schedule; (2) implementing change (or configuration) control procedures; and (3) reviewing and accepting software deliverables. During the monitoring and acceptance phase, software risk management and assurance case deliverables must be evaluated to determine compliance in accepted risk mitigation strategies as stated in the requirements of the contract. Assurance case management is also covered in section 4.

- **Follow-on Phase.** Section 5 covers the follow-on phase. This phase involves maintaining the software (the process is often called sustainment). This phase includes two major activities: (1) sustainment (includes risk management, assurance case management, and change management) and (2) disposal or decommissioning. During the follow-on phase, software risks must be managed through continued analysis of the assurance case and should be adjusted to mitigate changing risks.
The document also contains several appendices with supporting material. Appendices A and B present an acronym list and glossary, respectively. Appendix C is an imperative for implementing SwA in acquisition. Appendix D contains sample software due diligence questionnaires. Appendix E includes other examples of due diligence questionnaires. Appendix F suggests sample language for the RFP and/or contract. Appendix G lists useful references to gain a better understanding of SwA.
2 Planning Phase

The planning phase includes four major activities. It begins with (1) a needs determination for acquiring software services or products, identifying potential alternative software approaches, and identifying risks associated with those alternatives. This set of activities is followed by (2) developing software requirements to be included in work statements; (3) creating an acquisition strategy and/or plan that includes identifying risks associated with various software acquisition strategies; and (4) developing evaluation criteria and an evaluation plan. SwA considerations are discussed for each of the major activities. In the last part of this section, the development and use of SwA due diligence questionnaires are discussed.

2.1 Needs Determination, Initial Risk Assessment, and Solution Alternatives

2.1.1 Needs Determination

During the needs determination process, an organization assesses its mission to determine if there are problems in mission performance that could be solved by a software solution. This is followed by an assessment of alternative software-based solutions. Determining the need to acquire software products or services (including software-intensive systems) is the first step in laying the groundwork for full development of software requirements, including SwA requirements.

2.1.2 Initial Risk Assessment

The National Institute of Standards and Technology’s (NIST’s) Special Publication 800-30, Risk Management Guide for Information Technology Systems, states the following [NIST SP 800-30]:

- Risk is the net negative impact of the exercise of a vulnerability considering both the probability and the impact of occurrence. Risk management is the process of identifying risk, assessing risk, and taking steps to reduce risk to an acceptable level.

- Risk management is the process that allows information technology (IT) managers to balance the operational and economic costs of protective measures and achieve gains in mission capability by protecting the IT systems and data that support their organizations’ missions.

- Risk assessment is the first process in the risk management methodology.

- Risk assessment (synonymous with risk analysis) is the process of identifying the risks to system security and determining the probability of occurrence, the resulting impact, and additional safeguards that would mitigate this impact.

An initial risk assessment helps determine the security category, baseline security controls and assurance case required for the acquired software. The acquirer should ask and have answered (by the software application owner) the following questions [Allen]:

- What is the value we need to protect?

14 Assurance case is addressed in section 4 of this document.
To sustain this value, what software and information assets need to be protected? Why do they need to be protected? What happens if they are not protected?

What is the impact if the software behaves unpredictably? What is the potential impact on organizations or individuals should there be a breach of security (that is, a loss of confidentiality, integrity, or availability)?

What potential adverse conditions and consequences need to be prevented and managed? At what cost? How much disruption can we stand before we take action?

How is residual risk (the risk remaining after mitigation actions are taken) determined and effectively managed?

How are the answers to these questions integrated into an effective, implementable, enforceable security strategy and plan?

How do software security controls work together with their operating environment to control and mitigate risk?

The answer to these questions provides a basis for determining a security category. For the Federal Government, Federal Information Processing Standard Publication (FIPS Pub) 199, as mandated by the Federal Information Security Management Act (FISMA) of 2002, requires that a security category be designated for each system based on a range of risk levels. Department of Defense Instruction (DODI) 8500.2 provides security categorization rules for DOD systems.

Security categorization includes an assessment of three security objectives defined in the FISMA of 2002: confidentiality, integrity, and availability. This security category is used in conjunction with vulnerability and threat information in assessing the risk to an organization and in determining the security control baseline for a system. Three examples follow:

**EXAMPLE 1** is quoted from FIPS Pub 199: A law enforcement organization managing extremely sensitive investigative information determines that the potential impact from a loss of confidentiality is high, the potential impact from a loss of integrity is moderate, and the potential impact from a loss of availability is moderate. The resulting security category, SC, of this information type is expressed as: \( \text{SC investigative information} = \{ (\text{confidentiality}, \text{HIGH}), (\text{integrity}, \text{MODERATE}), (\text{availability}, \text{MODERATE}) \} \).

**EXAMPLE 2** is quoted from FIPS Pub 199: A financial organization managing routine administrative information (not privacy-related information) determines that the potential impact from a loss of confidentiality is low, the potential impact from a loss of integrity is low, and the potential impact from a loss of availability is low. The resulting security category, SC, of this information type is expressed as: \( \text{SC administrative information} = \{ (\text{confidentiality}, \text{LOW}), (\text{integrity}, \text{LOW}), (\text{availability}, \text{LOW}) \} \).

**EXAMPLE 3 [NOTIONAL]** Mission Assurance Category (MAC) and Confidentiality Level: A system must provide access to sensitive and classified combat support data. There must be uninterrupted service and data availability. The loss of confidentiality and integrity is unacceptable and could include the immediate and sustained loss of mission effectiveness. The resulting MAC and confidentiality level is expressed as: **Confidentiality:** TOP SECRET; **MAC:** Requires the most stringent of protection measures.

If the software supports a critical infrastructure and key resources, the National Infrastructure Protection Plan’s Risk Management Framework applies. The risks determined for the operating environment (system, network)

---

15 DOD has three defined mission assurance categories that form the basis for availability and integrity requirements. Confidentiality requirements are based on the security classification of information.
and resulting protections needed to mitigate identified risks may impact the security requirements for the software.

2.1.3 Alternative Software Approaches

When considering alternative software approaches, acquisition officials and application owners should seek to reduce or manage the risks identified in the initial risk assessment. The steps are to:

- evaluate alternatives for treatment of risks (accept, mitigate, avoid, transfer, share with a third party [such as a supplier])
- identify protection strategies (security control objectives and controls) that reduce risks to levels within acceptable tolerances. Controls can be deployed to reduce likelihood and impact.
- identify potential tradeoffs between reducing risk, increased costs, and decreased operational effectiveness.
- identify approaches for managing residual risks that remain after protection strategies are adopted.

Alternative software approaches may include one or more software types or services. Each software type or service can introduce its own risks. The due diligence questionnaires in appendix D are broken up into software types/services since SwA concerns can vary by type or service. When considering alternatives, be cognizant of organizational policies on their use. For example, some organizations prohibit the use of open source software. The following is a nonexhaustive list of software types/services:

- Commercial-off-the-shelf (COTS) is a term for proprietary software products (including software appliances) that are ready-made and available for sale to the general public.

  NOTE: National Security Agency (NSA) COTS Strategy. The NSA is currently defining a new process that is intended to increase ability to leverage commercial products and services in national security operational environments. This process has a focus on identifying and providing solutions and leveraging commercial capabilities to satisfy the most pressing IT security issues. It is intended to deliver complete solutions to those problems that include, as appropriate to a given problem, product specifications, a description of how the products comprising the solutions should be interconnected and configured, any required policy statements, information that systems engineers can use to tailor the solution for a specific use, and descriptions that the certification and accreditation community will find useful in fulfilling their roles. This COTS strategy is still in the formative stages and includes pilot activities that will serve as input to a decision regarding the future of the proposed process.

- Modifiable-off-the-shelf (MOTS) software is typically a COTS product whose source code can be modified. The product may be customized by the purchaser, by the vendor, or by another party to meet the requirements of the customer. In the military context, MOTS refers to an off-the-shelf product that is developed or customized by a commercial vendor to respond to specific military requirements.

- Government-off-the-shelf (GOTS) software is a term for software products that are typically developed by the technical staff of the government agency for which they are created. They are sometimes developed by an external entity, but with funding and specification from the agency.

- Freeware is copyrighted software that is available for use free of charge for an unlimited time.

- Shareware is a marketing method for commercial software, whereby a trial version is distributed in advance and without payment, as is common for proprietary software. Shareware software is typically
obtained free of charge. Shareware is also known as “try before you buy,” demo ware, trialware, and other names. Payment is often required once a set period of time has elapsed after installation.

- **Custom Software** is developed for either a specific organization or function that differs from other already available software. It is generally not targeted to the mass market but is usually created for companies, business entities, and organizations.
- **Mobile Code** describes any software that is mobile, being passed from one system to another. In particular, it is used to describe applets within web browsers based upon Microsoft’s ActiveX, Sun’s Java, or Netscape’s JavaScript technologies.
- **Open-Source Software** is computer software whose source code is available under a copyright license that permits users to study, change, and improve the software, as well as redistribute it in modified or unmodified form.
- **Embedded Software** is part of a larger system and performs some of the requirements of that system (for example, software used in an automobile, traffic control system, or aircraft) and does not provide an interface with the user.
- **Integration Services** usually call for a prime contractor with multiple subcontractors. Each subcontractor provides software products and/or services for part of the software-intensive system. The prime contractor is responsible for integrating the parts into a whole software-intensive system.

### 2.2 SwA Requirements

The security category provides a basis for SwA requirements. In the Federal Government, the security category facilitates the selection of security controls (requirements) and other assurance requirements. The security controls mandated in Federal regulation\(^{16}\) are a minimum or baseline and are not exhaustive list to address SwA. Other security and assurance requirements should be identified as required to reduce risk to an acceptable level. The following are examples of areas that should be considered when developing SwA requirements (appendix F provides sample SwA requirements language):

- definitions to provide a common understanding (such as definitions of confidentiality, integrity, availability, assurance case, SwA, and so forth)
- definitions for a common understanding of software security weaknesses in architecture, design, or implementation that can lead to exploitable vulnerabilities (examples: Absolute Path Traversal, Cross-Site Scripting, PHP File Inclusion, Race Condition, Structured Query Language [SQL] Injection, Unbounded Transfer, Operating System [OS] Common Injection, Format String Vulnerability, Integer Overflow)
- a full explanation of the security category that includes the details for assigning security levels for confidentiality, integrity, and availability and how this relates to the software being acquired
- an assurance case that addresses the SwA requirements and the arguments and evidence needed to prove they are met. This may also include a plan for testing that SwA requirements are met. The [NDIA] and [ISO/IEC 15026] provide details on structure and content of assurance cases for systems and software. See sections 4 and 5 for further explanation on assurance cases.

---

- a test plan that defines the SwA requirements to be tested
- SwA acceptance criteria (associated with the assurance case)
- risk management that specifically addresses the mitigation of SwA risks
- consideration for auditing the code by an independent body using methods shown to be effective in locating security functions of interest and the known types of security weaknesses of interest to determine the security posture of the code
- software architecture that includes SwA or other description to provide a structure for the SwA case. The software architecture includes an initial description of software components and connectors and SwA requirements for those components and connectors.
- configuration guidelines for all security configuration options. As an example, Office of Management and Budget (OMB) Memorandum M-07-18, Ensuring New Acquisitions Include Common Security Configurations, 1 June 2007, provides recommended language for configuring Window XP and Vista operating systems; FAR Subpart 30.101(d) states: “In acquiring information technology, agencies shall include the appropriate information technology security policies and requirements, including use of common security configurations available from the National Institute of Standards and Technology’s website at http://checklists.nist.gov. Agency contracting officers should consult with the requiring official to ensure the appropriate standards are incorporated.”
- qualifications and required SwA training of software personnel and identification of key security personnel
- required information relative to foreign ownership, control, or influence and how this information relates to SwA risk management
- organization or agency specific requirements or mandates. Those found in the following are a few examples:
  - OMB Memorandum M-07-18, Ensuring New Acquisitions Include Common Security Configurations
  - OMB Memorandum M-04-16, Software Acquisition
  - National Security Telecommunications and Information Systems Security Policy No. 11, National Policy Governing the Acquisition of Information Assurance (IA) and IA-Enabled Information Technology Products.

### 2.3 Acquisition Strategy and/or Plan

Acquirers may develop an acquisition strategy, acquisition plan, or both. They should refer to their organization’s policy on developing strategies and plans. A acquisition strategies and plans precede the actual purchase. These strategies and plans provide a description of roles and responsibilities, a roadmap for completing actions and milestones, and a discussion for including special considerations in the purchase and implementation of products and/or services. Software assurance should be addressed in those strategies or plans. As a Federal Government example, Federal Acquisition Regulation (FAR) 7.105(b) (17) requires that plans discuss how agency information security requirements are to be met. In DOD, the Defense Acquisition Guidebook, Part 2, requires program managers to develop an acquisition information assurance (IA) strategy describing how IA/security requirements are to be incorporated.

How SwA requirements are to be met should be included as part of how the IA/security requirements are met. The following are examples of SwA considerations that acquirers should include in strategies and plans:
Software Assurance in Acquisition: Mitigating Risks to the Enterprise

- **SwA Expertise.** Acquirers should require that personnel who possess significant SwA expertise be part of the acquisition process from planning, requirements development, source selection, and contract award through contract administration and project management. This expertise is not only essential in establishing appropriate SwA requirements but also in evaluating potential contractors and ensuring that secure software is delivered. A acquisition strategies and plans should state the SwA expertise required as well as specific statements of involvement. As an example: “This acquisition requires support from a SwA subject matter expert (SME). This individual will develop the SwA requirements, evaluate the SwA aspect of proposals, and monitor the assurance case proving the delivery of SwA requirements that is delivered by the contractor during contract performance.”

- **Initial Security Category.** The initial security category should be included in the plan. This step is essential because this category is fundamental in selecting and developing SwA requirements. See section 2.1.2 for further explanation.

- **SwA Requirements.** The acquisition strategy or plan should include statements of critical high-level SwA considerations. These high-level statements help establish the ultimate detailed statement of requirements. Acquirers developing acquisition strategies and plans should rely heavily on the SwA personnel assigned to the acquisition. Two examples follow:

  **EXAMPLE 1—COTS Software:** To ensure that COTS software is consistent with the overall security requirements of the software-intensive system, SwA personnel assigned to this acquisition will provide requirements to ensure delivery of COTS software that has specified preset security settings. In addition, requirements will mandate that testing of the specified preset software be accomplished on the operating system and platform proposed for production.

  **EXAMPLE 2—Software Development or Systems Integration:** To manage the development and delivery of SwA requirements, an SwA case shall be developed that presents a convincing argument the software will operate in an acceptably secure manner. To support the SwA case, definitive evidence (for example, process, procedures, test results) shall be produced to present a convincing argument that the software will be acceptably secure throughout its life cycle, including termination. The security stakeholders (for example, accreditors) will evaluate the SwA case in determining that the software will function as expected and be as free as possible of the known types of security weaknesses that can lead to exploitable vulnerabilities.

- **SwA Considerations in Contractor Selection.** High-level statements should be included in acquisition strategies and plans on how SwA will be considered in the selection of contractors. For example, “due-diligence questionnaires will be used to solicit answers from offerors on their SwA practices.” The due-diligence questionnaires should be part of the evaluation plan.

- **SwA Considerations in Contract Administration and Project Management.** High-level statements should be included in acquisition strategies and plans on how the SwA requirements will be monitored during contract performance including information on measuring the contractor’s performance. For example, “SwA personnel will monitor the delivery of SwA requirements through applying quantitative and qualitative measures.”

- **Plans for Independent Testing.** Include a statement on the type of testing that will be done. Independent testing of the software product can be used to ensure its construction, safety, and functionality. When relying on existing software testing certifications or attestations, acquirers should be aware that each evaluation is performed at a point prior to the specific acquisition. Therefore, those certifications or attestations may not reflect the quality of the supplier or the acquired version of the
A software product.

Acquirers should be aware of the benefits that can be obtained through testing of COTS software against customer, government, or vendor-developed specifications. In general, third-party testing and evaluation provide a significantly greater basis for customer confidence than many other assurance techniques. Yet it is important to note that purchasing an evaluated product simply because it is evaluated and without due consideration of applicable functional and assurance requirements may be neither useful nor cost effective. Acquirers need to consider their overall requirements and select the best software accordingly.

Two government programs are of particular interest here: the National Information Assurance Partnership’s (NIAP’s) Common Criteria Evaluation and Validation Program and NIST’s Cryptographic Module Validation Program (CMVP). The NIAP program focuses on evaluating products against a set of security specifications. The CMVP focuses on security conformance testing of a cryptographic module against FIPS Pub 140–2, Security Requirements for Cryptographic Modules, and related Federal cryptographic algorithm standards.

The internationally recognized laboratory accreditation organizations (working under International Standards Organization [ISO]/International Electrotechnical Commission [IEC] 17011) and accrediting Information Technology Testing Laboratories (working under ISO/IEC 17025) maintain a cadre of commercial software testing laboratories. The two major accrediting bodies in the United States are the National Volunteer Laboratory Accreditation Program (NV LAP) and the American Association for Laboratory Accreditation (A2LA). They have mutual recognition agreements providing a global network of competent sources.

2.4 Evaluation Plan and Criteria

2.4.1 Evaluation Plan

This activity involves creating a plan for evaluating proposals submitted in response to a solicitation and the criteria that will be used to evaluate the proposals. The evaluation plan describes the process by which proposals are secured and evaluated.

When acquiring software products and services (to include software-intensive systems), SwA criteria should be included in the solicitation, and the evaluation plan must describe how to evaluate the products and services against the criteria. This includes discussing the timing of the evaluation and any measures that can be used to support the evaluation process. For example, acquirers should require potential suppliers to be evaluated for software quality prior to contract negotiations. The results can then be used to help determine the best candidate for the acquisition.

The plan should also include the names of the evaluators. It is imperative that qualified SwA and/or security professional(s) are included to evaluate the SwA criteria.

2.4.2 Evaluation Criteria

SwA depends on people and organization, process maturity, and technology working together to be effective. Therefore, evaluation criteria should be developed to include the following broad categories:

- People and Organization. Software developers who are not knowledgeable about SwA cannot recognize when some aspect of their software’s architecture, design, or implementation weaknesses may lead to exploitable vulnerabilities; nor, in fact, can they recognize the importance of not introducing design and implementation defects in the first place. The organization may have ill-
defined SwA responsibilities or poorly funded SwA capability. Therefore, SwA related to people and organization should be evaluated to determine that the software developers are SwA savvy and to ensure organizations provide adequate SwA resources.

- **Process Maturity.** Mature SwA processes increase the likelihood of avoiding and discovering unintentional weaknesses that can lead to exploitable vulnerabilities. Lack of mature processes may result in underestimated risks, missed requirements, inadequate testing and reviews, lack of measures, or little or no monitoring. Therefore, processes for SwA should be evaluated to determine their capability of developing and maintaining trustworthy software.

- **Technology.** Testing tools, especially code vulnerability scanners, can be employed to detect known types of software weaknesses that can lead to exploitable vulnerabilities. The technology being used to properly develop and configure software is also key.

Criteria may be qualitative, quantitative, and/or “go/no-go.” Qualitative and quantitative criteria are often evaluated using a scorecard method. The evaluation plan should describe how to determine the scores. The “go/no-go” criteria are evaluated based on whether the proposal satisfies the criteria. If a proposal does not meet the criteria, the proposal is normally eliminated from future consideration for awarding a contract.

The SwA due diligence questionnaire provides a means for gathering information to evaluate quantitative, qualitative, and/or “go/no-go” SwA criteria. The questions that prospective suppliers must answer are carefully crafted to suit the particular type of software purchase. Proposal evaluators score the answers against a predetermined acceptable range of responses. The range of responses may carry a rating using a scorecard method (for example, the answer rates a 4 out of a possible 5) or may be accepted based on a “go/no-go” determination (the answer is either acceptable or not).

## 2.5 SwA Due Diligence Questionnaires

As discussed in section 2.4.2, “Evaluation Criteria,” the software assurance due diligence questionnaires can assist acquirers in obtaining additional information about the software and its supplier. In this context, due diligence involves taking all “reasonable steps” necessary to ensure that a software-intensive system not only meets business and technical requirements, but also addresses SwA concerns. The intent is to inform acquirers of potential risks associated with the software they are considering for purchase. The questionnaires support acquirers in implementing due diligence and providing a means to gather, in advance, some of the information needed to make a decision about the assurance of the software. Objectives are to:

- enhance the process for acquiring trustworthy software, thereby enhancing the IT security posture
- “build security in” and maintain SwA throughout the acquisition process
- assist acquirers in assessing the assurance of software before acquisition (or purchase/procurement) from a supplier (or seller or developer).

### 2.5.1 Using SwA Due Diligence Questionnaires

Whether buying a single copy of a single software application or a multimillion-dollar software-intensive system, the questionnaires are useful tools. They can be used in whole or in part. Some questions may apply, some may not; some may be added, others may be tailored. The questionnaires are a means for gathering relevant information to support decisionmaking versus being a decisionmaking tool.

Expertise in software, acquisition, and information assurance— as well as common sense— is critical in making smart decisions on acquiring trustworthy software. Questions should be posed by, and responses assessed by,
knowledgeable SwA experts or other appropriate functional experts. In addition, when using the questionnaires, acquirers should request evidence or may coordinate an on-site follow-up that reviews objective evidence of the provided answers.

The questionnaires support the exercise of SwA due diligence by acquirers. Questionnaires help to identify potential risks and red flags. The questionnaires are tools. They are not checklists or complete listings of all possible software security concerns. Several examples when questionnaires may be effectively applied include:

- conducting market research
- developing a request for information to gather information for a major software development program
- developing an RFP for building a critical software-intensive system, including an information system or weapons system platform
  - Some questions can be transformed into SwA requirements that are then included in a work statement.
  - Some questions can be transformed into other contractual language such as terms and conditions.
  - A questionnaire can be incorporated as part of evaluation factors for award (see section 2.4.2).
- developing vendor surveys for trade-off studies
- gathering information on given software products or suppliers to determine which COTS software application to procure under a General Services Administration Schedule or Indefinite Delivery/Indefinite Quantity contract.

Appendix D contains several sample questionnaires tailored by type of software product or service (see section 2.1.3 for a description of software types). It is recommended that they be tailored for the product or service that is being acquired.

### 2.5.2 SwA Concern Categories

The SwA due diligence questionnaires in appendix D are organized into categories that represent a logical grouping of SwA concerns. The table below relates SwA concerns to the broader people and organization, process maturity, and technology category and includes a risk description and purpose for the data gathered. The identified risks are specific examples and are not intended to be a complete list of all risks.

<table>
<thead>
<tr>
<th>SwA Concern Categories</th>
<th>People and Organization</th>
<th>Process Maturity</th>
<th>Technology</th>
<th>Risks</th>
<th>Purpose for Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organizational History</td>
<td>✓</td>
<td></td>
<td></td>
<td>There may be conflicting circumstances or competing interests within the organization that may lead to increased risk in the software development.</td>
<td>To understand the background, role, and relationships.</td>
</tr>
<tr>
<td>SwA Concern Categories</td>
<td>People and Organization</td>
<td>Process Maturity</td>
<td>Technology</td>
<td>Risks</td>
<td>Purpose for Questions</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>-------------------------</td>
<td>------------------</td>
<td>------------</td>
<td>----------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Foreign Interests and Influences</td>
<td></td>
<td></td>
<td>Technology</td>
<td>There may be controlling foreign interests (among organization officers or from countries) with malicious intent to the United States.</td>
<td>To help identify supplier companies that may have a malicious intent to a U.S. buyer.</td>
</tr>
<tr>
<td>Security “Track Record”</td>
<td>√</td>
<td></td>
<td></td>
<td>A software supplier that is unresponsive to known software vulnerabilities may not mitigate/patch vulnerabilities in a timely manner.</td>
<td>To establish insight into whether the supplier places a high priority on security issues and will be responsive to vulnerabilities it will need to mitigate.</td>
</tr>
<tr>
<td>Financial History and Status</td>
<td>√</td>
<td></td>
<td></td>
<td>A software supplier that goes out of business will be unable to provide support or mitigate product defects and vulnerabilities.</td>
<td>To identify documented financial conditions or actions of the supplier that may impact its viability and stability, such as mergers, sell-offs, lawsuits, and financial losses. While difficult to predict future viability of a company, this is a risk factor that should be considered.</td>
</tr>
<tr>
<td>Individual Malicious Behavior</td>
<td>√</td>
<td></td>
<td></td>
<td>A developer purposely inserts malicious code.</td>
<td>To determine whether the supplier has and enforces policies that minimize individual malicious behavior.</td>
</tr>
<tr>
<td>Software Security Training and Awareness</td>
<td>√</td>
<td></td>
<td></td>
<td>Developers unaware of software assurance best practices are likely to implement software susceptible to attack.</td>
<td>To determine whether training of developers in SwA best practices is a supplier policy and practice.</td>
</tr>
<tr>
<td>Software History and Licensing</td>
<td></td>
<td></td>
<td>√</td>
<td>The software supplier’s development practice in using code of unknown origin may be unable to produce trustworthy software.</td>
<td>To identify specific risks pertaining to the history/pedigree of the software during any and all phases of its life cycle that should have been considered by the supplier. This point addresses supply chain concerns.</td>
</tr>
<tr>
<td>Development Process Management</td>
<td></td>
<td></td>
<td>√</td>
<td>If supplier project management does not perceive the value of SwA and enforce best practices, they will not be consistently implemented.</td>
<td>To determine whether project management enforces software assurance-related best practices.</td>
</tr>
<tr>
<td>SwA Concern Categories</td>
<td>People and Organization</td>
<td>Process Maturity</td>
<td>Technology</td>
<td>Risks</td>
<td>Purpose for Questions</td>
</tr>
<tr>
<td>------------------------</td>
<td>-------------------------</td>
<td>------------------</td>
<td>------------</td>
<td>-------</td>
<td>-----------------------</td>
</tr>
<tr>
<td><strong>Software Development Facility</strong></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>An example is personnel inappropriately accessing or changing configuration items in the development environment. To ascertain that the supplier has and enforces policies that support software development environments that minimize risk exposures.</td>
<td></td>
</tr>
<tr>
<td><strong>Concept and Planning</strong></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>If nonfunctional requirements (security, quality, safety) are not specified, developers will not implement them. To determine whether the supplier’s requirements analysis process explicitly addresses SwA requirements.</td>
<td></td>
</tr>
<tr>
<td><strong>Design</strong></td>
<td></td>
<td>✓</td>
<td></td>
<td>The software may be designed without considering security or minimization of exploitable defects. To determine how security is considered during the design phase.</td>
<td></td>
</tr>
<tr>
<td><strong>Software Development</strong></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>Software development activities are sources of a significant number of vulnerabilities. To determine whether the supplier has and enforces good SwA practices in the development of software.</td>
<td></td>
</tr>
<tr>
<td><strong>Component Assembly</strong></td>
<td>✓</td>
<td></td>
<td></td>
<td>Insufficient analysis of software components used to assemble larger software packages may introduce vulnerabilities to the overall package. To ensure that the software components are thoroughly vetted for their security properties, secure behaviors, and known types of weaknesses that can lead to exploitable vulnerabilities.</td>
<td></td>
</tr>
<tr>
<td><strong>Testing (supply-side)</strong></td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>Software released with insufficient testing may contain an unacceptable number of defects. To determine whether the appropriate set of analyses, reviews, and tests are performed on the software throughout the life cycle.</td>
<td></td>
</tr>
<tr>
<td><strong>Installation and Acceptance</strong></td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>The software may not install as advertised and the acquirer may not get the software to function as expected. To ensure the supplier provides an acceptable level of support during the installation process.</td>
<td></td>
</tr>
<tr>
<td>SwA Categories</td>
<td>People and Organization</td>
<td>Process Maturity</td>
<td>Technology</td>
<td>Risks</td>
<td>Purpose for Questions</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>-------------------------</td>
<td>-----------------</td>
<td>------------</td>
<td>----------------------------------------------------------------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td>Software Change Management</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>Weak change control procedures can corrupt software and introduce new security vulnerabilities.</td>
<td>To determine whether software changes are adequately assessed and verified by supplier management.</td>
</tr>
<tr>
<td>Built-In Software Defenses</td>
<td></td>
<td></td>
<td>✓</td>
<td>The software may lack preventive measures to help it resist attack effectively and proactively.</td>
<td>To ensure that capabilities are designed to minimize the exposure of the software's vulnerabilities to external threats and to keep the software in a secure state regardless of the input and parameters it receives from its users or environment.</td>
</tr>
<tr>
<td>Assurance Claims and Evidence</td>
<td></td>
<td>✓</td>
<td></td>
<td>Supplier assurance claims may be insufficiently verified.</td>
<td>To determine how suppliers communicate their claims of assurance, ascertain what the claims have been measured against, and identify at what levels they will be verified.</td>
</tr>
<tr>
<td>Software Manufacture and Packaging</td>
<td></td>
<td></td>
<td>✓</td>
<td>Vulnerabilities or even malicious software can be introduced in the manufacturing or packaging process.</td>
<td>To determine how the software goes through the manufacturing process, how it is packaged, and how it remains secure.</td>
</tr>
<tr>
<td>Support</td>
<td></td>
<td>✓</td>
<td></td>
<td>Supplier ceases to supply patches and new releases prior to the acquirer ending use of software. Vulnerabilities may go unmitigated.</td>
<td>To ensure understanding of supplier policy for security fixes and when products are no longer supported.</td>
</tr>
<tr>
<td>Operating Environment for Services</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>Operating environment for the services may not be hardened or otherwise secure.</td>
<td>To understand the controls the supplier has established to operate the software securely.</td>
</tr>
<tr>
<td>Security Monitoring</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>Insufficient security monitoring may allow attacks to impact services.</td>
<td>To ensure software and its operating environment are regularly reviewed for compliance in SwA requirements through periodic testing and evaluation.</td>
</tr>
</tbody>
</table>
The SwA concern categories are explained further below. Some of these concerns go beyond the acquisition process and into the software development life cycle. Acquirers should use these explanations to help develop questions and interpret responses.

Organizational History. Asking for background information on the software development organization can help acquirers understand how well integrated it is with the overall supplier organization. For example, if the development organization has been recently acquired, it may not follow the same standard security/secure development practices as the larger (acquiring) entity.

Foreign Interests and Influences. The ability of a company to build trustworthy software starts at the top—the chairman of the board, the board, the president, and the “three-letters” (the CXOs). In some cases, there could be malicious intent against U.S. interests. It is helpful to know whether there are any controlling foreign interests among the officers or “Cs” of the company (for example, from what country and to what extent control is exercised). For a publicly held company, limited information of this nature is available. If foreign ownership, control, or influence (FOCI) is an area of particular interest, the questions in OMB Standard Form 328 should be used.

Security “Track Record.” To increase confidence in the security of software, acquirers can ask about the performance history or “track record” of a software supplier. Though past performance is not a guarantee of future performance, the established record of a supplier can provide factual information concerning the supplier’s financial stability, innovation, support services, and reliability. It can also provide insight into whether the supplier places a high priority on security throughout its company and throughout the life cycle of its products.

Financial History and Status. The questions in this category relate to the supplier’s financial viability and stability. If the company is publicly held, some of the answers are a matter of public record. The intent of the questions is to identify documented financial conditions or actions of the supplier that may impact its viability and stability, such as mergers, sell-offs, lawsuits, and financial losses. It is a best practice to run a financial report (for example, three brokerage reports or a D & B report) to gain better insight into the company’s financial standing. Such conditions or actions are identified to determine whether and what risk they may pose to the supplier’s software development security environment or to the supplier’s ability to provide security support services to its customers.

---

Individual Malicious Behavior. Individual malicious behavior cannot be prevented or easily detected. However, questions can be asked to determine if the supplier has thought about the threat and implemented reasonable practices and deterrents. There are multiple controls that can reduce but not eliminate the risk of individual malicious behavior. Access controls and configuration management are two controls. Design and code reviews provide some deterrence. It is harder to identify malicious behavior with outsourced development. However, suppliers who outsource all or part of software development should have policies in place and enforcement mechanisms available that minimize the impact of malicious behavior of their outsourced developer.

Software Security Training and Awareness. Reviewing training policies that a supplier has in place provides a better understanding of the company’s ability and desire to develop secure code. A large percentage of security defects in software can be avoided if development managers and programmers are aware of the common weaknesses that can lead to exploitable vulnerabilities and consciously work at bypassing them. Acquirers should seek software suppliers that educate their development teams in software security best practices. Although internalizing the importance of secure software principles will not solve all security problems related to software, it does instill in developers the discipline of thinking through possible errors, of checking for corrupt inputs and parameters, and of programming defensively to handle unexpected problems. The result is developing programs that are better thought out, better structured, and more secure. Defensive programming teaches developers how to look for hidden assumptions in their programs and how to defend against attempts to exploit those assumptions to cause their programs to behave in unexpected or undesirable ways. Software organizations should ensure that their developers obtain and maintain their security knowledge and reward the application of that knowledge by consistently using secure development practices, producing secure software, and remediating the inadequate practices of developers who consistently produce insecure software.

Software History and Licensing. The primary objective of this category is to identify specific risks pertaining to the background/lineage of the software during any and all phases of its life cycle. This includes such considerations as how the version of the software under consideration at a given point in time was originally conceived and implemented, and by whom. While the software’s pedigree is extended, and thus changed each time the software is modified in some way by its developer (at any given point in time), the software as it exists in that point in time can be said to have a fixed pedigree. The challenge has been how to attest to the quality and security of software that may contain millions of lines of code whose origin may come from many different sources other than the supplier. Not knowing the origin of code increases the risk of malicious or poor quality code.

Development Process Management. Development process management includes responsibility for software assurance planning, software risk management, assurance case management, and acceptance of the software product or service. Acquirers should rely on software assurance experts to ensure that requirements are implemented appropriately. The purpose of the questions is to determine whether the supplier’s project management includes these activities and whether appropriate SwA expertise is on hand for assistance.

Software Development Facility. The questions on the software development facility establish that the supplier has and enforces policies that support a secure development facility. Such policies depend on a number of factors that include one or multiple physically separated sites; use of outsourced development; and incorporation of open source development. At a minimum, policies should be in place to enforce access controls, audit software to prevent unauthorized access to software, and ascertain whether unauthorized access has occurred. In addition, policies should be clear on the actions that are taken when access controls have been violated and unauthorized access has occurred. The access controls should support separation of roles so that a developer cannot bypass the controls. The check-in of critical software might require the concurrence of two or more individuals. Often, the access and auditing are enforced by a configuration management (CM) system.
Concept and Planning. The suppliers should use this development phase to consider how security/quality is integrated into the development process, identify key assurance objectives, and otherwise maximize software assurance while minimizing disruption to plans and schedules. As part of this process, the team should consider how the security features and assurance measures of its software will integrate with other software likely to be used with it.

Architecture and Design. Attention to security issues in the architecture and design of software can decrease the risk of software (based on that design) vulnerable to attack. If the supplier leverages general principles for secure design, it decreases the probability that exploitable software will exist. Some of the security-related activities in this phase include threat modeling, use of security design patterns, common attack pattern analysis, use of formal methods to verify design (for high assurance software), design reviews, architectural risk assessments, and assurance case inputs in the architecture and design phase [Goertzel, 2007].

Software Development. The questions help determine whether the supplier has and enforces good SwA practices in developing software and whether the development process mitigates the introduction of software weaknesses that can lead to exploitable vulnerabilities. The answers to these questions depend on what is being developed: a general-purpose product, computing infrastructure services, a closed system, or a system or application that must be integrated into an existing collection of systems. Software development policies should reflect differences in scale and scope among these kinds of development contexts. In addition, software development processes should incorporate best practices in the development of trustworthy software. Software development activities can be sources of a significant number of vulnerabilities. While a developer may claim that its software development process incorporates security, critical questions involve the choice of development practices, whether the developer effectively and consistently uses those practices, whether the software risks that are essential for the proposed usage of the software are addressed by the developer’s software process, and whether the people involved in the software development life cycle are trained in good software security practices, such as reviewing their architecture, design, and implementation decisions in light of the known types of software weaknesses that can lead to exploitable vulnerabilities.

Component Assembly. The composition of software-intensive systems (at least partially) from existing components presents challenges to secure software architecture design. A reused software component may be exposed to inputs with which it has not been previously tested. Thus, it may introduce vulnerabilities into the new system [Goertzel, 2007]. For secure integration/assembly of acquired or reused software components to be possible, the components selected must be thoroughly vetted for their security properties, secure behaviors, and known types of software weaknesses that can lead to exploitable vulnerabilities. In addition, software/applications are executed and supported by an operating system that provides the interfaces to the network, other applications, or data. It is important that the operating system be hardened to minimize the exploitable vulnerabilities. Changes to operating system configurations may degrade the security of applications that rely on the operating system. Generally, management should implement an operating system change control process similar to the one used for application changes. In addition, management should review application systems following operating system changes to protect against a potential compromise of security or operational integrity.

Testing (supply-side). Testing questions provide insight into the types and level of SwA testing. Quality control mechanisms must also carry through to the supplier’s software testing practices. The existence of a well-defined version control and bug tracking system, for example, can suggest a well-contained and organized development process, resulting in a well-contained and organized end product. Depending on the variety and type of internal functional tests performed, a certain degree of quality can logically be assumed. For example, performing software component–level tests versus fully integrated functional system tests allows more granularity in assessing software correctness and quality. In addition, the existence of Total Quality Management (TQM) byproducts, such as decision trees, may indicate how the supplier manages and orchestrates design changes from one organizational tier to another. Another consideration in this phase is the
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notion of “consistency of design,” whereby software is verified to operate clearly within the bounds of its underlying requirements and design specifications. Somewhat akin to “transparency of function,” consistency of design can also be assessed by comparing design artifacts from the previous phase against one another to ensure that design objectives and requirements are properly promulgated and consistently represented across these artifacts.

Installation/Acceptance. These questions help determine whether the supplier continues to address SwA during installation/acceptance. Continuing the end-to-end TQM program, software quality should also be maintained throughout the installation and acceptance phases. This may also require an analysis of entities affiliated with the shipping and/or distribution of the software, providing a middleman between the supplier and the integrator. The supplier should also be committed to providing an acceptable level of support during the installation process. Specific measures such as installation and configuration times may be relevant in this phase. Finally, by evaluating the extent, quality, and depth of supplier-provided training and certification programs, acquirers can also determine the supplier’s commitment to acceptance once the software is acquired.

Software Change Management. Aquirers should ask whether there is a change management procedure or document that identifies the type, security impact, and extent of changes conducted on the software throughout the life cycle. The primary objective is to determine whether the changes were adequately assessed by management. This should include such considerations as how the software is licensed, how it is installed and configured in its execution environment, and how it is modified through patching and updating, and by whom. In addition, this includes changes in responsibility for the ongoing development such as responsibility shifts from the software’s original developer to an integrator or a new development organization (as when one software firm buys another). Questions should also be asked on whether a baseline for applications/software is established and if there is a procedure for baseline modification, how version control is organized, what kind of testing procedures should be followed based on a change, and what is the procedure for approving a software change (including current software modification/update, implementation of additional software, replacement the old software, and security patching implementation).

Built-in Software Defenses. These questions provide insight into the self-defense capabilities built into the software. A minimum set of self-defense capabilities is desirable in all software but is absolutely requisite in software that is likely to be used in high-consequence applications (that is, when an application failure would threaten human life, safety, health, freedom, or financial well-being, or when compensating users from loss would be impossible or extremely expensive). These capabilities are designed to minimize the exposure of the software’s vulnerabilities to external threats and to keep the software in a secure state regardless of the input and parameters it receives from its users or environment. Software self-defenses include such capabilities as:

- validation to detect and filter out or reject all inputs or parameters that are incorrect or malformed
- recognition and defense against attempts to exploit incorrect and hidden assumptions to force the software’s components to behave insecurely
- ability to handle unexpected, unlikely, and even presumably “impossible” events in ways that do not leave the software, the data it “.touches,” or its environment vulnerable to compromise or subversion
- ability to isolate and contain the damage resulting from a successful attack so that the damage does not affect other parts of the software, the data it “touches,” or its execution environment
- ability to recover quickly after a failure, either through its own built-in fault-tolerance capabilities or by being designed to rapidly notify and support recovery actions by the administrator.

Assurance Claims and Evidence. Suppliers should be able to describe the assurance case for their software and explain how claims can be validated. Acquirers should ask the supplier to identify the types and extent of measurements and assessments conducted on the software. This query helps determine whether weaknesses...
and flaws are adequately assessed and measure the levels of verification activities imposed on the software.
This can include a complete range of validation/verifications—internal to external, penetration testing to
regression testing to a complete certification and accreditation in accordance with the applicable authority (for
example, NIST, DOD, and Director of Central Intelligence Directive 6/3). It is not possible to “test security in"
to a product, and assurance is not merely the absence of defects. However, the supplier should be able to
provide evidence to back up its assurance claims.

Software Manufacture and Packaging. Vulnerabilities can be introduced even in the manufacturing and
packaging processes for the software. These questions help determine how controls are in place to mitigate
those risks.

Support. It is normal within the industry to provide support for n-1 to n-2 versions of software. If acquirers
know that they will not keep up with the supplier’s release schedule, they need to determine whether there is a
point at which the nonupdated version of the software will no longer be supported by that supplier; some form
of source revision control is necessary to manage security bug fixes to avoid regression errors. The risks
associated with using unsupported software should be weighed against the risks of adopting a new version of
the software or replacing it with an alternative product. The supplier’s support policy for security fixes should
also clearly communicate which versions are supported and when products are no longer supported. The
supplier’s willingness to support older versions for a fee may be something worth negotiating during
acquisition.

Operating Environment for Services. If a supplier is offering to provide software as a service (Application
Service Provider—ASP), instead of a standalone software package, acquirers should consider the governance
of these services. Governance refers to the programs and processes that an organization puts in place to ensure
that things are done right, meaning in accordance with best practices, architectural principles, Federal
regulations, and other determining factors. Good governance of services is required to ensure that the
acquirer’s sensitive data is adequately protected and available when needed. Control structures should not only
ensure the appropriate operation of access controls, but they should also carry out security obligations such as
audit, monitoring, and alerting. The types of threats listed below are associated with vulnerable service
acquisitions:

- failure of available service due to (a) failure of a component, (b) denial of service attack, (c)
inadequate capacity or performance, and (d) attacks against infrastructure
- failure of integrity due to (a) unauthorized or uncontrolled modification of content of a transaction, (b)
unauthorized or uncontrolled modification of system or application software, (c) unauthorized or
uncontrolled access to Web site content, and (d) nonmalicious error
- failure to preserve confidentiality of sensitive customer information due to (a) unauthorized or
uncontrolled access to confidential data, (b) unauthorized or uncontrolled modification of software,
and (c) nonmalicious error.

Security Monitoring. Questions about security monitoring provide insight into whether the software and its
operating environment are regularly reviewed through periodic testing and evaluation. This continuous
monitoring helps ensure that controls continue to be effective and that they have not unintentionally been
relaxed when making patches and upgrades. Patches and upgrades make direct changes to the software and
potentially to the configuration of the operating system where they are applied. The changes may degrade
performance, introduce new vulnerabilities, or reintroduce old vulnerabilities. To understand the patch risks,
the patch process should be examined in some detail. Many companies apply patches to test systems before
releasing them throughout the enterprise. However, as the scale of the patch management problem grows, this
becomes problematic. Unless the software package comes with a validation test suite, it is difficult to
determine whether the software is operating properly after a patch. In addition, most validation suites do not
test software to their failure points. Instead, they perform simple operational tests to determine whether normal operations work in simple conditions. In addition to the patches themselves, hardware, drivers, and detailed configuration settings for the operating system and each of the applications on the system impact the proper functioning of patches.

Timeliness of Vulnerability Mitigation. A large number of skilled attackers are discovering vulnerabilities at a significant rate. Software suppliers with a good record of security fixes often gain early insight into security vulnerabilities, such as Zero-Day exploits that are included on message boards and blogs. Software support should incorporate a process to update and patch software to mitigate newly discovered vulnerabilities.

Service Confidentiality Policies. Suppliers that offer software through services should provide their policies on how customer data will be protected.
3 Contracting Phase

The contracting phase includes three major activities: (1) creating/issuing the solicitation or RFPs with a work statement, instructions to offerors, terms and conditions (including conditions for acceptance), prequalification considerations, and certifications; (2) evaluating proposals submitted in response to the solicitation or RFP; and (3) finalizing contract negotiation to include changes in terms and conditions and awarding the contract. Software risks are addressed and mitigated through terms and conditions, certifications, evaluation factors for award, and risk mitigation requirements in the work statement.

3.1 Request for Proposals

3.1.1 Work Statement

Acquirers usually prepare the work statement. The FAR states that “agencies shall include the appropriate information technology security policies and requirements in all acquisitions for information technology” (FAR Subpart 39.101(d)). See section 2.2, SwA Requirements, for sources of requirements to be included in work statements. A acquirers should consider including the following software assurance requirements in a work statement:

- definitions related to trustworthy software that provides a common understanding
- description of the security category [see FIPS Pub 199 and DODI 8500.2] that provides a common framework and understanding of security needs
- an assurance plan that addresses the development and maintenance of an assurance case for software
- an assurance case that addresses the necessary security requirements (functions and properties) and the arguments and evidence needed to prove the requirements are met. The purpose of an assurance case is to provide convincing justification to stakeholders that critical SwA requirements are met in a system’s expected environment(s). An assurance case is the set of claims of critical SwA properties, arguments that justify the claims (including assumptions and context), and evidence supporting the arguments [NDIA]. The [NDIA] and [ISO/IEC 15026] provide details on structure and content of assurance cases for systems and software. Also see section 4.3.2 of this document for some additional language that may be included in the work statement.
- software assurance risk management that includes a formal program for managing safety and security risks associated with the implementation of software
- consideration for auditing the code for the desired security functionality and known types of weaknesses that can lead to exploitable vulnerabilities by an independent body to determine the security posture of the code
- software description that includes a software architecture and other descriptions as needed to provide a structure for the assurance case. The software architecture includes an initial description of the software components and connector, including software security-related aspects.
- a security test plan that defines the approach for testing each of the SwA requirements
- suggestions for configuring all security configuration options
- patch and upgrade processes that ensure security requirements continue to be met.
3.1.2 Terms and Conditions

Additional SwA requirements may be included in terms and conditions. Some items described above for inclusion in the work statement may be more appropriate as terms and conditions. Whether to include an item in the work statement or as a term or condition depends on the policies and structure of the acquisition organization. Selecting terms and conditions would depend on the type of software to be acquired. Because prime suppliers often subcontract software services, terms and conditions should be worded in such a way to ensure that they flow down to all levels of subcontracts. Terms and conditions include but are not limited to:

- legal responsibilities of supplier and acquirer relative to SwA
- quality of software development processes
- SwA acceptance criteria
- qualifications and training of software personnel and identification of key security personnel
- SwA training program
- quantitative and qualitative measures that articulate expectations about the expected level of service and performance
- required information relative to FOCl
- required preset security features (this is particularly relevant to COTS software)
- penalty clauses for failed SwA.

3.1.3 Instructions to Suppliers

In response to an RFP, suppliers must submit information that provides objective evidence of their ability to perform the SwA aspects of the work statement and terms and conditions. Clear instructions must be included in the RFP on what suppliers must submit for evaluation, including instructions pertaining to onsite evaluation, if required by the RFP. Instructions to suppliers explain how to answer the due diligence questionnaire and what to submit in an initial assurance case and software description.

3.1.4 Certifications

Certifications may also be a way to provide assertions of software trustworthiness when information may be too costly to compile or too voluminous for proposal evaluation. Certifications provide assertions by offerors of existing conditions or compliance with certain requirements. Using certifications shifts the burden of compliance to the suppliers.

3.1.5 Prequalification

Acquirers may want to consider prequalification. Prequalification can be done to evaluate organizational capabilities or other technical management capabilities. As a word of caution, there should always be additional evaluation for the unique SwA requirements of each acquisition.

3.2 Proposal Evaluation

Acquirers should ensure that SwA SMEs are used to evaluate each proposal to determine the level of understanding of the SwA requirements. This includes an evaluation of the evidence provided to support answers to the due diligence questionnaire.
Proposals have multiple components that should be weighed separately and then combined to provide an overall score. An example of three components may be management, technical (including SwA), and price. All three should have weighted criteria to result in a numerical score.

### 3.3 Contract Negotiation and Contract Award

The evaluation results in the selection of the best proposals for contract negotiation. During negotiations, the acquirers and suppliers negotiate on requirements, terms, and conditions. It is important that the give-and-take on SwA requirements, terms, and conditions does not compromise the ultimate assurance goals or critical assurance goals. Suppliers may push back on the SwA requirements because they may not be fully competent to do the job or be willing to take the risk. Acquirers may find that suppliers may overbid because of perceived risk and having to do something they have never done. Acquirers should consider share-in-savings arrangements (savings as a result of implementing SwA requirements as stated). The sharing includes not only costs and benefits but also the willingness to afford the supplier more time to engage in the education and training that is needed. An alternative would be to consider a contract type that shifts the burden of some of the risk to the acquirer and/or provide additional cost or performance incentives [see FAR Subpart 16.1 and FAR Subpart 16.3 for incentive contracts].

When awarding the contract, acquirers must ensure that all SwA agreements made during negotiation are incorporated into the contract when it is awarded. Negotiated agreements are sometimes overlooked when drafting the final contract award.
4 Monitoring and Acceptance Phase

The monitoring and acceptance phase (also called the contract administration phase) involves monitoring of the supplier’s work and accepting the final service or product. This phase includes three major activities: (1) establishing and consenting to the contract work schedule, (2) implementing change (or configuration) control procedures, and (3) reviewing and accepting software deliverables. During the monitoring and acceptance phase, software risk management and assurance case deliverables must be evaluated to determine compliance in accepted risk mitigation strategies as stated in the requirements of the contract.

4.1 Contract Work Schedule

The contract work schedule should include very specific scheduled work for delivering SwA requirements. If a work breakdown structure (WBS) is used, acquirers should ensure that SwA deliverables are identified in it. See section 4.3.2 for a discussion on assurance case issues addressed in the WBS.

4.2 Change Control

The change control procedures for a software-intensive system should ensure that SwA requirements are not compromised when changes are requested. Each change control request should include a specific section that addresses the impact of the requested change on SwA requirements. Change or configuration control of SwA requirements is managed as part of assurance case management (see section 4.3.2).

4.3 Reviewing and Accepting Software Deliverables

During this activity, examples of deliverables are the risk management plan for software, assurance case, and test documentation. Acceptance criteria should be explicit, measurable, and included in the assurance case or in the terms and conditions. See appendix F for sample terms and conditions that include acceptance conditions. The SwA SMEs should review each software deliverable and analyze test results produced by the contractor or independent tester to ensure that SwA requirements are met. Acquirers should not accept the service or product until the SwA expert finds the requirements acceptable.

4.3.1 Risk Management

The FAR states: “Contracting and program office officials are jointly responsible for assessing, monitoring and controlling risk . . . during program implementation. . . . Appropriate techniques should be applied to manage and mitigate risks during the acquisition of information technology.”

An initial risk assessment (see section 2.1.2) was performed during the acquisition planning process. This risk assessment resulted in the identification of a security category, which may be further refined during this phase of the acquisition process. Acquirers and suppliers who are responsible for implementation should create a plan for managing risks associated with the security category. The plan should include an identification of SwA risks, plans for mitigating those risks, associated measures, and plans for continually assessing those risks.
4.3.2 Assurance Case Management

**General Considerations.** Acquirers must ensure that the assurance case is implemented in accordance with established requirements and approved project plans, in particular the assurance plan approved for use in the contract. (Note: If an assurance plan is not used, special attention should be paid to supplier processes and products on the project to give users and other stakeholders the confidence that software assurance has been considered in the product development.)

The assurance case must be managed as part of the risk management strategy for the acquisition. If the assurance case is used to demonstrate achievement of the security and dependability properties of the software system, then the acquirers must take appropriate steps to manage the assurance case’s development and acceptance into operational service.

All elements of any project management methodology that an acquirer uses are affected by development and management of an assurance case. The following paragraphs mention common project elements (or principles) that contribute to the delivery of an assured software-intensive system and explain how they are crucial for a project manager to deliver a robust and complete assurance case for transition to operations.

**Project Management Reviews.** A key element of assurance case development is periodic management and external stakeholder reviews. Acquirers must maintain sufficient insight into the contractor’s assurance case production and commit to necessary actions to facilitate its production as efficiently as possible. These reviews are not technical reviews, but rather a senior acquirers monitoring the effectiveness (for example, meeting stakeholder objectives) and adequacy (for example, appropriate infrastructure and audits) of the management of the assurance case. Some level of independent auditing may be required when high assurance is required. The frequency of the assurance case management reviews depend on the complexity of the program/project and other program/project priorities. At a minimum, assurance case management reviews are needed prior to important acquisition milestones. Acquirers should look for evidence that assurance case documentation and records are being effectively controlled, appropriate audits are taking place, and that all stakeholder issues, including nonconformances, are being resolved. Acquirers should also ensure that planned targets versus expended effort for assurance case budget and schedule are appropriately measured and risk managed.

**Risk Management Strategy and the Assurance Case.** Acquirers and suppliers should ensure the assurance case is developed in a risk-driven environment where the following is evident:

- the assurance-related attributes articulated well (for example, security, safety, reliability, and user-defined and -derived requirements)
- the acquisition’s risk management planning process is integrated with technical control activities
- event-driven technical reviews must ensure that assurance-related work products meet stringent assurance criteria and are properly documented in the assurance case repository.
- the assurance risk acceptance framework is clearly communicated to all stakeholders (especially end users) and documented on contract
- rigorous initial processes to identify and analyze SwA risks are followed by continuous assessment of SwA risks.

**Scope Management.** The technical and managerial issues associated with assurance case management are difficult even with sound program/project planning processes in place; hence, acquirers need a thorough understanding of the project’s assurance case scope of effort. The size and scope of the assurance case developed during the implementation phase vary according to the complexity of the system and level of system dependency required. High assurance software containing ubiquitous and legacy applications, complex enterprise software-intensive systems, and national and international interfaced software-intensive systems all...
add complexity and unique challenges for analysis and assessment. The numerous methods for composing assurance evidence for these software-intensive systems have major impacts on program/project workflow, certification requirements, cost, and schedule. Suffice it to say, there are no boilerplate templates for assurance case scope.

The important consideration is that acquirers perform the appropriate coordination, planning, and resource allocation to compile a potentially large and robust assurance case. Acquirers must decide when a complete scope of work (contractually or otherwise) has been sufficiently performed (with due process) to an appropriate level of confidence and rigor of evidence. The types of assurance case deliverables/products are discussed in [NDIA], [ISO/IEC 15026], and [SwA CBK].

To maintain technical control, acquirers should ensure that the contract WBS contains all the assurance case work products that are to be produced by the supplier and relate the assurance elements of work to be completed to each other and the final product(s). For example, the supplier would include a WBS element that captures the scope of work for developing an architecture that meets the assurance requirements and the architect end products. A similar undertaking is needed for the acquirer WBS.

**Schedule Management.** The acquirers must contribute to the development of the program/project schedule and critical path and ensure that sufficient schedule is allocated for assurance case activities by suppliers. Any schedule models used for analysis of the master schedule need to incorporate assurance case assessments and the impact from assurance-related activities such as certification and accreditation. The question must be asked: Is the planned rate of completion for assurance work products realistic? For high assurance requirements, the schedule baseline needs to support the application of rigorous software development and testing processes.

**Cost Management.** Actual cost data on implementation of assurance is not generally available in the public domain. Furthermore, assurance costs vary for each acquisition. Funding estimation for an assurance case is difficult because there is no public domain data that has compared software assurance case estimates to actual costs expended. To avoid cost escalations, the assurance objectives and requisite planning to meet those objectives must be clearly understood. What is well acknowledged about costs is that “bolting on” (and not “building in”) assurance will increase cost and impact the schedule in the end because of potential retrofitting system design requirements. Acquirers should consider the following cost factors that influence the implementation of assurance cases in their project:

- Compilation methods of assurance evidence. The assurance case requires storage for voluminous amounts of life-cycle data generated.
- Technology support used. Process and product requirements from safety and security standards require various qualified tool support. Assurance case repositories/editors need to be procured.
- Robustness of argument. High requirements need rigorous evidence stemming from detailed specification development and testing. Staff skill levels and training costs will likely increase.
- Assessment abilities. Inexperienced staff and inappropriate assessment methods increase the likelihood of “unknown unknowns” and contingency planning. Procuring independent SwA technical expertise, resolving contractual dispute issues, and verifying external certification requirements all require resources.
- Life cycle maintenance. Both revalidation of evidence/assumptions as system development changes and recertifications require resources.

**Human Resource Management.** Developing an assurance case is considered a specialty engineering domain. As such, expertise is required in processes, products, tools, and development environments for security- and safety-related systems. Acquirers should ensure that development of design packages for high-assurance
requirements is performed by SMEs who are appropriately cleared. Furthermore, review of design, as well as the design approval, is performed by personnel other than those who developed the design packages. Similar engineering management and infrastructure should be evident from suppliers who also perform design work for high-assurance requirements. An assurance case that does not show evidence of independence in the design review is less credible. Supplier personnel experience should be commensurate with the experience required for the scope and level of the design effort to be performed. Acquirers must have access to material on assessing assurance case artifacts.

**Data and Configuration Management.** The assurance case may contain a plethora of claims and evidence types not collated or contained together; therefore, the assurance case must be composed and managed in such a fashion that all evidence is preserved, traceable, and accessible. A assurance case data should be considered one of the more critical elements of the program. Regulatory or statutory data need to survive the life of the acquisition (and beyond). A acquirers should develop a data strategy that encapsulates what data (and data rights) are needed for sustaining the assurance case as well as what data may only be needed during the contract. Standardization and data reuse management are crucial in an assurance case argument because good data management will bring together acquisition, technology, and logistic elements in a coherent fashion. Inconsistent, incomplete data produces an indefensible assurance case that is difficult to manage in the follow-on phase. A assurance case management includes a number of issues that the acquirers need to consider, including secure data management tools, contractual digital formats (for example, extensible markup language), data exchange requirements, data protection and security, data retention, and media. Data should be delivered in a format suitable for the user’s environment.

Acquirers must ensure that suppliers implement a CM Program that details a SwA CM process. During the implementation, acquirers should observe supplier Configuration Control Board meetings to ensure that SwA is fully considered in software changes.

**Quality Management.** No assurance case can be produced outside of a certified quality system. A acquirers must begin by assessing suppliers’ quality system to ensure that appropriate quality elements are included throughout the software development life cycle. Continued adequacy of quality management is evidenced by auditing, examining, and investigating work suppliers’ performance in order to substantiate that supplier implementation arrangements and procedures are being complied with by the software engineers/developers. Third-party agencies, such as the Defense Contract Management Agency (DCMA), that are independent of the suppliers’ software development team and quality assurance personnel should provide an oversight function and provide a level of assurance to acquirers that the software will meet safety and security targets. Records of decisions and results of design and development reviews must be maintained for the duration of the monitoring and acceptance phase.

**Assurance Case Measures.** A acquirers maintain communication/oversight to ensure the assurance case is progressing in accordance with the contract requirements. Example measurement issues to consider include:

- **Performance.** Is the assurance case development progressing in accordance with the agreed-to assurance plan? Are project technical milestones incorporating assurance case reviews? Does the assurance case comply with contract requirements to include DOD/Government regulations and certification requirements?

- **Resources.** Have suppliers allocated appropriate qualified personnel to the task? Is the assurance case being developed with appropriate tools? Is the assurance case development budget realistic?

- **Quality.** Are suppliers engaging the right acquirers to review the acceptability of the assurance case? Are corrective actions being followed up adequately? Are suppliers’ claims, arguments, and evidence sufficiently robust and commensurate with risk?
- Time. Is the assurance case development on schedule and fully integrated with the software system development?
- Continual improvement. Are suppliers monitoring their own performance to continuously improve delivery? What are the tangible results of this monitoring in terms of impacting the robustness of the assurance case?

### 4.3.3 Independent Software Testing

Acquirers should consider independent software testing. The completed software product is provided to an independent accredited software testing organization (ISO/IEC 17025) to verify that not only functional requirements but also SwA requirements are met. This testing organization can test in either a white or black box scenario depending on need. See section 2.3 bullet point on page 2–6, “Plans for Independent Testing.”
5 Follow-on Phase

The follow-on phase involves maintaining (often called sustainment) the software. This phase includes two major activities: (1) sustainment (includes risk management, assurance case management, and change management) and (2) disposal or decommissioning. During the follow-on phase, software risks must be managed through continued analysis of the assurance case and should be adjusted to mitigate changing risks.

5.1 Sustainment (or Post-release Support)

Care should be taken to enforce terms and conditions contained in the initial contract that apply to the service or product. A provision for maintaining a specific security configuration of COTS software is a good example. See appendix F for sample language relative to security configurations. Maintenance activities include:

- executing configuration control of executable product baselines
- performing software modification revalidation and integration
- conducting problem analyses, reconstruction, review, and acceptance
- predicting software performance (defect density trending and so forth)
- overseeing the engineering environment to ensure that it is fully documented and validated (or security accredited)
- maintaining organization policies and processes for security and safety fixes
- maintaining and executing software migration, data migration, and decommissioning policies and procedures.

Additional contracts are often awarded to provide support during this phase. Analyses should be ongoing to ensure that security requirements remain adequate. To that end, acquirers should ensure that the assurance/security requirements implemented and accepted in previous contracts flow to the follow-on contract efforts. This includes continuous monitoring of the assurance case (including risks) and making appropriate adjustments in using and maintaining software to update the assurance case and mitigate risks.

A formal assurance case and risk management process should be maintained. This process should include continuous threat analyses and vulnerability assessments. In addition, review and adjustment of mitigation strategies should occur regularly. A full-time assurance case/risk management team should be considered. If this team is contracted as a service, suppliers must be adequately trained and cleared. Because acquirers should not abrogate their security responsibility wholly to suppliers, trained and cleared SwA experts inside acquirers organizations must be a part of that team.

5.1.1 Risk Management

Risk management must continue after the implementation and acceptance phase. This includes updating the risk management plan. In this volatile information environment, new risks inevitably emerge. As a result, the security category may be further refined during this phase. In addition, SwA risks and strategies for mitigating those risks are likely to change as well. Measures should be used to provide insights into the changes in the risk environment and into impacts of risk mitigation strategies.
5.1.2 Assurance Case Management—Transition to Operations
The continual assurance (and certification) of software-intensive systems in the follow-on phase presents some unique challenges:

- Many software systems are not architecturally or detail-designed for modifications, and enhancements are made many years after procurement.
- System and software engineering change control mechanisms can lack traceability, rigor, and documentation.
- Adequate assurance case maintenance processes may not be in place before the system transitions to operations.
- Support personnel turnover causes loss of corporate knowledge about maintaining and ensuring integrity of legacy software.
- Many software support agencies are not the original software manufacturer and do not employ the same methods, tools, and processes used in development.
- During previous acquisition phases, the software transition planning is typically poorly executed and “assurance concerns” are “thrown over the fence” for follow-on maintenance.

During implementation, acquirers and suppliers must identify the assurance requirements for the follow-on phase to maintain integrity and dependability in the system. These requirements are defined in greater detail as the product’s transition to operations nears and the software risk exposure is clearer. Any claims, evidence, arguments, and assumptions in the assurance case that are neither consistent nor based on a known material state of the in-service software weaken the credibility of the evidence and elevate the safety and security risk in using the system. The authority responsible for the assurance case maintenance must keep an auditable record of his or her decisions to include justification for changes made to the assurance case. Changes to the assurance case during the follow-on phase may be required due to a number of reasons, including:

- Changes to the software system itself that may invalidate previous claims/evidence and assumptions (for example, changes in operating system lockdown configurations)
- Changes to the operational context or environment (for example, a previously isolated system becomes networked)
- Changes to system threats, vulnerabilities, consequences, or new issues previously unknown
- Modifications of measures to ensure they are appropriate for this phase of the acquisition process.

5.1.3 Other Change Management Considerations
Information systems are typically in a constant state of migration with upgrades to hardware, software, or firmware, and with possible modifications to the surrounding environment of the system. The schedules for and frequency of new releases, updates, and security (and nonsecurity) patches and response times for technical support by software suppliers are beyond the control of the acquirer. Weak change control procedures can corrupt software and introduce new security vulnerabilities.

Change management invokes revalidation efforts. When any hardware or software component is changed, the extent of revalidation must be evaluated. Generally, when hardware components are replaced like for like, no revalidation is necessary. When new hardware is used, the system must be revalidated to ensure no detrimental effects occur. When software is patched or upgraded, revalidation is always required.
Patches and upgrades make direct changes to software and potentially to the operating system configuration to which they are applied. Changes may degrade performance, introduce new vulnerabilities, or reintroduce old vulnerabilities. To understand patch risks, the patch process must be examined in some detail during the initial acquisition and again when follow-on support contracts are awarded. One of the most common patch failures stems from a lack of encryption and authentication in the implementation and acceptance phase. Suppliers should provide updates in a secure fashion. There should be no doubt that the source is legitimate and the update’s integrity is maintained in transit.

5.2 Disposal or Decommissioning

Disposal or decommissioning policies and procedures are often overlooked. Many organizations do not have such policies and procedures. Acquirers’ organizations should ensure that policies and procedures are developed and followed to ensure the safe and secure disposal or decommissioning of software, along with ensuring data are destroyed or migrated safely and securely. When a software-intensive system is retired or replaced, the data must be migrated by validated means to the new software-intensive system.
# Appendix A. Acronyms

Acronyms used in this document are defined below.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>API</td>
<td>Application Programming Interface</td>
</tr>
<tr>
<td>CBK</td>
<td>Common Body of Knowledge</td>
</tr>
<tr>
<td>CC</td>
<td>Common Criteria</td>
</tr>
<tr>
<td>CCEVS</td>
<td>CC Evaluation and Validation Scheme</td>
</tr>
<tr>
<td>CERT</td>
<td>Computer Emergency Response Team</td>
</tr>
<tr>
<td>CMM</td>
<td>Capability Maturity Model</td>
</tr>
<tr>
<td>CMMI</td>
<td>Capability Maturity Model Integration</td>
</tr>
<tr>
<td>CMT</td>
<td>Cryptographic Module Testing</td>
</tr>
<tr>
<td>CMVP</td>
<td>Cryptographic Module Validation Program</td>
</tr>
<tr>
<td>CNSS</td>
<td>Committee on National Security Systems</td>
</tr>
<tr>
<td>COTS</td>
<td>Commercial-off-the-shelf</td>
</tr>
<tr>
<td>CVE®</td>
<td>Common Vulnerabilities and Exposures</td>
</tr>
<tr>
<td>CWE</td>
<td>Common Weakness Enumeration</td>
</tr>
<tr>
<td>CXO</td>
<td>Chief (X) Officer where X = information, financial, privacy, etc.</td>
</tr>
<tr>
<td>DCID</td>
<td>Director Central Intelligence Directive</td>
</tr>
<tr>
<td>DCMA</td>
<td>Defense Contract Management Agency</td>
</tr>
<tr>
<td>DHS</td>
<td>Department of Homeland Security</td>
</tr>
<tr>
<td>DIACAP</td>
<td>Defense Information Assurance Certification and Accreditation Process</td>
</tr>
<tr>
<td>DITSCAP</td>
<td>Defense Information Technology System Certification and Accreditation Process</td>
</tr>
<tr>
<td>DOD</td>
<td>Department of Defense</td>
</tr>
<tr>
<td>DODD</td>
<td>DOD Directive</td>
</tr>
<tr>
<td>DODI</td>
<td>DOD Instruction</td>
</tr>
<tr>
<td>EAL</td>
<td>Evaluation Assurance Level</td>
</tr>
<tr>
<td>FAR</td>
<td>Federal Acquisition Regulation</td>
</tr>
<tr>
<td>FIPS</td>
<td>Federal Information Processing Standard</td>
</tr>
<tr>
<td>FIPS Pub</td>
<td>FIPS Publication</td>
</tr>
<tr>
<td>FISMA</td>
<td>Federal Information Security Management Act</td>
</tr>
<tr>
<td>FOCl</td>
<td>Foreign Ownership, Control, or Influence</td>
</tr>
<tr>
<td>GOTS</td>
<td>Government off-the-shelf</td>
</tr>
<tr>
<td>HIMSS</td>
<td>Healthcare Information and Management Systems Society</td>
</tr>
<tr>
<td>IA</td>
<td>Information Assurance</td>
</tr>
<tr>
<td>ID/IQ</td>
<td>Indefinite Delivery/Indefinite Quantity</td>
</tr>
<tr>
<td>IDS</td>
<td>Intrusion Detection System</td>
</tr>
<tr>
<td>IEC</td>
<td>International Electrotechnical Commission</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronic Engineers</td>
</tr>
<tr>
<td>IPS</td>
<td>Intrusion Protection System</td>
</tr>
<tr>
<td>ISO</td>
<td>International Standards Organization</td>
</tr>
<tr>
<td>IT</td>
<td>Information Technology</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>-------------</td>
</tr>
<tr>
<td>MAC</td>
<td>Mission Assurance Category</td>
</tr>
<tr>
<td>MOTS</td>
<td>Modifiable off-the-shelf</td>
</tr>
<tr>
<td>NDIA</td>
<td>National Defense Industrial Association</td>
</tr>
<tr>
<td>NIAP</td>
<td>National Information Assurance Partnership</td>
</tr>
<tr>
<td>NIST</td>
<td>National Institute of Standards and Technology</td>
</tr>
<tr>
<td>NIST SP</td>
<td>NIST Special Publication</td>
</tr>
<tr>
<td>NSS</td>
<td>National Security System</td>
</tr>
<tr>
<td>NSTISSP</td>
<td>National Security Telecommunications and Information Systems Security Policy</td>
</tr>
<tr>
<td>NVD</td>
<td>National Vulnerability Database</td>
</tr>
<tr>
<td>NVLAP</td>
<td>National Voluntary Laboratory Accreditation Program</td>
</tr>
<tr>
<td>OMB</td>
<td>Office of Management and Budget</td>
</tr>
<tr>
<td>OS</td>
<td>Operating System</td>
</tr>
<tr>
<td>OWASP</td>
<td>Open Web Application Security Project</td>
</tr>
<tr>
<td>PDA</td>
<td>Parental Drug Association</td>
</tr>
<tr>
<td>PITAC</td>
<td>President's Information Technology Advisory Committee</td>
</tr>
<tr>
<td>PGP</td>
<td>Pretty Good Privacy</td>
</tr>
<tr>
<td>PM</td>
<td>Program/Project Manager</td>
</tr>
<tr>
<td>QA</td>
<td>Quality Assurance</td>
</tr>
<tr>
<td>RFI</td>
<td>Request for Information</td>
</tr>
<tr>
<td>RFP</td>
<td>Request for Proposals</td>
</tr>
<tr>
<td>SANS</td>
<td>The SANS Institute (<a href="http://www.sans.org">www.sans.org</a>)</td>
</tr>
<tr>
<td>SDLC</td>
<td>Software Development Life Cycle</td>
</tr>
<tr>
<td>SME</td>
<td>Subject Matter Expert</td>
</tr>
<tr>
<td>SOA</td>
<td>Service Service-Oriented Architecture</td>
</tr>
<tr>
<td>SOAP</td>
<td>Simple Object Access Protocol</td>
</tr>
<tr>
<td>SOAR</td>
<td>State of the Art Report</td>
</tr>
<tr>
<td>SOW</td>
<td>Statement of Work</td>
</tr>
<tr>
<td>SQL</td>
<td>Standard Query Language</td>
</tr>
<tr>
<td>SSAA</td>
<td>System Security Authorization Agreement</td>
</tr>
<tr>
<td>SSL</td>
<td>Secure Socket Layer</td>
</tr>
<tr>
<td>SwA</td>
<td>Software Assurance</td>
</tr>
<tr>
<td>SwA CBK</td>
<td>SwA Common Body of Knowledge</td>
</tr>
<tr>
<td>TQM</td>
<td>Total Quality Management</td>
</tr>
<tr>
<td>USC</td>
<td>United States Code</td>
</tr>
<tr>
<td>USG</td>
<td>United Stated Government</td>
</tr>
<tr>
<td>V&amp;V</td>
<td>Verification and Validation</td>
</tr>
<tr>
<td>WBS</td>
<td>Work Breakdown Structure</td>
</tr>
<tr>
<td>WSDL</td>
<td>Web Service Definition Language</td>
</tr>
<tr>
<td>XML</td>
<td>Extensible Markup Language</td>
</tr>
</tbody>
</table>
Appendix B. Glossary

**accountability**
The security goal that generates the requirement for actions of an entity to be traced uniquely to that entity. This supports non-repudiation, deterrence, fault isolation, intrusion detection and prevention, and after-action recovery and legal action.

**accreditation**
Formal declaration by a designated accrediting authority that an information system is approved to operate at an acceptable level of risk, based on the implementation of an approved set of technical, managerial, and procedural safeguards [CNSSI 4009].

**acquisition**
The acquiring by contract with appropriated funds of supplies or services (including construction) by and for the use of the Federal Government through purchase or lease, whether the supplies or services are already in existence or must be created, developed, demonstrated, and evaluated. Acquisition begins at the point when agency needs are established and includes the description of requirements to satisfy agency needs, solicitation and selection of sources, award of contracts, contract financing, contract performance, contract administration, and those technical and management functions directly related to the process of fulfilling agency needs by contract [FAR Subpart 2.101].

**acquisition life cycle**
All stages involved in the process of procuring products or services, beginning with the determination of a need for products or services and ending with contract completion or closeout [US COURTS].

**acquisition management**
Planning, organizing, leading, and controlling the acquisition process. The acquisition process begins with the needs determination and follows with specifying requirements and procurement of supplies or services.

**acquisition planning**
The process by which the efforts of all personnel responsible for an acquisition are coordinated and integrated through a comprehensive acquisition plan for fulfilling the organization need in a timely manner and at a reasonable cost. It includes developing the overall strategy for managing the acquisition [adapted from FAR Subpart 2.101].

**asset**
Anything that has value (e.g., data, executing process) to a stakeholder (e.g., organization who owns it) [adapted from ISO/IEC 27005].

**assurance**
Grounds for confidence that an entity meets its security objectives [ISO/IEC 15408-1]. Also see software assurance.

**assurance argument**
A justification that a given assurance claim (or sub-claim) is true or false [NDIA].

**assurance case**
The set of assurance claims of critical system/software assurance properties (requirements of the system), assurance arguments that justify the claims
assurance claim ......................... The critical system/software requirements for assurance, including the maximum level of uncertainty permitted [NDIA].

assurance evidence .................... Information that demonstrably substantiate the arguments in an assurance case [adapted from NDIA].

attack ................................... A attempt to gain unauthorized access to information resources or to attempt to compromise the integrity, availability, or confidentiality of said resources. For the purposes of this definition, information resources include software whether embedded (e.g., mobile phone software, control system software) or part of a larger information infrastructure or system [adapted from CNSSI 4009].

A attack is the act of carrying out an exploit [Barnum].

availability ............................ Ensuring timely and reliable access to and use of information [FISMA 2002].

A loss of availability is the disruption of access to or use of information or an information system [FIPS Pub 199].

buffer overflow ........................ A condition at an interface under which more input can be placed into a buffer or data holding area than the capacity allocated, overwriting other information. Attackers exploit such a condition to crash a system or to insert specially crafted code that allows them to gain control of the system [NIST SP 800-28].

A buffer overflow condition exists when a program attempts to put more data in a buffer than it can hold or when a program attempts to put data in a memory area past a buffer. In this case, a buffer is a sequential section of memory allocated to contain anything from a character string to an array of integers [CWE-120].

bug ........................................ A problem that exists in the software's code that may or may not represent a vulnerability [Barnum].

built-in security defenses .......... Capabilities designed to minimize the exposure of the software's vulnerabilities to external threats and to keep the software in a secure state regardless of the input and parameters it receives from its users or environment.

certification ............................ Comprehensive evaluation of the technical and nontechnical security safeguards of an information system to support the accreditation process that establishes the extent to which a particular design and implementation meets a set of specified security requirements [CNSSI 4009].

certification and accreditation .... A comprehensive assessment of the management, operational, and technical security controls in an information system, made in support of security accreditation, to determine the extent to which the controls are implemented correctly, operating as intended, and producing the desired
outcome with respect to meeting the security requirements for the system. Accreditation is the official management decision given by a senior agency official to authorize operation of an information system and to explicitly accept the risk to agency operations (including mission, functions, image, or reputation), agency assets, or individuals, based on the implementation of an agreed-upon set of security controls [NIST SP 800-37].

change management..............A structured approach to change in individuals, teams, organizations and societies that enables the transition from a current state to a desired future state.

commercial off the shelf (COTS)...............Commercial software or hardware products, which are ready-made and available for sale to the general public.

component.........................A part or element within a larger system. A component may be constructed of hardware or software and may be divisible into smaller components. In the strictest definition, a component must have a contractually-specified interface(s), explicit context dependencies, the ability to be deployed independently, and the ability to be assembled or composed by someone other than its developer with other components. In a less restrictive definition, a component may also be a code unit (that is, a separately testable element of a software component, a software component that cannot be further decomposed into constituent components, or a logically separable part of a computer program) or a code module (that is, a program unit that is discrete and identifiable with respect to compilation, combination with other units, and loading). Note that the terms code unit and code module are sometimes used interchangeably [Goertzel, 2007].

component assembly ...............Process of organizing and configuring components (by the strict definition of that term) to use their built-in interfaces to communicate/interact with each other.

confidentiality.....................Preserving authorized restrictions on information access and disclosure, including means for protecting personal privacy and proprietary information [FISMA 2002].

A loss of confidentiality is the unauthorized disclosure of information [FIPS 199].

configuration management .......Management of security features and assurances through control of changes made to hardware, software, firmware, and documentation, test, test fixtures, and test documentation throughout the life cycle of an information system [CNSSI 4009].

continuous security monitoring.....................Employment of techniques and procedures for the continuous monitoring of the security state of the software.
contract A mutually binding legal relationship obligating the seller to furnish the supplies or services (including construction) and the Acquirer to pay for them. It includes all types of commitments that obligate the organization to an expenditure of appropriated funds and that, except as otherwise authorized, are in writing. In addition to bilateral instruments, contracts include (but are not limited to) awards and notices of awards; job orders or task letters issued under basic ordering agreements; letter contracts; orders, such as purchase orders, under which the contract becomes effective by written acceptance or performance; and bilateral contract modifications. Contracts do not include grants and cooperative agreements covered by 31 U.S.C. 6301, et seq. [FAR Subpart 2.101].

contracting Purchasing, renting, leasing, or otherwise obtaining supplies or services from nonfederal sources. Contracting includes description (but not determination) of supplies and services required, selection and solicitation of sources, preparation and award of contracts, and all phases of contract administration. It does not include making grants or cooperative agreements [FAR Subpart 2.101].

contract or procurement specialist An individual who performs contracting functions usually in support of a contracting officer or other contracting official.

contract administration Management of a contract to ensure that organization receives the quality of products and services specified in the contract within established costs and schedules.

contracting officer A person with the authority to enter into, administer, and/or terminate contracts and make related determinations and findings [adapted from FAR Subpart 2.101].

contracting officer representative (COR) See contracting officer technical representative

contracting officer technical representative (COTR) An individual appointed by the contracting officer to act for the contracting officer in certain contracting situations and administer a contract on a daily basis [FAI].

correctness (1) The degree to which software is free from errors or inadequacies in its specification, design, and implementation.
(2) The degree to which software, documentation, or other items satisfy their specified requirements.
(3) The degree to which software, documentation, or other items meet user needs and expectations, whether those needs and expectations are specified or not [adapted from IEEE 610.12].

critical software Software the failure of which could have an impact on security, safety, or could cause large financial or social loss. Critical software is also referred to as “high consequence software” [adapted from IEEE Std 1012].
custom software.................... Software developed either for a specific organization or function. It is generally not targeted to the mass market, but usually created for a specific customer to satisfy that customer’s unique needs.

defense-in-depth ...................... Security strategy in which people, technology, and operational capabilities are combined and coordinated to establish variable barriers across multiple layers and dimensions of computing environments or networks. This term is synonymous with security-in-depth [adapted from CNSSI 4009].

A principle for building systems stating that multiple defensive mechanisms at different layers of a system are usually more secure than a single layer of defense. For example, when performing input validation, one might validate user data as it comes in and then also validate it before each use — just in case something was not caught, or the underlying components are linked against a different front end, etc. [OWASP Glossary].

denial of service (DoS) ............ Prevention of authorized access to a system resource by making that resource unavailable or inaccessible at its expected level of operation capacity and performance, e.g., by delaying system operations and functions, terminating system operations, or interfering with connectivity to/from the system [adapted from ISO/IEC 18028-1].

Any action or series of actions that prevents any part of an IS from functioning [CNSSI 4099].

due care... ... ... ... ... ... The responsibility that managers and their organizations have a duty to provide for information security to ensure that the type of control, the cost of control, and the deployment of control are appropriate for the system being managed [NIST SP 800-30].

embedded software.................. Software that is part of a larger physical system and performs some of the requirements of that system, e.g., software used in an aircraft or rapid transit system. Typically, such software does not provide an interface with the user; however, this limitation is changing with some modern embedded software.

error ........................................ The difference between a computed, observed, or measured value or condition and the true, specified, or theoretically correct value or condition [IEEE 610.12].

event ........................................ An occurrence of some specific situation, activity, or data handling [adapted from ISO/IEC TR 15947].

exploit........................................ A technique, which may be implemented by software code (often in the form of a script), that takes advantage of a vulnerability or security weakness in a piece of target software. If implemented by software code, the code itself (rather than the activity it performs) is sometimes referred to as the exploit [adapted from Barnum].
SOFTWARE ASSURANCE IN ACQUISITION: MITIGATING RISKS TO THE ENTERPRISE

**failure**..............................The inability of a system or component to perform its required functions within specified requirements [adapted from IEEE 610.12].

**flaw**.................................Error of commission, omission, or oversight in an information system that may allow protection mechanisms to be bypassed [CNSSI 4009].

A flaw is a problem that exists in the software's design. May or may not represent a vulnerability [Barnum].

**freeware**.............................Software that is available for use free of charge for an unlimited time.

**government off the shelf (GOTS)**............Software and hardware products that are developed by the technical staff of the government agency for which it is created or by an external entity, but with funding and specification from the agency.

**implementation**.......................Of a system, the system development phase at the end of which the hardware, software, and procedures of the system considered become operational [ANSDIT].

**incentive contract**......................Incentive contracts as described in this subpart are appropriate when a firm-fixed-price contract is not appropriate and the required supplies or services can be acquired at lower costs and, in certain instances, with improved delivery or technical performance, by relating the amount of profit or fee payable under the contract to the contractor’s performance.

Incentive contracts are designed to obtain specific acquisition objectives by—(1) Establishing reasonable and attainable targets that are clearly communicated to the contractor; and (2) Including appropriate incentive arrangements designed to—(i) motivate contractor efforts that might not otherwise be emphasized; and (ii) discourage contractor inefficiency and waste.

When predetermined, formula-type incentives on technical performance or delivery are included, increases in profit or fee are provided only for achievement that surpasses the targets, and decreases are provided for to the extent that such targets are not met. The incentive increases or decreases are applied to performance targets rather than minimum performance requirements.

The two basic categories of incentive contracts are fixed-price incentive contracts (see 16.403 and 16.404) and cost-reimbursement incentive contracts (see 16.405). Since it is usually to the Government’s advantage for the contractor to assume substantial cost responsibility and an appropriate share of the cost risk, fixed-price incentive contracts are preferred when contract costs and performance requirements are reasonably certain. Cost-reimbursement incentive contracts are subject to the overall limitations in 16.301 that apply to all cost-reimbursement contracts.

Award-fee contracts are a type of incentive contract [FAR Subpart 16.401].
independent testing ..........A common practice of software testing is that it is performed by an independent group of testers after the functionality is developed but before it is shipped to the customer. This practice often results in the testing phase being used as project buffer to compensate for project delays, thereby compromising the time devoted to testing.

information assurance ..........Measures that protect and defend information and information systems by ensuring their availability, integrity, authentication, confidentiality, and non-repudiation. These measures include providing for restoration of information systems by incorporating protection, detection, and reaction capabilities [CNSSI 4009].

information resources ..........Information and related resources, such as personnel, equipment, funds, and information technology [FISMA 2002].

information security ..........The protection of information and information systems from unauthorized access, use, disclosure, disruption, modification, or destruction in order to provide confidentiality, integrity, and availability [FISMA 2002].

information sensitivity ..........A measure of the importance assigned to information by its owner, for the purpose of denoting its need for protection [adapted from "sensitivity" defined in NIST SP 800-60—also known as sensitive information].

information system ..........A discrete set of information resources organized for the collection, processing, maintenance, use, sharing, dissemination, or disposal of information. [44 U.S.C., Sec. 3502].

information technology ..........Any equipment or interconnected system or subsystem of equipment that is used in the automatic acquisition, storage, manipulation, management, movement, control, display, switching, interchange, transmission, or reception of data or information by the executive agency. For purposes of the preceding sentence, equipment is used by an executive agency if the equipment is used by the executive agency directly or is used by a contractor under a contract with the executive agency which (i) requires the use of such equipment; or (ii) requires the use, to a significant extent, of such equipment in the performance of a service or the furnishing of a product. The term information technology includes computers, ancillary equipment, software, firmware and similar procedures, services (including support services), and related resources [40 U.S.C., Sec. 11101].

input validation ..........The act of determining that data input to a program is sound (for example, it might include: the length, format, physical content of the data do not vary from the acceptable parameters defined for length, format, and physical content) [adapted from OWASP Glossary].

integrity ..........Guarding against improper information modification or destruction, and includes ensuring information non-repudiation and authenticity [FISMA 2002].
A loss of integrity is the unauthorized modification or destruction of information [FIPS 199].

**information security**

Protecting information and information systems from unauthorized access, use, disclosure, disruption, modification, or destruction in order to provide—

1) integrity, which means guarding against improper information modification or destruction, and includes ensuring information non-repudiation and authenticity;

2) confidentiality, which means preserving authorized restrictions on access and disclosure, including means for protecting personal privacy and proprietary information; and

3) availability, which means ensuring timely and reliable access to and use of information [FISMA 2002].

**information security personnel**

Individuals who protect information and information systems from unauthorized access, use, disclosure, disruption, modification, or destruction to provide confidentiality, integrity, and availability.

**justifiable confidence**

The actions, arguments and evidence that provide a basis for a defensible reduction in uncertainty.

**malicious activity**

An activity by a person or software process that intentionally misuses, misappropriates, damages, or destroys the functionality, resources, or data of the system, or which violates any aspect of its governing usage policies including its security policy.

**malicious code**

Software or firmware intended to perform an unauthorized process that will have adverse impact on the confidentiality, integrity, or availability of an information system [CNSSI 4009].

A virus, worm, Trojan horse, or other code-based malicious entity that successfully infects the host [NIST SP 800-61].

Undocumented software or firmware intended to perform an unauthorized or unanticipated process that will have adverse impact on the dependability of a component or system. Malicious code may be self-contained (as with viruses, worms, malicious bots, and Trojan horses), or may be embedded in another software component (as with logic bombs, time bombs, and some Trojan horses) [Goertzel, 2007].

**malware**

A program that is inserted into a system, usually covertly, with the intention of compromising the specified operation of that system, including its ability to protect the confidentiality, integrity, and availability of the system’s data, applications, or operating system or of otherwise annoying or inhibiting the operational abilities of the system’s users [adapted from NIST SP 800-83].
measure........................................ Variable to which a value is assigned as the result of measurement [ISO/IEC 15939]. This definition is the coinage of the measurement community, and is at variance with any standard dictionary definition of the word.

measurement................................ Set of operations having the object of determining a value of a measure [ISO/IEC 15939].

mission........................................ A specific task with which a person or a group is charged [Webster].

mission assurance................................ An engineering process performed over the life cycle of a program to identify and mitigate design, production, test, and field support deficiencies that could affect mission success. It requires the application of system engineering, risk management, quality and management principles to achieve mission success. It relies on independent technical assessment throughout the entire design, development, testing, deployment, and operations process [Grimm, 2004].

misuse.......................................... Usage that deviates from what is expected (with expectation usually based on the software’s specification). If the misuse is maliciously motivated, it is referred to as abuse. [Goertzel, 2007].

mobile code.................................... Software modules obtained from remote systems, transferred across a network, and then downloaded and executed on local systems without explicit installation or execution by the recipient [CNSSI No. 4009]. In particular, “mobile code” is used to describe applets within web browsers based upon Microsoft’s ActiveX, Sun’s Java, or Netscape’s JavaScript technologies.

national security system.......................... Any information system (including any telecommunications system) operated by an agency or by a contractor of an agency, or other organization on behalf of an agency—

(i) the function, operation, or use of which—

(I) involves intelligence activities;

(II) involves cryptologic activities related to national security;

(III) involves command and control of military forces;

(IV) involves equipment that is an integral part of a weapon or weapons system; or

(V) subject to subparagraph (B), is critical to the direct fulfillment of military or intelligence missions; or

(ii) is protected at all times by procedures established for information that have been specifically authorized under criteria established by an Executive order or an Act of Congress to be kept classified in the interest of national defense or foreign policy.
(B) Subparagraph (A)(i)(V) does not include a system that is to be used for routine administrative and business applications (including payroll, finance, logistics, and personnel management applications) [FISMA 2002].

**non-developmental item** ........ (1) Any previously developed item of supply used exclusively for governmental purposes by a Federal agency, a State or local government, or a foreign government with which the United States has a mutual defense cooperation agreement;
(2) A ny item described in paragraph (1) of this definition that requires only minor modification or modifications of a type customarily available in the commercial marketplace in order to meet the requirements of the procuring department or agency; or
(3) A ny item of supply being produced that does not meet the requirements of paragraphs (1) or (2) solely because the item is not yet in use.[FAR Subpart 2.101].

**non-repudiation** ....................... Assurance the sender of data is provided with proof of delivery and the recipient is provided with proof of the sender’s identity, so neither can later deny having processed the data. [CNSSI 4009] In terms of software’s activities, non-repudiation extends to the inability of software to deny having performed a specific action.

**open source software** ..................... Commercial software whose source code is available by license permitting users to study and change (improve) the software, as well as redistribute it in modified or unmodified form.

**outsourcing** ............................ The delegation of operations or jobs from internal production within a business to an external entity, usually by contract.

**patch management** ..................... The process of acquiring, testing, and distributing patches to the appropriate administrators and users throughout the organizations [NIST SP 800-61].

**penetration testing** ..................... Security testing in which evaluators mimic real-world attacks to attempt to identify methods for circumventing the security features of an application, system, or network. Penetration testing often involves issuing real attacks on real systems and data, using common tools and techniques used by attackers. Most penetration tests involve looking for combinations of vulnerabilities on a single system or multiple systems that can be used to gain more access than could be achieved through any single vulnerability [NIST SP 800-115].

**program** ................................. The umbrella structure established to manage a series of related projects. The program does not produce any project deliverables. The project teams produce them all. The purpose of the program is to provide overall direction and guidance, to make sure the related projects are communicating effectively, to provide a central point of contact and focus for the client and the project teams, and to determine how individual projects should be defined to ensure all the work gets completed successfully [Mochal].
Program may also be an executable software entity.

**quality** The degree to which a component, system, or process meets its specified requirements and/or stated or implied user, customer, or stakeholder needs and expectations [Goertzel, 2007].

**regulations** Rules and administrative codes issued by governmental agencies at all levels, municipal, county, state and federal. While not laws they have the force of law, since they are adopted under authority granted by statutes, and often include penalties for violations. [Legal]

**regulatory and standards compliance** Refers to the application of the principles, policies, and procedures that enable an enterprise to meet applicable information security laws, regulations, standards, and policies to satisfy statutory requirements, perform industry-wide best practices, and achieve its information security program goals [SwA CBK].

**reliable software** The ability of a software application and its parts to perform its mission without failure, degradation, or demand on the support system.

Software that possesses the characteristic of reliability to the extent that it can be expected to consistently perform its intended functions satisfactorily. This implies a time factor in that reliable software is expected to perform correctly over a period of time. It also encompasses environmental considerations in that the software is required to perform correctly in whichever conditions it finds itself; this is sometimes termed robustness.

**request for information** A document used to obtain price, delivery, other market information, or capabilities for planning purposes when the Government does not presently intend to issue a solicitation [FAR Subpart 15.202(e)].

**request for proposal** A solicitation used in negotiated acquisitions to solicit proposals from prospective contractors to communicate the Acquirer’s requirements, anticipated terms and conditions that will apply to the contract, information required to be in proposals, and factors and significant subfactors that will be used to evaluate proposals and their relative importance [FAR Subpart 15.303].

**requirement** A statement that identifies an operational, functional, or design characteristic or constraint of a product or process. Ideally, a requirement should be unambiguous, testable or measurable, and necessary to the acceptability of the process or product (by consumers or those responsible for verifying the product/process’ conformance to internal quality assurance guidelines) [adapted from ISO/IEC 26702 IEEE 1220].

**residual risk** The remaining potential risk after all security measures are applied [NIST SP 800-33].
risk............................................ Possibility that a particular threat will adversely impact an information resource (including information systems, information, and software, whether embedded or part of an information systems) by exploiting a particular vulnerability [adapted from CNSSI 4009].

The level of impact on agency operations (including mission, functions, image, or reputation), agency assets, or individuals resulting from the operation of an information system given the potential impact of a threat and the likelihood of that threat occurring [FIPS 200].

The potential that a given threat will exploit vulnerabilities of an asset or group of assets and thereby cause harm to the organization. It is measured in terms of a combination of the probability of an event and its consequence [ISO/IEC 13335-1].

risk analysis.............................. The process of identifying the risks to system security and determining the likelihood of occurrence, the resulting impact, and the additional safeguards that mitigate this impact. Risk analysis is part of risk management and synonymous with risk assessment [NIST SP 800-30].

risk assessment.......................... The process of identifying risks to agency operations (including mission, functions, image, or reputation), agency assets, or individuals by determining the probability of occurrence, the resulting impact, and additional security controls that would mitigate this impact. It is part of risk management, synonymous with risk analysis, and incorporates threat and vulnerability analyses [NIST SP 800-30 and NIST SP 800-53].

risk-based decision .................. Decision making in which such decisions are made solely based on the results of a probabilistic risk analysis.

risk management ..................... The process of managing risks to organizational operations (including mission, functions, image, or reputation), organizational assets, individuals, other organizations, or the Nation resulting from the operation or use of an information systems, and includes: (i) the conduct of a risk assessment; (ii) the implementation of a risk mitigation strategy, and (iii) employment of techniques and procedures for the continuous monitoring of the security state of the information system. [adapted from NIST SP 800-39 and FIPS 200].

risk mitigation ....................... Prioritizing, evaluating, and implementing the appropriate risk-reducing controls recommended from the risk assessment process [NIST SP 800-30].

risk tolerance......................... The level of risk an entity is willing to assume in order to achieve a potential desired result [NIST SP 800-32].

robustness.............................. The degree to which a component or system can function correctly in the presence of invalid inputs or stressful environmental conditions, including inputs or conditions that are intentionally and maliciously created [IEEE 610.12].
**Role**

An abstract definition of a set of functions performed and work products or deliverables owned. Roles are typically realized by an individual, or a set of individuals, working together as a team. Roles are not individuals; instead, they describe how individuals behave in the business and what responsibilities these individuals have [IBM].

**Secure Coding**

Software programming practices that reduce or eliminate software defects/programming errors as well as other programming practices that lead to software vulnerabilities [CERT Secure Coding].

**Secure Coding Principles**

A set of philosophical imperatives that collectively govern how coding is done by the programmer so that the resulting software will behave and function as securely as possible.

**Secure Coding Tools**

Tools that can make work easier, at various stages of the software development life cycle. Categories of such tools include:
1. Static Code Checkers
2. Runtime Code Checkers
3. Profiling Tools

**Secure Design Principles**

A set of philosophical imperatives that collectively govern how the design is conceived by the developer so that the resulting software will behave and function as securely as possible.

**Secure Software**

Software that realizes, with justifiably high confidence, but does not guarantee absolutely a substantial set of explicit security properties and functionality, including all those required for its intended usage [Redwine and Davis].

**Secure Software Project Management**

Systematic, disciplined, and quantified application of management activity that ensures the software being developed conforms to security policies and meets security requirements [Abran].

**Security**

Protection against intentional subversion or sabotage (which includes forced failure). Security is a composite of four attributes—confidentiality, integrity, availability, and accountability—plus aspects of a fifth, usability, all of which have the related issue of their assurance [SwA CBK].

To be considered secure, software must exhibit three properties:

1. **Dependability**: Dependable software executes predictably and operates correctly under all conditions, including hostile conditions, including when the software comes under attack or runs on a malicious host.
2. **Trustworthiness**: Trustworthy software contains few if any vulnerabilities or weaknesses that can be intentionally exploited to subvert or sabotage the software’s dependability. In addition, to be considered trustworthy, the software must contain no malicious logic that causes it to behave in a malicious manner.
3. Resilience: Resilient software can resist most known attacks and as many novel attacks as possible. It will also be able to tolerate most of the attacks it cannot resist. Finally, it will be able to isolate the source of, limit the extent of damage from, and recover quickly from the few attacks it can neither resist nor tolerate.

**security architecture** 
Computer security model referring to the underlying computer architectures, protection mechanisms, distributed computing environment security issues, and formal models that provide the framework for information systems security policy.

**security attributes** 
A security-related quality of an object. Security attributes may be represented as hierarchical levels, bits in a bit map, or numbers. Compartments, caveats, and release markings are examples of security attributes [FIPS 188].

**security category** 
The characterization of information or an information system based on an assessment of the potential impact that a loss of confidentiality, integrity, or availability of such information or information system would have on organizational operations, organizational assets, or individuals [FIPS 199]. [Note that the security category of information or an information system also applies to the software that processes the information in an information system.]

**security certification** 
A comprehensive assessment of the management, operational, and technical security controls in an information system, made in support of security accreditation, to determine the extent to which the controls are implemented correctly, operating as intended, and producing the desired outcome with respect to meeting the security requirements for the system [NIST SP 800-37].

**security change management** 
All activities involved in (1) defining and instilling new values, attitudes, norms, and behaviors within an organization that support new ways of doing work and overcome resistance to change that involves changes to the security configuration; (2) building consensus among customers and stakeholders on specific changes designed to better meet their needs; and (3) planning, testing, and implementing all aspects of the transition from one organizational structure or business process to another [adapted from GAO BPR Glossary].

**security control** 
The management, operational, and technical control (i.e., safeguards or countermeasures) prescribed for an information system to protect the confidentiality, integrity, and availability of the system and its information [FIPS 199].

**security control baseline** 
The set of minimum security controls defined for a low-impact, moderate-impact, or high-impact information system.

**security objectives** 
Confidentiality, integrity, and availability [FISMA, 2002].
security metrics - A system of security measurement to quantitatively assess information and information systems security based on security performance goals and objectives [NIST SP 800-55].

security policy - A document or documents that describe the security requirements and their solutions.

security requirements - Requirements levied on a system that are intended to ensure that the system exhibits all of the security properties and performs all of the security-related functions required to ensure its own dependable, trustworthy, and resilient operation, and the preservation of the confidentiality, integrity, and availability of the information it processes, stores, and/or transmits. Security requirements may be derived from laws, executive orders, directives, policies, instructions, regulations, organizational (mission), or individual user needs [adapted from NIST SP 800-53 and Goertzel, 2008].

security requirements analysis - A process for analysis of security requirements to determine how, when, where, and to what extent planned security controls are needed. The process involves reviewing mandated security requirements, functional security requirements, and assurance requirements [adapted from NIST SP 800-64, p. 28].

security specifications - Documented security requirements.

sensitive information - A measure of the importance assigned to information by its owner, for the purpose of denoting its need for protection [NIST SP 800-60].

sensitivity determination - A graduated system of marking (e.g., low, moderate, high) information and information processing systems based on threats and risks that result if a threat is successfully conducted [FIPS 201-1].

shareware - Marketing method for commercial software, whereby a trial version is distributed in advance and without payment, as is common for proprietary software. Shareware software is typically obtained free of charge. Shareware is known as “try before you buy,” demoware, trialware, among other names. Payment is often required once a set period of time has elapsed after installation.

    A kind of freeware for which the software’s author or distributor requests some payment, usually in the accompanying documentation files or in an announcement made by the software itself. Such payment may or may not buy the purchaser additional support of functionality.

software - A set of instructions, written in some form of symbolic language (i.e., a “programming language” or “scripting language”), which are ultimately interpreted or compiled into the low-level binary language directly understood by the hardware of the processor on which the software executes, in order for that processor to accomplish the functional tasks specified by the software.
software acceptance
testing........................................ A formal test defined to check acceptance criteria for software prior to its delivery.

software assurance................... The level of confidence that software is free from vulnerabilities, either intentionally designed into the software or accidentally inserted at anytime during its life cycle, and the software functions in the intended manner [CNSSI 4009].

software pedigree .................... Background/lineage of the software being acquired. This includes such considerations as how the version of the software under consideration at a given point in time was originally conceived and implemented, and by whom. While the software’s pedigree is extended, and thus changed, each time the software is modified in some way by its developer, at any given point in time, the software as it exists in that point in time, can be said to have a fixed pedigree.

software provenance ............... Experience of the software being acquired after it leaves the control of its developer(s) and enters the supply chain. This includes such considerations as how the software is licensed, how it is installed and configured in its execution environment, and how it is modified through patching and updating, and by whom. Provenance also reflects changes in responsibility for the ongoing development of the software (new versions, patches, etc.)----for example, if this responsibility shifts from the software’s original developer to an integrator or a new development organization (as when one software firm buys another).

software development
process.................................... The process by which user needs are translated into a software product. The process involves translating user needs into software requirements, transforming the software requirements into design, implementing the design in code, testing the code, and sometimes installing and checking out the software for operational activities. Note: these activities may overlap or be performed iteratively [adapted from IEEE 610.12].

software-intensive
system..................................... A system in which the majority of components are implemented in/by software, and in which the functional objectives of the system are achieved primarily by its software components [Goertzel, 2007].

software resilience.................. Software that can resist most known attacks and as many novel attacks as possible and able to tolerate most of the attacks it cannot resist. Finally, resilient software will be able to isolate the source of, limit the extent of damage from, and recover quickly from the few attacks it can neither resist nor tolerate.

software.................................. See the definition for security.
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Weakness.................................An underlying condition or construct in software that has the potential for degrading the security of the software [Barnum].

Software Supply Chain...............A coordinated system of organizations, people, activities, information and resources involved in moving software in physical or virtual manner from supplier to customer.

Solicitation................................A document that requests proposals, offers, quotes, or information from prospective contractors.

Stakeholder.............................An individual or constituencies who have a vested interest in an outcome.

Standard.................................An agreement among any number of organizations that defines certain characteristics, specification, or parameters related to a particular aspect of computer technology [IEEE 100].

Statement of Work (SOW) or Work Statement (WS)........A document incorporated into a solicitation (and contract upon award) that describes the needs and requirements of work to be done/delivered.

Statement of Objectives (SOO)........A document incorporated into the solicitation that states the overall performance objectives. It is used in solicitations when the organization intends to provide the maximum flexibility to each potential supplier to propose an innovative approach [adapted from FAR Subpart 2.101].

Strategy.................................A plan of action resulting from a formal process of planning and anticipation of realizing specific goals [Webster].

Subversion..............................Changing (process or) product so as to provide a means to compromise a required property, such as security [adapted from Anderson].

Supplier Relationship Management........A business strategy designed to optimize profitability, revenue, and customer satisfaction by organizing the enterprise around customer segments, fostering customer-centric behavior and implementing customer-centric processes. The application domains of CRM include technology-enabled selling (TES), customer service and support (CSS), and technology-enabled marketing (TEM). CRM optimized through Web channels is known as e-channel CRM (e-CRM) [Gartner].

Supply Chain..........................The set of organizations, people, activities, information, and resources for creating and moving a product or service, including its subcomponents, from suppliers through to their customers [NDIA].

System....................................A combination of interacting elements organized to achieve one or more stated purposes [ISO/IEC 15288].

Testing.................................An activity performed for assessing the conformance of software with any or all of its required properties and/or behaviors and for improving it, by identifying defects and problems [adapted from Abran].
threat ........................................... Any circumstance or event with the potential to adversely impact an IS through unauthorized access, destruction, disclosure, modification of data, and/or denial of service [CNSSI 4009].

An actor, agent, circumstance, or event with the potential to cause harm to a software-intensive system or to the data or resources to which it has or enables access. If intentional and malicious, the threat is likely to be realized by an attack that exploits a vulnerability in software [Barnum].

threat model(ing) ....................... The analysis, assessment and review of audit trails and other information collected for the purpose of searching out system events that may constitute violations of system security [CNSSI 4009].

total quality management .............. A management strategy aimed at embedding awareness of quality in all organizational processes.

Trojan horse .............................. Malicious program that masquerades as a benign application [ISO/IEC 18043].

trust ........................................... The confidence one element has in another that the second element will behave as expected.

trustworthiness .......................... Logical basis for assurance (i.e., justifiable confidence) that the system will perform correctly, which includes predictably behaving in conformance with all of its required critical properties, such as security, reliability, safety, or survivability, in the face of wide ranges of threats and accidents, and will contain no exploitable vulnerabilities either of malicious or unintentional origin. Software that contains exploitable faults or malicious logic cannot justifiably be trusted to “perform correctly” or to “predictably satisfy all of its critical requirements” because of its compromisable nature and the presence of unspecified malicious logic would make prediction of its correct behavior impossible [Goertzel, 2007].

trustworthy software ................. Computer software that contains few if any vulnerabilities or weaknesses that can be intentionally exploited to subvert or sabotage the software’s dependability, and contains no malicious logic that causes it to behave in a malicious manner [Goertzel, 2008].

unauthorized access .......................... A person gains logical or physical access without permission to a network, system, application, data, or other information technology resource [NIST SP 800-61, Rev 1].

Occurs when a user, whether legitimate or not, accesses a resource that he/she is not permitted to use [adapted from FIPS 191, p. 11].

validation ................................. Process of applying specialized security test and evaluation procedures, tools, and equipment needed to establish acceptance for joint usage of an information system by one or more departments or agencies and their contractors [CNSSI 4009].
The act of determining that data is sound. In security, this term is generally used in the context of validating input [OWASP Glossary].

**vulnerability** ................. Weakness in an information system, system security procedures, internal controls, or implementation that could be exploited [CNSSI 4009].

A software weakness that can be exploited by an attacker. Bugs and flaws collectively form the basis of most software vulnerabilities [Barnum].

**weakness** .......................... A flaw, defect, or anomaly in software that has the potential of being exploited as a vulnerability when the software is operational. A weakness may originate from a flaw in the software’s security requirements or design, a defect in its implementation, or an inadequacy in its operational and security procedures and controls.

The distinction between “weakness” and “vulnerability” originated with the MITRE Corporation Common Weaknesses and Exposures (CWE) project (http://cve.mitre.org/cwe/about/index.html) [CWE-120].

**web service** .......................... A software component or system designed to support interoperable machine- or application-oriented interaction over a network. A Web service has an interface described in a machine-processable format (specifically WSDL). Other systems interact with the Web service in a manner prescribed by its descriptions using SOAP messages, typically conveyed using HTTP with an XML serialization in conjunction with other Web-related standards. [NIST SP 800-95].
Appendix C. An Imperative for SwA in Acquisition

**Current Practice.** Common current practice in acquisition is to accept software that satisfies functionality with little regard for achieving and assuring security properties—increasing the danger (risk exposure) to users. Acquisition officials continue to accept software riddled with errors and other security vulnerabilities. This, in part, may be due to acquisition policies and procedures that do not ensure that security is a main concern of software. In addition, acquisition officials may not be aware of the costs and increased risk exposure attributable to software that is not secure.

Purchasing secure software does entail moderate upfront costs to the acquisition manager; however, the price paid in lost time and resources to continually maintain (patch) a vulnerable software component can run as much as three times the initial purchase of secure software [Graff and Van Wyk]. Many organizations fall behind in properly patching vulnerable software due to those exponential costs, leaving them exposed to attack.

Dangers may be attributable to software errors or other vulnerabilities to include the unknowing acceptance of software that contains malicious code. Vulnerable software may permit the following:

- unintentional errors leading to faulty operations that result in destruction of information or major disruption of operations
- intentional insertion of malicious code intent on loss of life, destruction of information, major disruption of operations, or even destruction of critical infrastructure
- theft of vital information that is sensitive or classified
- theft of personal information
- changed product, inserted agents, or corrupted information.

**The Imperative.** Rampant worldwide increase in exploitation of software vulnerabilities demands that acquisition officials not only check for acceptable functionality but also achieve acceptable software assurance. Although the prevailing practices of software suppliers have failed to produce safe, secure, reliable, and dependable software, some segments of the software industry are moving toward rigorous software development practices to minimize software errors and other vulnerabilities that give our adversaries an open door to exfiltrate data and to deny or degrade services.

The acquisition process can be leveraged to promote good software development practices and to facilitate the delivery of trustworthy software. All final software security requirements decisions are made during the acquisition process, in addition to acceptance and implementation decisions. Security cannot be “bolted on” after the product is delivered.

As the Open Web Application Security Project (OWASP) Foundation states, “Ultimately, we believe that there is no alternative to making security a part of the software contracting. Currently, we believe that there are serious misunderstandings about the security of code being delivered under many software development contracts. This can only lead to expensive litigation and a decision made by individuals with little software experience or understanding.” The acquisition official is important in the line of defense to ensure that safe, secure, reliable, and dependable software is delivered. To that end, the acquisition official should provide an

---

acquisition process that ensures the continuity of essential business operations across a wide range of potential emergencies and/or exploitations.

**Information Assurance vis-à-vis SwA.** Information assurance relates to measures that protect and defend information and information systems by ensuring their availability,\(^{19}\) integrity,\(^{20}\) authentication,\(^{21}\) confidentiality,\(^{22}\) and nonrepudiation.\(^{23}\) These measures include providing for restorations of information systems by incorporating protection, detection, and reaction capabilities. Information systems include the software that controls the system and processes data and information. Therefore, measures must be used to protect the systems from software vulnerabilities and unintended software processing that expose a system to compromises in availability, integrity, and other security properties. SwA provides those measures.

**United States National Concerns.** A February 2005 report to the President of the United States identified the vulnerability of software as a cyber security issue of national importance. As indicated in the report, software development practices lack the scientific underpinnings and rigorous controls needed to produce high-quality, secure products at acceptable cost. Commonly used software engineering practices permit dangerous error, which enable hundreds of attack programs to compromise millions of computers every year. “Vulnerabilities in software that are introduced by mistake or poor practices are a serious problem today. In the future, the Nation may face even more challenging problems as adversaries—both foreign and domestic—become increasingly sophisticated in their ability to insert malicious code into critical software” [U.S. President’s Information Technology Advisory Committee (US PITAC) 2005, 9]. The report also recognizes that software is an underpinning of all critical infrastructure. Software is an essential element of systems that comprise critical infrastructure sectors: public health, banking and finance, agriculture and food, water, emergency services, telecommunications, energy, transportation, chemicals and hazardous materials, postal services, and the defense industrial base. The vulnerabilities that permit adversaries to insert malicious code into these critical systems must be minimized.

In May 2004, the U.S. General Accounting Office (now the Government Accountability Office) issued a report to the U.S. Congress on the vulnerability of software in the acquisition process [GAO–04–678]. In particular, the report found that “malicious code is a threat that is not adequately addressed in current acquisition policies and security procedures.” The main thrust of the review revolved around risks inherent in the development of weapons system software by foreign sources. However, the findings and recommendations covered all purchased products or systems that are software intensive. Two recommendations are quoted below:

- “Require program managers, working with software/application security experts, acquisition personnel, and other organizations as necessary to specifically define software security requirements, including those for identifying and managing software suppliers. These requirements should then be communicated as part of the prime development contract, to be used as part of the criteria to select software suppliers.”
- “Based on defined software security requirements, require program managers to collect and maintain information on software suppliers, including software from foreign suppliers. This information should

---

19 Timely, reliable access to data and information services for authorized users [CNSSI No. 4009].
20 Quality of an information system reflecting the logical correctness and reliability of the operating system; the logical completeness of the hardware and software implementing the protection mechanisms; and the consistency of the data structures and occurrence of the stored data. Note that, in a formal security mode, integrity is interpreted more narrowly to mean protection against unauthorized modification or destruction of information [CNSSI No. 4009].
21 Security measure designed to establish the validity of a transmission, message, or originator, or means of verifying an individual's authorization to receive specific categories of information [CNSSI No. 4009].
22 Assurance that information is not disclosed to unauthorized individuals, processes, or devices [CNSSI No. 4009].
23 Assurance that the sender of data is provided with proof of delivery and the recipient is provided with proof of the sender's identity, so neither can later deny having processed the data [CNSSI No. 4009].
be evaluated periodically to assess changes in the status of suppliers and adjustments to program security requirements."

A report to the President of the United States in February 1999 [US PITAC 1999, 27–31] identified software development practices failing to produce high-quality, reliable, and secure software. An increasing number of software intensive systems fail because of errors imposed into the software.

In September 2005, the Federal Acquisition Regulation was updated to include the Information Technology Security provisions of the Federal Information Security Management Act. It specifically noted that the “supply chain introduces risks to American society that relies on the Federal Government for essential information and services.” Because the majority of network and system exploits target software applications, it is important that acquisitions and procurements factor in risks posed by the entire supply chain,\(^\text{24}\) not just the end seller. Figure C–1 shows some of the potential paths software can take before it is acquired.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{potential-software-supply-chain-paths.png}
\caption{Potential Software Supply Chain Paths\(^\text{25}\)}
\end{figure}

\(^{24}\) Though the program/project manager (PM) is responsible for ensuring the acquisition process is followed, it is important that the PM convey what is required at each level of the process (expectations), not just at the beginning. The supply chain consists of (but is not exclusive to) the following: Software Acquirers/Buyers in industry and government, IA personnel supporting acquisition managers (if available), decisionmakers for software acquisitions, and the prime contractors and the subs in their supply chain, software suppliers, Program/Project Managers, contracts personnel, and the requirements personnel.
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This appendix contains software assurance due diligence questionnaire examples for several types of software. Acquirers may use a questionnaire as a means for gathering relevant information to support decisionmaking versus being a decisionmaking tool. When using the questionnaires, acquirers should change the questions to suit their particular acquisitions since (1) not all questions are applicable and (2) other acquisition-specific questions may be more appropriate. The questionnaire is intended to solicit information from the suppliers. It is not a checklist, nor is it a complete listing of all possible SwA/security concerns. Expertise in software, acquisition, and information assurance—as well as common sense—is critical to smart decisions regarding the acquisition of assured software.

Questions should be reviewed prior to submission, and responses assessed, by knowledgeable SwA subject matter experts or other appropriate functional experts. In addition, when using the questionnaire as a tool, acquisition officials should ensure that they solicit evidence to support supplier responses when applicable. The table below could aid in the trade-off analysis.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Priority</th>
<th>Product 1 Score (0–4)</th>
<th>Product 2 Score (0–4)</th>
<th>Product 3 Score (0–4)</th>
<th>Product 1</th>
<th>Product 2</th>
<th>Product 3</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>Software History and Licensing</td>
<td>5</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>8.4</td>
<td>11.4</td>
<td>13.0</td>
<td>10.9</td>
</tr>
<tr>
<td>Development Process Management</td>
<td>3</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>9.0</td>
<td>9.0</td>
<td>9.0</td>
<td>9.0</td>
</tr>
<tr>
<td>Software Security Awareness and Training</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>9.0</td>
<td>9.0</td>
<td>9.0</td>
<td>9.0</td>
</tr>
<tr>
<td>Concept and Planning</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Architecture and Design</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Software Development</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Testing</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Software Change Management</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Built-in Software Defenses</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Assurance Claims and Evidence</td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Timeliness of Vulnerability Mitigation</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Security Track Record</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>
Table D-1. COTS Software Questionnaire

Commercial-off-the-shelf (COTS) software is a term for software products that are ready-made and are readily available for purchase in the commercial market. The table below lists questions to consider asking during a COTS software evaluation.

Related suggestions for products in general can be found in National Institute of Standards and Technology Special Publications 800–23, Guidelines to Federal Organizations on Security Assurance and Acquisition/Use of Tested/Evaluated Products, and 800–36, Guide to Selecting IT Security Products. Supplemental evaluation for information assurance (IA)-enabled (as defined within National Security Telecommunications and Information Systems Security Policy No. 11), biometric (as defined within Federal Information Processing Standard [FIPS] 201–1), electronic authentication (as defined within Office of Management and Budget M 04–04), and cryptographic (as defined by FIPS 140–2) software may exist based on the particular application.

<table>
<thead>
<tr>
<th>#</th>
<th>Question</th>
<th>Evidence</th>
<th>Priority (1-5)</th>
<th>Score (1-4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Can the pedigree of the software be established? Briefly explain what is known of the people and processes that created the software.</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Explain the change management procedure that identifies the type and extent of changes conducted on the software throughout its lifecycle.</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Is there a clear chain of licensing from original author to latest modifier? Describe the chain of licensing.</td>
<td>3</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>What assurances are provided that the licensed software does not infringe upon any copyright or patent? Explain</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Does your company have corporate policies and management controls in place to ensure that only corporate-approved (licensed and vetted) software components are used during the development process? Provide a brief explanation. Will the supplier indemnify the acquirer from these issues in the license agreement? Provide a brief explanation.</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>What are the processes (e.g., ISO 9000, CMMI), methods, tools (e.g., IDEs, compilers) techniques, etc. used to produce and transform the software (brief summary response)?</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>What security measurement practices and data does your company use to assist product planning?</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Is software assurance considered in all phases of development? Explain</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Describe the training your company offers related to defining security requirements, secure architecture and design, secure coding practices, and security testing.</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Do you have developers who possess software security related certifications (e.g., the SANS secure coding certifications)?</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Question</td>
<td>Evidence</td>
<td>Priority (1-5)</td>
<td>Score (1-4)</td>
</tr>
<tr>
<td>----</td>
<td>---------------------------------------------------------------------------</td>
<td>----------</td>
<td>----------------</td>
<td>-------------</td>
</tr>
<tr>
<td>11</td>
<td>Describe the company’s policy and process for professional certifications and ensuring certifications are valid and up-to-date.</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Concept and Planning</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Are there some requirements for security that are “structured” as part of general releasability of a product and others that are “as needed” or “custom” for a particular release?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Are there some requirements for quality that are “structured” as part of general releasability of a product and others that are “as needed” or “custom” for a particular release?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>What process is utilized by your company to prioritize security-related enhancement requests?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Architecture and Design</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>What threat assumptions were made, if any, when designing protections for the software and information assets processed?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>What security design and security architecture documents are prepared as part of the SDLC process?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>How are design documents for completed software applications archived?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Software Development</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>What are/were the languages and non-developmental components used to produce the software (brief summary response)?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>What secure development standards and/or guidelines are provided to developers?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Are tools provided to help developers verify that the software they have produced is minimized of weaknesses that could lead to exploitable vulnerabilities? What is the breadth of common software weaknesses covered (e.g., specific CWEs)?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>In preparation for release, are undocumented functions in the software disabled, test/debug code removed, and source code comments sanitized?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Built-in Software Defenses</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>Does the software validate (e.g., filter with whitelisting) inputs from untrusted sources before being used?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Has the software been designed to execute within a constrained execution environment (e.g., virtual machine, sandbox, chroot jail, single-purpose pseudo-user) and is it designed to isolate and minimize the extent of damage possible by a successful attack?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>Does the documentation explain how to install, configure, and/or use it securely? Does it identify options that should not normally be used because they create security weaknesses?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>Where applicable, does the program use run-time infrastructure defenses (such as address space randomization, stack overflow protection, preventing execution from data memory, and taint checking)?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Question</td>
<td>Evidence</td>
<td>Priority (1-5)</td>
<td>Score (1-4)</td>
</tr>
<tr>
<td>----</td>
<td>--------------------------------------------------------------------------</td>
<td>----------</td>
<td>----------------</td>
<td>-------------</td>
</tr>
<tr>
<td>26</td>
<td>How do you minimize the threat of reverse engineering of binaries? Are source code obfuscation techniques used? Are legal agreements in place to protect against potential liabilities of nonsecure software?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>What security criteria, if any, are considered when selecting third-party suppliers?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>Is the software required to conform to coding or API standards in any way? Explain.</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>What types of functional tests are/were performed on the software during its development (e.g., spot checking, component-level testing, integrated testing)?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>Who performs security tests and when are they performed on the product? Are tests performed by an internal test team, by an independent third party, or by both?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>What degree of code coverage does your testing provide?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>Are misuse test cases included to exercise potential abuse scenarios of the software?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>Are security-specific regression tests performed during the development process? If yes, how frequently are the tests performed?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>What release criteria does your company have for its products with regard to security?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>What security measures are in place for the software packaging facility?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>What controls are in place to ensure that only the accepted/released software is placed on media for distribution?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>How is the software packaged (e.g. Zipped, Linux RPM) and distributed?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>How is the integrity of downloaded software (if an option) protected?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>For the released software &quot;object,&quot; how many &quot;files&quot; does it consist of? How are they related?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>Is a validation test suite or diagnostic available to validate that the application software is operating correctly and in a secure configuration following installation? If so, how is it obtained?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>What training programs, if any, are available or provided through the supplier for the software? Do you offer certification programs for software integrators? Do you offer training materials, books, computer-based training, online educational forums, or sponsor conferences related to the software?</td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Question</td>
<td>Evidence</td>
<td>Priority (1-5)</td>
<td>Score (1-4)</td>
</tr>
<tr>
<td>----</td>
<td>--------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------</td>
<td>----------------</td>
<td>-------------</td>
</tr>
<tr>
<td>42</td>
<td>How has the software been measured/assessed for its resistance to identified, relevant attack patterns? Are Common Vulnerabilities &amp; Exposures (CVEs®) or Common Weakness Enumerations (CWEs) used? How have the findings been mitigated?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>Has the software been evaluated against the Common Criteria, FIPS 140-2, or other formal evaluation process? If the CC, what evaluation assurance level (EAL) was achieved? If the product claims conformance to a protection profile, which one(s)? Are the security target and evaluation report available?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>Are static or dynamic software security analysis tools used to identify weaknesses in the software that can lead to exploitable vulnerabilities? If yes, which tools are used? What classes of weaknesses are covered? When in the SDLC are these scans performed? Are SwA experts involved in the analysis of the scan results?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>Does the software contain third-party developed components? If yes, are those components scanned by a static code analysis tool?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>46</td>
<td>Has the product undergone any penetration testing? When? By whom? Are the test reports available under a nondisclosure agreement? How have the findings been mitigated?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>47</td>
<td>Are there current publicly-known vulnerabilities in the software (e.g., an un repaired CWE entry)?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

**Support**

<table>
<thead>
<tr>
<th>#</th>
<th>Question</th>
<th>Evidence</th>
<th>Priority (1-5)</th>
<th>Score (1-4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>48</td>
<td>Is there a Support Lifecycle Policy within the organization for the software in question? Does it outline and establish a consistent and predictable support timeline?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>49</td>
<td>How will patches and/or Service Packs be distributed to the Acquirer?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>What services does the help desk, support center, or (if applicable) online support system offer?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

**Software Change Management**

<table>
<thead>
<tr>
<th>#</th>
<th>Question</th>
<th>Evidence</th>
<th>Priority (1-5)</th>
<th>Score (1-4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>51</td>
<td>How extensively are patches and Service Packs tested before they are released?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td>Can patches and Service Packs be uninstalled? Are the procedures for uninstalling a patch or Service Pack automated or manual?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>53</td>
<td>Will configuration changes (if needed for the installation to be completed) be reset to what was there before the patch was applied in cases where the change was not made explicitly to close a vulnerability?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>54</td>
<td>How are reports of defects, vulnerabilities, and security incidents involving the software collected, tracked, and prioritized?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>55</td>
<td>Do you determine relative severity of defects and does that drive other things like how fast you fix issues?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>What are your policies and practices for reviewing design and architecture security impacts in relation to deploying patches?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Question</td>
<td>Evidence</td>
<td>Priority (1-5)</td>
<td>Score (1-4)</td>
</tr>
<tr>
<td>----</td>
<td>--------------------------------------------------------------------------</td>
<td>----------</td>
<td>----------------</td>
<td>-------------</td>
</tr>
<tr>
<td>57</td>
<td>Are your version control and configuration management policies and procedures the same throughout your entire organization and for all your products? How are they enforced? Are third-party developers contractually required to follow these policies and procedures?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>58</td>
<td>What policies and processes does your company use to verify that software components do not contain unintended, “dead,” or malicious code? What tools are used?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>How is the software provenance verified (e.g., any checksums or signatures)?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Timeliness of Vulnerability Mitigation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td>Does your company have a vulnerability management and reporting policy? Is it available for review?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>Does your company publish a security section on its Web site? If so, do security researchers have the ability to report security issues?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Security “Track Record”</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>62</td>
<td>Does your company have an executive-level officer responsible for the security of your company’s software products and/or processes?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Financial History and Status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>63</td>
<td>Has your company ever filed for Reorganization under U.S. Code Chapter 11? If so, please provide dates for each incident and describe the outcome.</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>Does your company have policies and procedures for periodically reviewing the financial health of the third-party entities with which it contracts for software development, maintenance, or support services?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>Does your company have established policies and procedures for dealing with the contractual obligations of third-party developers that go out of business?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>
Table D-2. Open-source Software Questionnaire

Open-source software is computer software whose source code is available under a copyright license that permits users to study, change, and improve the software, and to redistribute it in modified or unmodified form. The table lists questions to consider asking during an open-source software evaluation.

<table>
<thead>
<tr>
<th>#</th>
<th>Question</th>
<th>Evidence</th>
<th>Priority (1-5)</th>
<th>Score (1-4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Can the software pedigree be established? What is known of the people and processes that created the software (brief summary response)?</td>
<td>4</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Is the software in question original source or a modified version?</td>
<td>1</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>What type of license(s) are available for the open source software? Is it compatible with other software components in use?</td>
<td>5</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Has the software been reviewed to confirm that it does not infringe upon any copyright or patent?</td>
<td>4</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>How long has the software source been available?</td>
<td>3</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>Is there an active user community providing peer review and actively evolving the software?</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Does the software have a positive reputation? Are there reviews that recommend it?</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>Does the software validate (e.g., filter with whitelisting) inputs from untrusted sources before being used?</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Has the software been designed to execute within a constrained execution environment (e.g., virtual machine, sandbox, chroot jail, single-purpose pseudo-user) and is it designed to isolate and minimize the extent of damage possible by a successful attack?</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Does the documentation explain how to install, configure, and/or use it securely? Does it identify options that should not normally be used because they create security weaknesses?</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Where applicable, does the program use run-time infrastructure defenses (such as address space randomization, stack overflow protection, preventing execution from data memory, and taint checking)?</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Has the software been measured/assessed for its resistance to identified relevant attack patterns?</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Has security testing been performed on the software with posted results?</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Has the software been evaluated against the Common Criteria, FIPS 140-2, or other formal evaluation process? If the CC, what evaluation assurance level (EAL) was achieved? Are the security target and evaluation report available?</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Have static source code analysis tools been used to identify weaknesses that could lead to exploitable vulnerabilities in the software? If yes, what tools are used? What classes of weaknesses were covered?</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Question</td>
<td>Evidence</td>
<td>Priority (1-5)</td>
<td>Score (1-4)</td>
</tr>
<tr>
<td>-----</td>
<td>--------------------------------------------------------------------------</td>
<td>----------</td>
<td>----------------</td>
<td>-------------</td>
</tr>
<tr>
<td>16</td>
<td>Are there current publicly-known vulnerabilities in the software (e.g., an unrepaired CWE entry)?</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>17</td>
<td>Which open-source repository is used?</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>18</td>
<td>How are patches distributed?</td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>19</td>
<td>Can patches be uninstalled?</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>20</td>
<td>How are reports of defects, vulnerabilities, and security incidents involving the software reported and resolved? How rapidly have they been resolved in the past?</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>21</td>
<td>How frequently are major versions of the software released?</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>22</td>
<td>How is the software provenance verified (e.g., any checksums or signatures)?</td>
<td></td>
<td></td>
<td>2</td>
</tr>
</tbody>
</table>
Table D-3. Custom Software Questionnaire

Custom software is software developed either for a specific organization or function that differs from other already available software. It is generally not targeted to the mass market but is usually created for specific companies, business entities, and organizations.

<table>
<thead>
<tr>
<th>#</th>
<th>Question</th>
<th>Evidence</th>
<th>Priority (1-5)</th>
<th>Score (1-4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Can the software pedigree be established? What is known of the people and processes that created the software (brief summary response)?</td>
<td></td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Is there a change management procedure or document that will identify the type and extent of changes conducted on the software throughout its lifecycle?</td>
<td></td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>What assurances are provided that the software does not infringe upon any copyright or patent?</td>
<td></td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>Does your company have corporate policies and management controls in place to ensure that only corporate-approved (licensed and vetted) software components are used during the development process? Will the supplier indemnify the acquirer from these issues in the license agreement?</td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>What are the processes (e.g., ISO 9000, CMMi), methods, tools (e.g., IDEs, compilers) techniques, etc. used to produce and transform the software (brief summary response)?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>What security measurement practices and data does your company use to assist project planning?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Is software assurance considered in all phases of development?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>How is software risk managed? Are anticipated threats identified, assessed, and prioritized?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>What training does your company offer related to defining security requirements, secure architecture and design, secure coding practices, and security testing?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Do you have developers who possess software security-related certifications (e.g., the SANS secure coding certifications)?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Describe the company’s policy and process for professional certifications and for ensuring certifications are valid and up-to-date.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Are there some requirements for security that are “structured” as part of general releasability of an application and others that are “as needed” or “custom” for a particular release?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>Are there some requirements for quality that are “structured” as part of general releasability of an application and others that are “as needed” or “custom” for a particular release?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>What review processes are implemented to ensure that nonfunctional requirements are unambiguous, traceable, and testable throughout the entire SDLC?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Question</td>
<td>Evidence</td>
<td>Priority (1-5)</td>
<td>Score (1-4)</td>
</tr>
<tr>
<td>----</td>
<td>--------------------------------------------------------------------------</td>
<td>----------</td>
<td>----------------</td>
<td>-------------</td>
</tr>
<tr>
<td>15</td>
<td>Are security requirements developed independently of the rest of the requirements engineering activities, or are they integrated into the mainstream requirements activities?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>Are misuse/abuse cases derived from the application requirements? Are relevant attack patterns used to identify and document potential threats?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>What tool(s) does your company use for requirements management?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>If an agile development method is used, how formally are requirements documented?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

**Architecture and Design**

<table>
<thead>
<tr>
<th>#</th>
<th>Question</th>
<th>Evidence</th>
<th>Priority (1-5)</th>
<th>Score (1-4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>19</td>
<td>What threat modeling process, if any, is used when designing the software protections?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>What analysis, design, and construction tools are used by your software design teams?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>What security design and security architecture documents are prepared as part of the SDLC process? How are they maintained? Are they available for review?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>

**Software Development**

<table>
<thead>
<tr>
<th>#</th>
<th>Question</th>
<th>Evidence</th>
<th>Priority (1-5)</th>
<th>Score (1-4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>22</td>
<td>What languages and non-developmental components are used to produce the software (brief summary response)?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Does your company have formal coding standards for each language in use? If yes, how are they enforced? How often are these standards and practices reviewed and revised?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>Does the software development plan include security peer reviews?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>Are tools provided to help developers verify that the software they have produced is minimized of weaknesses that could lead to exploitable vulnerabilities? What is the breadth of common software weaknesses covered (e.g., specific CWEs)?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>Does your organization incorporate security risk management activities as part of your software development methodology? If yes, please provide a copy of the documentation of this methodology or provide information on how to obtain it from a publicly accessible source.</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Does your organization establish contractually binding agreements with their own developers and/or with their third-party developers regarding the ownership and/or licensing of intellectual property?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>Does the software use closed-source Application Programming Interfaces (APIs) that have undocumented functions?</td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>Are there contractual recourses that the organization can take if a third-party developer delivers software that contains malicious code?</td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Question</td>
<td>Evidence</td>
<td>Priority (1-5)</td>
<td>Score (1-4)</td>
</tr>
<tr>
<td>----</td>
<td>-------------------------------------------------------------------------</td>
<td>----------</td>
<td>----------------</td>
<td>-------------</td>
</tr>
<tr>
<td>30</td>
<td>Does the organization ever perform site inspections/policy compliance audits of its U.S. development facilities? Of its non-U.S. facilities? Of the facilities of its third-party developers? If yes, how often do these inspections/audits occur? Are they periodic or triggered by events (or both)? If triggered by events, provide examples of “trigger” events.</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>In preparation for release, are undocumented functions in the software disabled, test/debug code removed, and source code comments sanitized?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Built-in Software Defenses</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>Does the software validate (e.g., filter with whitelisting) inputs from untrusted sources before being used?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>Has the software been designed to execute within a constrained execution environment (e.g., virtual machine, sandbox, chroot jail, single-purpose pseudo-user) and is it designed to isolate and minimize the extent of damage possible by a successful attack?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>How does the software’s exception-handling mechanism prevent faults from leaving the software, its resources, and its data (in memory and on disk) in a vulnerable state?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>Does the exception-handling mechanism provide more than one option for responding to a fault? If so, can the exception-handling options be configured by the administrator or overridden?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>Does the documentation explain how to install, configure, and/or use it securely? Does it identify options that should not normally be used because they create security weaknesses?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>Where applicable, does the program use run-time infrastructure defenses (such as address space randomization, stack overflow protection, preventing execution from data memory, and taint checking)?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>How do you minimize the threat of reverse engineering of binaries? Are source code obfuscation techniques used? Are legal agreements in place to protect against?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Component Assembly</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>Does the software have any security-critical dependencies or need additional controls from other software (e.g., operating system, directory service, applications), firmware, or hardware? If yes, please describe.</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>Is the software regularized to conform to coding or API standards in any way?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>Is delivery of demonstrably secure software a contractual requirement for third-party developed software? If yes, what criteria are used to operationally define “secure software”?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>Are additional risk management measures in place in the software’s design to mitigate risks posed by use of third-party components?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Testing</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>What types of functional tests are performed on the software during its development (e.g., spot checking, component-level testing, security testing, integrated testing)?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Question</td>
<td>Evidence</td>
<td>Priority (1-5)</td>
<td>Score (1-4)</td>
</tr>
<tr>
<td>----</td>
<td>--------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------</td>
<td>----------------</td>
<td>-------------</td>
</tr>
<tr>
<td>44</td>
<td>Do your company’s defect classification schemes include security categories? During testing, what proportion of identified defects relate to security?</td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>45</td>
<td>What degree of code coverage does your testing provide?</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>46</td>
<td>Are misuse test cases included to exercise potential abuse scenarios of the software?</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>47</td>
<td>Are security-specific regression tests performed during the development process? If yes, how frequently are the tests performed?</td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>48</td>
<td>When does security testing occur during the SDLC (e.g., unit level, subsystem, system, certification and accreditation)?</td>
<td></td>
<td></td>
<td>1</td>
</tr>
</tbody>
</table>

**Installation**

<table>
<thead>
<tr>
<th>#</th>
<th>Question</th>
<th>Evidence</th>
<th>Priority (1-5)</th>
<th>Score (1-4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>49</td>
<td>If you are responsible for installing the software, is this done by your organization or through third-party consultants?</td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>50</td>
<td>Is a validation test suite or diagnostic available to validate that the application software is operating correctly and in a secure configuration following installation?</td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>51</td>
<td>What training/documentation is available for software installation and maintenance?</td>
<td></td>
<td></td>
<td>2</td>
</tr>
</tbody>
</table>

**Assurance Claims and Evidence**

<table>
<thead>
<tr>
<th>#</th>
<th>Question</th>
<th>Evidence</th>
<th>Priority (1-5)</th>
<th>Score (1-4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>52</td>
<td>Does your company develop security measurement objectives for phases of the SDLC? Has your company identified specific statistical and/or qualitative analytical techniques for measuring attainment of security measures?</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>53</td>
<td>Has the software been measured/assessed for its resistance to identified relevant attack patterns? Are Common Vulnerabilities &amp; Exposures (CVE®) or Common Weakness Enumeration (CWEs) used? How have the findings been mitigated?</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>54</td>
<td>Are static or dynamic software security analysis tools used to identify the weaknesses that can lead to exploitable vulnerabilities in the software? If yes, which tools are used? What classes of weaknesses are covered? When in the SDLC are these scans performed? Are SwA experts involved in the analysis of the scan results?</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>55</td>
<td>Does the software contain third-party developed components? If yes, are those components scanned by a static code analysis tool?</td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>56</td>
<td>Has the software undergone any penetration testing? When? By whom? Are the test reports available under a nondisclosure agreement? How have the findings been mitigated?</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>57</td>
<td>Are there current publicly-known vulnerabilities in the software (e.g., an unrepaird CWE entry)?</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>58</td>
<td>How is the assurance of software produced by third-party developers assessed?</td>
<td></td>
<td></td>
<td>2</td>
</tr>
</tbody>
</table>

**Support**

<table>
<thead>
<tr>
<th>#</th>
<th>Question</th>
<th>Evidence</th>
<th>Priority (1-5)</th>
<th>Score (1-4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>59</td>
<td>Are multiple tiers of support contracts available? If yes, please describe the support plans available.</td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>#</td>
<td>Question</td>
<td>Evidence</td>
<td>Priority (1-5)</td>
<td>Score (1-4)</td>
</tr>
<tr>
<td>-----</td>
<td>---------------------------------------------------------------------------</td>
<td>----------</td>
<td>----------------</td>
<td>-------------</td>
</tr>
<tr>
<td>60</td>
<td>Is there a Support Lifecycle Policy for the software in question? Does it outline and establish a consistent and predictable support timeline?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>61</td>
<td>How will patches and/or Service Packs be distributed to the Acquirer?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>62</td>
<td>How are trouble tickets submitted? How are support issues, specifically those that security related, escalated?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>63</td>
<td>Are help desk or support center personnel internal company resources or are these services outsourced to third parties?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>64</td>
<td>If help desk or support center services are outsourced to third parties, are they located in foreign countries?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Software Change Management</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>65</td>
<td>What are your policies and procedures for maintaining development documents, including requirements, design and architecture documents, source code, binaries, and user documentation?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>66</td>
<td>Are your version control and configuration management policies and procedures the same throughout your entire organization? How are they enforced? Are third-party developers contractually required to follow these policies and procedures?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>67</td>
<td>Are configuration/change controls in place to prevent unauthorized modifications or additions to source code and related documentation? Do these controls detect and report unexpected modifications/additions to source code? Do they aid in rolling back an affected artifact to a pre-modified version?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>68</td>
<td>Are there any undocumented features present not intended for use by end users, but available for use by the supplier for technical support and development?</td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>69</td>
<td>How are reports of defects, vulnerabilities, and security incidents involving the software collected, tracked, and prioritized?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>70</td>
<td>What are your policies and practices for reviewing design and architecture security impacts in relation to deploying patches?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>71</td>
<td>Does your organization have policies and procedures in place to monitor and audit the transmission of its technology-related intellectual property to third parties, and to prevent unauthorized transmission of that intellectual property?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>72</td>
<td>What policies and processes does your organization use to verify that software components do not contain unintended, “dead,” or malicious code? What tools are used?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>73</td>
<td>Is a process utilized by your company that can be used for documenting and analyzing the security aspects of fielded systems and for steering future improvements and modifications to those systems?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Timeliness of Vulnerability Mitigation</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>74</td>
<td>Does your company have a vulnerability management and reporting policy? Is it available for review?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

**Individual Malicious Behavior**
<table>
<thead>
<tr>
<th>#</th>
<th>Question</th>
<th>Evidence</th>
<th>Priority (1-5)</th>
<th>Score (1-4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>Does your company perform background checks on members of the software development team? If so, are there any additional “vetting” checks done on people who work on critical application components, such as security? Explain.</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>76</td>
<td>Does your company have formally defined security policies associated with clearly defined roles and responsibilities for personnel working within the software development life cycle, along with management oversight and enforcement? Explain.</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>77</td>
<td>What training is available to your development staff to help them identify malicious behavior? Are there formal policies for reporting malicious behavior?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>78</td>
<td>Has civil legal action ever been filed against your company for delivering or failing to correct defective software? Explain.</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Organizational History</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>79</td>
<td>Please summarize your company’s history of ownership, acquisitions, and mergers (both those performed by your company and those to which your company was subjected).</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>80</td>
<td>Please provide a list of the names and dates of service of the following executive officers:</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Chairman of the Board (COB)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Chief Executive Officer (CEO)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• President (if different from CEO)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Vice President(s)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Chief Financial Officer (CFO)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>81</td>
<td>How many employees does your company have:</td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• In the U.S.?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Worldwide?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Foreign Interests and Influences</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>82</td>
<td>Is the controlling share (51+ %) of your company owned by a non-U.S. entity? If so, please complete Standard Form 328, Certificate Pertaining to Foreign Interests.</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>83</td>
<td>Is your company an entity of a larger “parent” company? If yes does that “parent” company include any subsidiaries or other sub-entities that are 51+% foreign-owned? If so, please identify those subsidiaries/sub-entities.</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>84</td>
<td>Please provide company names of all third-party entities with whom your firm contracts software development, maintenance, or support services related to this procurement.</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Financial History and Status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>85</td>
<td>Has your company ever filed for Reorganization under U.S. Code Chapter 11? If so, please provide dates for each incident and describe the outcome.</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>86</td>
<td>What are your company’s policies and procedures for periodically reviewing the financial health of the third-party entities with which it contracts for software development, maintenance, or support services?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>87</td>
<td>What are your company’s policies and procedures for dealing with the contractual obligations of third party developers that go out of business?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>
Table D-4. GOTS Software Questionnaire

Government-off-the-shelf (GOTS) software is a term for a software product that is typically developed by the technical staff of the government agency for which it is created. It is sometimes developed by an external entity, but with funding and specification from the agency. GOTS software may be reused by other agencies but should be analyzed to manage the risk of its reuse. The table presents sample questions to ask during a GOTS software evaluation.

<table>
<thead>
<tr>
<th>#</th>
<th>Questions</th>
<th>Evidence</th>
<th>Priority (1-5)</th>
<th>Score (1-4)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Software History and Licensing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Can the software pedigree be established? What is known of the people and processes that created the software (brief summary response)?</td>
<td></td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Is there a change management procedure or document that will identify the type and extent of changes conducted on the software throughout its lifecycle?</td>
<td></td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>What assurances are provided that the software does not infringe upon any copyright or patent?</td>
<td></td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>Are licensed software components still valid for the intended use?</td>
<td></td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>Is the level of security where the software was developed the same as where the software will operate?</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td><strong>Development Process Management</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>What were the processes (e.g., ISO 9000, CMMi), methods, tools (e.g., IDEs, compilers) techniques, etc. used to produce and transform the software (brief summary response)?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>Was software assurance considered in all phases of development?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>How is software risk managed?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td><strong>Concept and Planning</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>Were security and quality requirements included in the requirements analysis process?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>If an agile development method was used, how formally are requirements documented?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td><strong>Architecture and Design</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>What threat assumptions, if any, were made when the software was originally designed? Is the threat model documented and available?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Are design documents for the software archived and available?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>What security design and security architecture documents are available?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>How are confidentiality, availability, and integrity addressed in the software design?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Are software interfaces described in published documentation?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td><strong>Software Development</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>What were the languages and non-developmental components used to produce the software (brief summary response)?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Were formal coding standards for the application were used during the software development life cycle?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Questions</td>
<td>Evidence</td>
<td>Priority (1-5)</td>
<td>Score (1-4)</td>
</tr>
<tr>
<td>---</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>----------</td>
<td>----------------</td>
<td>-------------</td>
</tr>
<tr>
<td>18</td>
<td>Are configuration/change controls in place to prevent unauthorized modifications or additions to source code and related documentation? Do these controls detect and report unexpected modifications/additions to source code? Do they aid in rolling back an affected artifact to a pre-modified version?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>Does the software’s exception-handling mechanism prevent all faults from leaving the software, its resources, and its data (in memory and on disk) in a vulnerable state? Does the exception-handling mechanism provide more than one option for responding to a fault? If so, can the exception-handling options be configured by the administrator or overridden?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Does the available version of the software have undocumented functions disabled, test/debug code removed, and source code comments sanitized?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Built-In Software Defenses</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>Does the software validate (e.g., filter with whitelisting) inputs from untrusted sources before being used?</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>Has the software been designed to execute within a constrained execution environment (e.g., virtual machine, sandbox, chroot jail, single-purpose pseudo-user) and is it designed to isolate and minimize the extent of damage possible by a successful attack?</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Does the software default to requiring the administrator (or user of a single-user software package) to expressly approve the automatic installation of patches/upgrades, downloading of files, execution of plug-ins or other “helper” applications, and downloading and execution of mobile code?</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>Does the documentation explain how to install, configure, and/or use it securely? Does it identify options that should not normally be used because they create security weaknesses?</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>Where applicable, does the program use run-time infrastructure defenses (such as address space randomization, stack overflow protection, preventing execution from data memory, and taint checking)?</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>How is the threat of reverse engineering of binaries minimized? Are source code obfuscation techniques used?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Component Assembly</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>Does the software include content produced by suppliers other than the primary developer? If so, who?</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>Is the software regularized to conform to coding or API standards in any way?</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>What are the policies and procedures for verifying the quality and security of non-developmental components used?</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td><strong>Testing</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>What types of functional tests are/were performed on the software (e.g., spot checking, component-level testing, security testing, integrated testing)?</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>Were misuse test cases included to exercise potential abuse scenarios of the software?</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>What degree of code coverage do the available test cases provide?</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>Are regression test scripts available?</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Questions</td>
<td>Evidence</td>
<td>Priority (1-5)</td>
<td>Score (1-4)</td>
</tr>
<tr>
<td>----</td>
<td>-----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>----------</td>
<td>----------------</td>
<td>-------------</td>
</tr>
<tr>
<td>34</td>
<td>Are installation instructions available?</td>
<td></td>
<td></td>
<td>4</td>
</tr>
<tr>
<td>35</td>
<td>Are instructions available to securely configure the application?</td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>36</td>
<td>Is a validation test suite or diagnostic available to validate that the application software is operating correctly and in a secure configuration following installation?</td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>37</td>
<td>Has the software been measured/assessed for its resistance to identified relevant attack patterns?</td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>38</td>
<td>Were static software security analysis tools used to identify the weaknesses that can lead to exploitable vulnerabilities in the software? If yes, what tools were used? What classes of weaknesses were covered?</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>39</td>
<td>Has the software undergone any penetration testing? When? By whom? Are the test reports available under a nondisclosure agreement? How have the findings been mitigated?</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>40</td>
<td>Are there current publicly-known vulnerabilities in the software (e.g., an unrepaired CWE entry)?</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>41</td>
<td>Has the software been certified and accredited? When? By whom?</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>42</td>
<td>Is there a Support Lifecycle Policy for the software in question? Does it outline and establish a consistent and predictable support timeline?</td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>43</td>
<td>How are patches and/or Service Packs distributed?</td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>44</td>
<td>How are support issues resolved?</td>
<td></td>
<td></td>
<td>3</td>
</tr>
<tr>
<td>45</td>
<td>How extensively are patches and Service Packs tested before they are released?</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>46</td>
<td>Can patches and Service Packs be uninstalled? Are the procedures for uninstalling a patch or Service Pack automated or manual?</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>47</td>
<td>Will configuration changes (if needed for the installation to be completed) be reset to what was there before the patch was applied in cases where the change was not made explicitly to close a vulnerability?</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>48</td>
<td>How are reports of defects, vulnerabilities, and security incidents involving the software reported and resolved? How rapidly have they been resolved in the past?</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>49</td>
<td>What are the policies and practices for reviewing design and architecture security impacts in relation to deploying patches?</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>What policies and processes were used to verify that software components do not contain unintended or, “dead” code? What tools were used?</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>51</td>
<td>How can the integrity of update/patches be verified to ensure that they are correct and unaltered (e.g., comparisons of cryptographic hashes)?</td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>52</td>
<td>How is the software provenance verified (e.g., any checksums or signatures)?</td>
<td></td>
<td></td>
<td>2</td>
</tr>
</tbody>
</table>
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Table D-5. Hosted Applications

Increasingly, software is executed and maintained by someone other than the acquirer and provided as a service to the acquirer. Application service providers host the servers that support the applications in a data center and provide different levels of service, including security-related services. Users remotely access the software. Suppliers should also ask software development questions for the appropriate software type to augment the questions below.

<table>
<thead>
<tr>
<th>#</th>
<th>Questions</th>
<th>Evidence</th>
<th>Priority (1-5)</th>
<th>Score (1-4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>What are your customer confidentiality policies? How are they enforced?</td>
<td></td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>What are your customer privacy policies? How are they enforced?</td>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>What are the policies and procedures used to protect sensitive information from unauthorized access? How are the policies enforced?</td>
<td></td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>What are the set of controls to ensure separation of data and security information between different customers that are physically located in the same data center? On the same host server?</td>
<td></td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td><strong>Operating Environment for Services</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>Who configures and deploys the servers? Are the configuration procedures available for review, including documentation for all registry settings?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>What are your policies and procedures for hardening servers?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>What are your data backup policies and procedures? How frequently are your backup procedures verified?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>What are the procedures for evaluating any vendor security alerts and installing patches and Service Packs?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>How are vendor patches and Service Packs applied?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Is testing done after changes are made to servers? What are your rollback procedures in the event of problems resulting from installing a patch or Service Pack?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>What are the agents or scripts executing on servers of hosted applications? Are there procedures for reviewing the security of these scripts or agents?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>What are the procedures and policies used to approve, grant, monitor and revoke access to the servers? Are audit logs maintained?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>What are your procedures and policies for handling and destroying sensitive data on electronic and printed media?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Do you have a formal disaster recovery plan? What actions will be taken to recover from a disaster? Are warm or hot backups available?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>What are the procedures used to approve, grant, monitor, and revoke file permissions for production data and executable code?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>#</td>
<td>Questions</td>
<td>Evidence</td>
<td>Priority (1-5)</td>
<td>Score (1-4)</td>
</tr>
<tr>
<td>-----</td>
<td>------------------------------------------------------------------------------------------------</td>
<td>----------</td>
<td>----------------</td>
<td>-------------</td>
</tr>
<tr>
<td>16</td>
<td>Is two-factor authentication used for administrative control of all security devices and critical information systems?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>Security Service Available&lt;br&gt;What are the types of information security services you provide?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>How are virus prevention, detection, correction, and updates handled for the products?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>What type of firewalls (or application gateways) do you use? How are they monitored/managed?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>What type of Intrusion Detection System/Intrusion Protection Systems (IDS/IPS) do you use? How are they monitored/managed?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>Is your system and network architecture based on a high availability design that includes redundant firewalls, routers, switches and IDS, and load balanced or clustered servers?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>Security Monitoring&lt;br&gt;Do you perform regular reviews of system and network logs for security issues?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>Do you have an automated security event management system?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>What are your procedures for intrusion detection, incident response, and incident investigation/escalation?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>Will you provide on-site support 24x7 to resolve security incidents?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>Do you provide write-once technology for storing audit trails and security logs?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>How do you control physical and electronic access to the log files? Are log files consolidated to single servers?</td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>Do you provide security performance measures to the customer at regular intervals?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>Assurance Claims and Evidence&lt;br&gt;Has functional security testing been performed on the services?</td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>Do you perform penetration testing of the service? If yes, how frequently are penetration tests performed? Are the tests performed by internal resources or by a third party?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>Do you provide automated vulnerability testing of the service? If yes, how frequently are the tests performed? Are the tests performed by internal resources or by a third party?</td>
<td></td>
<td>2</td>
<td></td>
</tr>
</tbody>
</table>
Appendix E. Other Examples of Due Diligence Questionnaires

E.1 Health Community Questionnaires

Medical Devices. The Healthcare Information and Management Systems Society (HIMSS) Information Technology (IT) Systems Security Workgroup has developed a medical devices questionnaire. See <http://www.himss.org/ASP/index.asp> for more on the society. The HIMSS IT Systems Security Workgroup membership consists of representatives from the medical device industry, medical device standards bodies, healthcare organizations, academia, the U.S. Veteran’s Health Administration, and the U.S. Federal Drug Administration. See <http://www.himss.org/content/files/MDSWorkgroupRoster.pdf> for a membership list.

Pharmaceutical Operations. The Parental Drug Association (PDA) has developed a process for auditing suppliers that provide computer products and services for regulated pharmaceutical operations. This process is published as PDA Technical Report 32 (October 2004), Auditing of Suppliers Providing Computer Products and Services for Regulated Pharmaceutical Operations Release 2.0, Volume 58 Number 5. See <https://store.pda.org/bookstore/ProductDetails.aspx?productabbreviation=01032>.

E.2 U.S. Cyber Security Consequences Unit Cyber Security Checklist

The U.S. Cyber Security Consequences Cyber Unit, a nonprofit research institute, has developed a checklist containing a set of questions to help organizations reduce their vulnerability to cyber attack. See <http://www.selfstorage.org/PDF/U-S-CCU-Cyber-SecurityCheckList2007.pdf>.

This list includes sets of questions organized around six areas. In particular Area 6, Software Supply Vulnerabilities, includes questions regarding secure procedures for developing new software, developing security features into new software, performing security testing of new software, and establishing appropriate relationships and managing ongoing relationships with vendors. The area that contains questions on relationships with vendors deals, in part, with supply chain and software pedigree issues.

E.3 Software Assurance Considerations for Suppliers Using Capability Maturity Models

“System and software assurance focuses on the management of risk and assurance of safety, security, and dependability within the context of system and software life cycles” [ISO/IEC JTC1 SC7]. Many suppliers use capability maturity models (CMMs) to guide process improvement and assess capabilities; yet most of the CMMs do not explicitly address safety and security. As such, suppliers claiming mature process capabilities can fail to exercise practices critical to software assurance (SwA). Therefore, questions should be asked to determine how SwA has been factored into suppliers’ process capabilities.

How does the supplier ensure that an infrastructure for safety and security is established and maintained? What evidence can be presented to demonstrate that the supplier:
ensures safety and security competency within the workforce?
- established a qualified work environment (including the use of qualified tools)?
- ensures integrity of safety and security information?
- monitors operations and reports incidents (relative to the environment in which the software will be deployed)?
- ensures business continuity?

How does the supplier ensure safety and security risks are identified and managed? What evidence can be presented to demonstrate that the supplier:

- identifies safety and security risks?
- analyzes and prioritizes risks relative to safety and security?
- determines, implements, and monitors the associated risk mitigation plan?

How does the supplier ensure safety and security requirements are satisfied? What evidence can be presented to demonstrate that the supplier:

- determines regulatory requirements, laws, and standards?
- develops and deploys safe and secure products and services?
- objectively evaluates products?
- establishes safety and security assurance arguments?

How does the supplier ensure that activities and products are managed to achieve safety and security requirements and objectives? What evidence can be presented to demonstrate that the supplier:

- establishes independent safety and security reporting?
- establishes a safety and security plan?
- selects and manages suppliers, products, and services using safety and security criteria?
- monitors and controls activities and products relative to safety and security requirements?


To support the integration of assurance considerations in the development lifecycle, an industry working group created a draft set of assurance goals and practices that harmonize existing practices in the Motorola Secure Software Development Model (MSSDM), System Security Engineering Capability Maturity Model (SSE-CMM) and experience. The goals and practices were mapped to CMMI-DEV v1.2 and can produce a Focus Topic that can assist other organizations with integrating assurance into their continuous process improvement efforts. [<https://buildsecurityin.us-cert.gov/swa/downloads/PRM_for_Assurance_to_CMMI.pdf>]
Appendix F. Sample SwA Requirements Language for the RFP/Contract

The language contained in this appendix is sample language only. The authors and contributors make no warranties about using any of this language. The language should be used by acquirers as suggestions and should be tailored as appropriate in accordance with the acquirers’ legal authorities and organizational policies and procedures. Language similar to the following can be used to communicate requirements and terms and conditions in RFPs and/or contracts. As used in this section, the terms contractor and offeror are synonymous with the term supplier.

F.1 Security Controls and Standards

The following is sample language on implementing security controls and standards that may be considered for Federal agency use and may be appropriately modified for other uses. Federal Information Systems and National Security Systems are those defined by the FISMA, NIST standards and publications, and other publications applicable to a particular Federal agency’s information systems. In using this language, Federal Information and National Security Systems need to be explicitly defined in accordance with the regulations and publications followed by the organization/agency. Contractor assets may be contractor information technology or other assets that interface with Federal Information and National Security Systems. Paragraph (b) refers to certification and accreditation or other processes that an organization/agency may require. This should be explicitly stated in this paragraph as well.

Language for Security Controls and Standards

(a) When mitigating or remediating risks to confidentiality, integrity, and availability of Federal Information Systems, National Security Systems, contractor assets that enable possession, control, or otherwise enable access to Federal Information or National Security Systems, the Contractor shall implement controls and standards as effective or more effective than those implemented by the Agency for the same or substantially similar risks with the same or substantially similar potential measure of harm.

(b) When selecting appropriate controls and standards for protecting confidentiality, integrity, and availability of Federal Information and National Security Systems, the Contractor shall use the analyses, processes, and standards established for Federal Government systems established by the [current organization/agency and other applicable standards] publications.

F.2 Securely Configuring Proprietary Commercial Software

The following language is quoted from Office of Management and Budget Memorandum M-07-18, Ensuring New Acquisitions Include Common Security Configurations, dated 1 June 2007 (effective 1 February 2008). This is recommended language that may be supplemented as necessary. This language should also change when the software and associated regulations and suggestions for the configuration change. The use of common security configurations is included in part 39 of the Federal Acquisition Regulation:
(a) The provider of information technology shall certify applications are fully functional and operate correctly as intended on systems using the Federal Desktop Core Configuration (FDCC). This includes Internet Explorer 7 configured to operate on Windows XP and Vista (in Protected Mode on Vista). For Windows XP settings, see: <http://csrc.nist.gov/itsec/guidance_WinXP.html>, and for the Windows Vista settings, see: <http://csrc.nist.gov/itsec/guidance_vista.html>.

(b) The standard installation, operation, maintenance, update, and/or patching of software shall not alter the configuration settings from the approved FDCC configuration. The information technology should also use the Windows Installer Service for installation to default “program files” directory and should be able to silently install and uninstall.

(c) Applications designed for normal end users shall run in the standard user context without elevated system administration privileges.

F.3 Acceptance Criteria

The following lists suggested generic software security acceptance and measurement criteria to be tailored as appropriate. (This list is similar to F.2.) These would apply at delivery and throughout the software life cycle. The language below may be interpreted in different ways. Therefore, when using the language below or similar language, clarification should be provided on the specific meaning within the context of the software purchased:

Software Acceptance Criteria

(a) The Supplier shall provide all operating system, middleware, and application software to the Acquirer security-configured by Supplier in accordance with the FAR requirement based on 44 USC 3544 (b) (2) (D) (iii).

(b) The Supplier shall demonstrate that all application software is fully functional when residing on the operating system and on middleware platforms used by the Acquirer in its production environment, configured as noted above.

(c) The Supplier shall NOT change any configuration settings when providing software updates unless specifically authorized in writing by the Acquirer.

(d) The Supplier shall provide the Acquirer with software tools that the Acquirer can use to continually monitor software updates and the configuration status.

(e) At specified intervals by the Buyer, the Supplier shall provide the Acquirer with a comprehensive vulnerability test report for the suite of applications and associated operating system and middleware platforms used by the Acquirer in its production environment, configured as noted above.

(f) The Acquirer and Supplier agree to work together to establish appropriate measures to quantify and monitor the supplier’s performance according to the contract requirements. Specific guidance should include types of measures to be used, measures reporting frequency, measures refresh and retirement, and thresholds of acceptable performance.

(g) The Supplier shall provide all operating system, middleware, and application software to the Acquirer free of common vulnerabilities as specified by the Common Vulnerabilities and Exposures (CVE®)—The Standard for Information Security Vulnerability Names that can be retrieved from <http://cve.mitre.org/>.
(h) The Supplier shall provide all operating system, middleware, and application software to the Acquirer free of common weaknesses as specified in the Common Weakness Enumeration, A Community-Developed Dictionary of Software Weakness Types that can be retrieved from http://cwe.mitre.org/

F.4 Certifications

The following language relates to certification and accreditation processes and should be appropriately tailored for the organization’s or agency’s particular requirements for certification and accreditation:

Contractors must also warrant that proposed system and software product specifications and security and data access architectures have either been addressed in ongoing documentation required by the agency’s certification and accreditation process [name the process, regulations governing the process, and specific documentation where this must be addressed] and are ready for evaluation in applicable phases of the process [list the specific phases of the process and specifically what is required in each phase]. Contractors must also address willingness to provide proposed equipment and engineering assistance as required, at no cost to the government, to the specified [name the testing facility] testing facility to obtain required certification of functionality.

The following language relates to Common Criteria:

Contractors must warrant that their products have been satisfactorily validated under common criteria or that products will be satisfactorily validated within the period of time specified in the contract and that such product validation will be maintained for updated versions or modifications by subsequent evaluation as required.

(Also see F.8 for a sample certification of originality. The due diligence questionnaires in appendix D may also be used in identifying appropriate certifications.)

F.5 Sample Instructions to Potential Suppliers

The following is generic language to include in solicitations. This language provides instructions to potential suppliers on what they must submit with their offer. The information submitted is used to evaluate offers or proposals.

Instructions to Suppliers on Software Assurance

1.0 Foreign ownership, control, or influence (FOCI) is a concern. For any software product that the supplier intends to acquire or develop, the supplier shall answer the following questions: [Note: Insert appropriate questions as shown in the sample questionnaires in appendix D or instruct the offerors to complete the OMB Standard Form 328, “Certificate Pertaining to Foreign Interests.”]

2.0 Due Diligence Questionnaire. Offerors shall complete the SwA due diligence questionnaire attached to this RFP.

3.0 Software Assurance Case

3.1 In order for the Acquirer to evaluate the proposed software assurance capabilities, the potential suppliers must submit an initial Software Assurance Case in accordance with ISO/IEC 15026, Systems and software engineering—Systems and software assurance—Part 2: Assurance Case. Paragraph 3.2 below identifies the minimum that should be included in the initial assurance case. The initial Software Assurance Case shall subsequently become a part of the contract and be used by the Acquirer as initial acceptance conditions.
3.2 It is understood that the initial Software Assurance Case will be broad in nature because potential suppliers will not know all the details of safety and security until contract performance. However, the assurance case should be comprehensive enough to convey a clear understanding of the safety and security requirement of this RFP. As a minimum, the initial Software Assurance Case shall include the following:

3.2.1 Top-level claims (and sub-claims as appropriate). These claims shall include all the characteristics of claims defined in ISO/IEC 15026.

3.2.2 Arguments for the top-level claims and sub-claims. These arguments shall include all the characteristics of arguments defined in ISO/IEC 15026.

3.2.3 Evidence and explicit assumptions supporting the arguments. The evidence shall include all the characteristics of evidence defined in ISO/IEC 15026.

3.2.4 Approving authority for the assurance case. The approving authority resume shall be included. The resume should include evidence of the authority’s experience and education in software assurance and developing and managing software assurance cases.

4.0 Initial Software Description. The potential supplier shall submit an initial Software Architecture and such other descriptions as needed to provide a structure for the software. The Software Architecture shall include an initial description of the software components and connector, including software security related aspects. [NOTE: Include additional explanation.]

F.6 Sample Work Statement

1.0 Trustworthy Software

1.1 Key definitions

“Security controls” mean the management, operational, and technical controls (that is, safeguards or countermeasures) prescribed for an information system to protect the confidentiality, integrity, and availability of the system and its information [NIST SP 800–53]. This definition includes software.

“Security category” means the characterization of information or an information system based on an assessment of the potential impact that a loss of confidentiality, integrity, or availability of such information or information system would have on organizational operations, organizational assets, or individuals [FIPS Pub 199].

“Security objectives” mean confidentiality, integrity, and availability [44 USC, Sec. 3542].

“A assurance” means grounds for justified confidence that a claim has been or will be achieved. (ISO/IEC 15026).

“A assurance Case” means representation of a claim or claims, and support for these claims (ISO/IEC 15026). A Software Assurance Case includes (software assurance) claims and evidence that supports those (software assurance) claims.

Include other appropriate definitions.

1.2 Security Category [NOTE: This is an example. Also see [FIPS 199] and [DODI 8500.2, Enclosure 4]
This software system is used for large procurements in a contracting organization and contains both sensitive and proprietary supplier information and routine administrative information. For the sensitive supplier information, the potential impact from a loss of confidentiality is moderate (for example, the loss may result in a significant financial loss), the potential impact from a loss of integrity is moderate (for example, the loss may result in the effectiveness of the contracting mission is significantly reduced and there is significant damage to the information asset), and the potential impact from a loss of availability is low (for example, the loss may result in downtime, but there is backup). For the routine administrative information, the potential impact from a loss of confidentiality is low, the impact from a loss of integrity is low, and the impact from a loss of availability is low.

Based on 1.2, the resulting security category of the software system is \{(confidentiality, moderate), (integrity, moderate), (availability, low)\}.

1.3 Software Security Requirements. Based on the security category for the software system, the minimum security requirements specified in [NOTE: Reference the external document(s)] are required.

[NOTE: Minimum security controls may be specified in this paragraph or in an external document similar to FIPS Pub 200; National Institute of Standards and Technology (NIST) SP 800-53; and DODI 8500.2, Enclosure 4.]

1.4 Software Assurance Case. The Software Assurance Case shall be the primary instrument for refining and monitoring software assurance during the life of this contract. The Software Assurance Case shall be developed and conform to the requirements of ISO/IEC 15026, Systems and software engineering—Systems and software assurance—Part 2: Assurance Case. The supplier shall refine the Software Assurance Case throughout the development process and should be based on the software assurance requirements of this contract. The contractor shall submit the case for review. [NOTE: Specify when the case should be reviewed, such as with the submission of the software design] Lastly, the successful execution of the Software Assurance Case shall be a condition for final acceptance of the software product/service.

F.7 Sample Contract Language—U.S. Federal Contracts

Although the following sample language is tailored for U.S. Federal contracts (task order), other acquirers may tailor parts or all the language for their use, as well.

Sample Contract Language

1.0 GENERAL

All work under this contract shall comply with the latest version of all applicable standards. Individual task orders will reference applicable versions of standards or exceptions as necessary. These may include, but are not limited to, {AGENCY} Manual(s), Acquisition Bulletins [AB], American National Standards Institute [ANSI] standards, and National Institute of Standards and Technology [NIST] standards, including Federal Information Processing Standards [FIPS] publications. Software Development Standards Life Cycle [SDL C] Guidelines contains a list of software development standards for {AGENCY} tasks. The {AGENCY} has developed its own Enterprise Life Cycle. While complying with the latest version of all applicable standards is not a new initiative, it does provide an emphasis of the {AGENCY}’s expectation that the contractor will comply with, and provide verification that these standards are adhered to.

2.0 CORRECTION OF SOFTWARE AND DOCUMENTATION
The contractor shall, over the term of the contract, under any task order issued, correct errors in contractor developed software and applicable documentation that are not commercial off-the-shelf which are discovered by the Government, and any other user of the software, or the contractor. If the system is in production, such corrections shall be completed within one working day of the date the contractor discovers or is notified of the error (or a date mutually agreed upon between the CO and the contractor not to exceed 30 working days). If the system is not in production, such corrections shall be made within five working days of the date the contractor discovers or is notified of the error (or a date mutually agreed upon between the CO and the contractor, not to exceed 30 days). Latent defects will be handled in the same manner, as soon as they are discovered. Inability of the parties to determine the cause of software errors shall be resolved in accordance with the Disputes clause in Section I, FAR 52.233-1, incorporated by reference in the contract, but in no event constitutes grounds for delay of error correction beyond the periods specified.

3.0 SOFTWARE DEVELOPMENT PROCEDURES

3.1 CMMI

3.1.1 All contractors awarded task orders for any activity related to software development for the {AGENCY} shall comply with the {AGENCY} policy for CMMI® compliance. All tasks that fall within the software development life cycle shall at minimum comply with Level {2, 3, 4, or 5 as required} of the staged representation of the CMMI® for Software Engineering (CMMI-SW). There are no exceptions to this {AGENCY} policy. Contractors developing software for the {AGENCY} shall maintain Level {2, 3, 4, or 5 as required} or higher in the staged representation of the CMMI-SW in order to continue to receive software tasking.

3.1.2 The CMM Review Team will monitor contractor process maturity (1) using standard {AGENCY} Process Appraisal Review Methodology (PARM) processes, including execution of Standard CMMI Appraisal Method for Process Improvement (SCAMPISM), as needed, (2) performing annual cycles of review for CMMI-SW, and (3) considering all types of appraisal data and process improvement infrastructure data as standardized by the {AGENCY} PARM process to verify alignment and mapping of the contractor’s CMMI processes to the {AGENCY} Enterprise Life Cycle (ELC). The responsible organization is indicated as Contractor (to be delivered under this Task Order), Government (Government will prepare), or Joint (a joint effort with the {AGENCY} in the lead). The Government may waive (indicated as Not Applicable) the requirements for certain deliverables or work products based on the approved Program Tailoring Plan.

3.2 SECURITY CONTROLS

3.2.1 The Contractor shall follow the NIST 800-53, Recommended Security Controls for Federal Information Systems and the {AGENCY} guidance to ensure that the Software will be or has been developed using secure coding practices in a manner that minimizes security flaws within the Software. Prior to the execution of a software development Work Request the Contractor shall provide the {AGENCY} a copy of the Contractor’s secure coding best practices policy and upon delivery of the Software to the {AGENCY}, the Contractor shall certify to the {AGENCY} in writing that the Contractor complied with the Policy in the performance of its obligations under the task order.

3.2.2 The contractor will be subject to an annual review that will allow the {AGENCY} to assess the effectiveness of security controls. In addition, the contractor shall ensure that appropriate security management tools are in place to allow for the review of security configurations, user identities, etc.

3.3 REQUIREMENTS TRACEABILITY. Contractor shall provide the requirements traceability matrix at the end of analysis phase, design phase, build phase, deployment phase that designates the security requirements in a separate section so that they can be traced through the development life cycle. The contractor shall also provide the application designs and test plan documentation, and source code to Government for review.
3.4 SOFTWARE CHANGES. Without exception, for changes that may produce an impact on security, the contractor shall follow the Security Change Management procedures.

3.5 MALICIOUS CODE WARRANTY. The Contractor represents and warrants that the Software shall be free from all computer viruses, worms, time-outs, time bombs, back doors, disabling devices and other harmful or malicious code intended to or which may damage, disrupt, inconvenience or permit access to the Software user’s or another’s software, hardware, networks, data or information.

3.6 ACCEPTANCE—SECURE SOFTWARE

3.6.1 Notwithstanding any other provision of the task order, the {AGENCY} will not accept the software until a Government source code and security analysis has been performed. The Software shall be deemed to be “Non-Secure” if the Software includes any one or more of the security flaws. A detailed listing of security flaws will be provided to the contractor and will be updated based on newly discovered flaws.

3.6.2 If after a security audit the Software is determined to be Non-Secure, then upon written notice of such Non-Secure status, the Contractor, at its cost and expense, shall use its commercially reasonable best efforts to remedy the security flaws by modifying or replacing the Software within 30 days of receipt of such written notice (the “Remedy Period”). Upon receipt of revised Software and notice from the Contractor that the security flaws have been remedied prior to the end of the Remedy Period, the Government, shall again subject the Software to a security audit at the Contractor’s expense.

3.6.3 Notwithstanding any other provision of the Agreement, if the Software is determined to be Non-Secure as set forth above and remains Non-Secure at the end of the Remedy Period, the {AGENCY} shall be deemed to have not accepted the Software under the terms of the Contract unless the {AGENCY} in its sole discretion otherwise expressly agrees in writing to accept the Software notwithstanding that it is deemed to be Non-Secure.

3.7 WORK PRODUCTS REQUIRED

(These will be defined within the Work Requests written for this sub-task).

3.8 ACCEPTANCE CRITERIA—OTHER

Acceptance Criteria (These will be defined within the Work Requests written for this sub-task).

3.9 AGENCY SECURITY STANDARD. The security standard for the {AGENCY}, including both the security policies and the security requirements, are pre-defined. In general, the sources of these policies and requirements include:

- In accordance with the requirements of the Office of Federal Procurement Policy Act of 1974 (Pub. L. 93-400), as amended by Pub. L. 96-83
- The Federal Information Security Management Act of 2002 (H.R. 2458, Title III, Section 301)
- Computer Security Act of 1987 - Section 11332 of Title 40, United States Code
- OMB A-130, Management of Federal Information Resources, Appendix III
- OMB A-127, Financial Management Systems
- OMB A-123, Management’s Responsibility for Internal Control
- Publication 1075, Safeguarding Taxpayer Information for Federal, State, and Local Agencies and Entities
4.0 PREPARATION AND MAINTENANCE OF CERTIFICATION AND ACCREDITATION DOCUMENTS

4.1 The Contractor shall participate in the {AGENCY} security certification and accreditation (C&A) process by providing all product specific input (electronic) to the Application System Security Plan (SSP) and the Application Information Technology Contingency Plan (ITCP). Refer to NIST Special Publication 800-18, Guide for Developing Security Plans for Information Technology Systems (http://csrc.nist.gov/publications/nistpubs), for additional guidelines in writing a security plan. An {AGENCY} Certification and Accreditation checklist, guidance and document templates is available to assist the Contractor. The purpose of the SSP and the ITCP is to provide the {AGENCY} with technical insight on how the Contractor meets the {AGENCY} security requirements.

4.2 The contractor shall follow the {AGENCY} security standard and policies (see the document references) for security. The contractor shall use the policies and other applicable guidance as a framework for specific security controls, documents, procedures and features when performing security requirements analysis and security design.

4.3 The Contractor shall provide draft updates draft (electronic) version of the Application System Security Plan within 30 calendar days of a major change to the system or at a minimum on an annual basis by June 30 to the PMO.

4.4 Included with the submission of the draft SSP the Contractor shall maintain a current up-to-date version of the Application Information Technology Contingency Plan (ITCP) and related escalation procedures.

4.5 The PMO will review the security documents for 10 calendar days and provide written comments and changes for the Contractor to address. Contractors will have 10 calendar days to address the comments and complete the documents.

4.6 The security standard for the {AGENCY}, including both the security policies and the security requirements, are pre-defined. In general, the sources of these policies and requirements include:

- The Computer Security Act of 1987 (PL 100-235)
- The Privacy Act (PA)
- The Federal Information Systems Management Act (FISMA).

5.0 CONTINUOUS MONITORING, TESTING, AND REPORTING

5.1 SELF TESTING

5.1.1 SELF TESTING REQUIREMENTS. The contractor shall perform self testing of their implemented security controls. The contractor shall continuously monitor all testing activities and report on the performance and effectiveness of the {AGENCY} security controls (as required by FISMA, OMB Circular A-130, NIST guidance and FIPS publications) to the {AGENCY} project manager assigned to oversee this contract. The
specific assessments procedures as outlined in draft NIST Special Publication 800-53A, shall be used by the contractor in assessing the whether appropriate corrective action was taken on previously closed POA&Ms (Plan of Action and Milestones) and volatile security controls.

5.1.2 SELF TESTING SCHEDULE. The contractor shall work with {AGENCY} project manager to establish schedules, discuss roles and responsibilities, testing requirements, and other general activities to ensure continuous monitoring is well organized and completed in a timely manner and in accordance with the {AGENCY} procedures.

5.2 TESTING OF CONTROLS

5.3 TESTING CONTROLS. The security controls specified in {AGENCY} policy {identify the policies or other documents} shall be tested by the contractor using approved {AGENCY} methods. As part of testing controls, the contractor shall examine existing data sources and metrics, such as self-assessments, incident reporting statistics, risk assessments, third-party evaluations, and other existing data and propose a set of metrics that leverages existing data and is consistent with the compliance evaluation criteria. The contractor shall include verification and validation to ensure that appropriate corrective action was taken on POA&Ms closed in the last quarter.

5.4 REPORTING. The contractor shall provide a determination, in a written form agreed to by the {AGENCY} project management, on whether the implemented corrective action was adequate to resolve the identified information security weaknesses and provide the reasons for any exceptions or risk-based decisions.

5.3 ASSESSMENT METHODOLOGY

5.3.1 ASSESSMENT PROCEDURES. The assessment procedures as outlined in draft NIST 800-53A shall be used by the contractor as guide in the execution of the test procedures as deemed appropriate. These procedures shall be supplemented and augmented by tailored test procedures based on the control objective as it applies to {AGENCY}.

5.3.2 TEST METHODS. The contractor shall us test methods that include interview, examine, and test. The interview method is the process of conducting focused discussions with individuals or groups of individuals within an organization to facilitate the reviewer’s understanding, achieve clarification, or obtain evidence. The examine method is the process of reviewing, inspecting, observing, studying, or analyzing one or more assessment objects (i.e., specifications, mechanisms, or activities). Similar to the interview method, the primary purpose of the examine method is to facilitate the reviewer’s understanding, achieve clarification, or obtain evidence. The test method is the process of exercising one or more objects (limited to activities or mechanisms) under specified conditions to compare actual with expected behavior. In all three cases (i.e., interview, examine, and test) where the methods are employed, the results are used to support the determination of overall security control effectiveness.

5.3.3 DETERMINATION STATEMENTS. The contractor shall write a determination statement describing the results of each tested control.

5.3.4 SCORING. The contractor shall mark each determination with an “S” for “Satisfied” or an “O” for “Other than satisfied.” If all of the determination statements and test procedures for a control be marked as “S for Satisfied”, then the contractor shall score the control as “In Place.” If one or more of the determination statements and test procedures for a control is marked as “O for Other than Satisfied,” then the contractor shall score the control as “Partially in Place.” If most or all of the determination statements and test procedures for a control are marked as “O for Other than Satisfied,” then the contractor shall score the control as “Planned.”
5.5 REPORTING
The contractor shall fully document test in accordance with the reporting format prescribed by {AGENCY } procedures. When the results are partially satisfied or other than satisfied condition, the contractor shall document any vulnerabilities indicating which portions of the security control have not been implemented or applied.

6.0 OTHER ACTIVITIES The following are some ideas for additional activities— some of which may be repeated in previous paragraphs. These additional ideas provide additional language from which to choose. Also note that the language below and in some previous paragraphs applies to the “system” vice specifically to the “software” in the system.

6.1 PO&M MAINTENANCE. The contractor shall develop and support Web Services in implementing solutions that will provide a means of planning and monitoring corrective actions; define roles and responsibilities for risk mitigation; assist in identifying security funding requirements; track and prioritize resources; and inform decisionmakers of progress of open POA&M items. The contractor shall perform verification of IT security weaknesses to ensure that all weaknesses identified through third party (e.g., OIG) audits are included in the POA&M s that the quarterly reporting to OMB is accurate, as well as actual activities are mirroring planned activities and the reasons for any exceptions or risk-based decisions are reasonable and clearly documented. This verification process will be done in conjunction with the continuous monitoring program and will leverage the knowledge and methodology established through that strategy.

6.2 FISMA COMPLIANCE. The contractor shall plan and execute FISMA testing of controls.

6.3 C&A DOCUMENTATION. The contractor shall update the Application Certification and Accreditation (C&A) documentation to ensure that the C&A artifacts are kept current and contain all information and supporting evidence is documented for the next certification and accreditation is available and complete. This shall include reviewing changes made to the system in order to identify any new data types that may have a Privacy Impact or change the Security Categorization of the system.

6.4 SECURITY RISK ASSESSMENT. The contractor shall work with the {AGENCY } project manager in performing Security Risk Assessment (SRA). This includes identifying risks related to the design and functionality of a new system against compliance with the {AGENCY } risk management process, NIST SP 800-39, FIPS 200 and SP 800-53. Activities performed during this phase shall include analyzing how the security architecture implements the {AGENCY } documented security policy for the system, assessing how management, operational, and technical security control features are implemented by the software and hardware, how the system interconnects to other networks while maintaining security, and lastly analyzing other inherent design features. Procedures including a checklist shall be used to document compliance with baseline security requirements and existing agency guidance.

6.6 SECURITY TESTING AND EVALUATION (ST&E). The contractor shall work with {AGENCY } project manager in performing pre-ST&E activities, including but not limited to, coordinating the ST&E and developing the ST&E Plan and ST&E test cases. The contractor shall also assist project officer in performing dry run assessments to determine the adequacy of functional and non-functional controls in preparation for the ST&E, update the ST&E plan based on dry run assessments, observe and provide assistance to the ST&E testing team to ensure successful and timely completion of the test plans, and prepare the Plan of Action and Milestones (POA&M ) resulting from the ST&E results.

7.0 GOVERNMENT INDEPENDENT TESTING
The Government will perform periodic vulnerability testing to evaluate the security of {AGENCY }. The process involves an active analysis of the system for any potential vulnerabilities that may result from poor or
improper system configuration, known and/or unknown hardware or software flaws, or operational weaknesses in process or technical countermeasures. The intent of testing is to determine feasibility of an attack and the amount of business impact of a successful exploit, if discovered. The frequency of the testing will be at a minimum quarterly and on demand based on the risk associated with newly discovered vulnerabilities.

F.8 Open Web Application Security Project

The following contract annex is a product of the Open Web Application Security Project (OWASP). The information was retrieved from <http://www.owasp.org/index.php/OWASP_Secure_Software_Contract_Annex> on 30 November 2006. The language below in whole, in part, or as tailored may be used to communicate requirements in a work statement or stated as terms and conditions. As quoted on the Web site:

WARNING: THIS DOCUMENT SHOULD BE CONSIDERED ADVICE ONLY. OWASP STRONGLY RECOMMENDS THAT YOU CONSULT A QUALIFIED ATTORNEY TO HELP YOU NEGOTIATE A SOFTWARE CONTRACT.

The Web site further states: “This contract Annex is intended to help software developers and their clients negotiate and capture important contractual terms and conditions related to the security of the software to be developed or delivered. The reason for this project is that most contracts are silent on these issues, and the parties frequently have dramatically different views on what has actually been agreed to. We believe that clearly articulating these terms is the best way to ensure that both parties can make informed decisions about how to proceed.”

1. INTRODUCTION

This Annex is made to ________________ (‘Agreement’) between Client and Developer. Client and Developer agree to maximize the security of the software according to the following terms.

2. PHILOSOPHY

This Annex is intended to clarify the security-related rights and obligations of all the parties to a software development relationship. At the highest level, the parties agree that:

(a) Security Decisions Will Be Based on Risk. Decisions about security will be made jointly by both Client and Developer based on a firm understanding of the risks involved.

(b) Security Activities Will Be Balanced. Security effort will be roughly evenly distributed across the entire software development lifecycle.

(c) Security Activities Will Be Integrated. All the activities and documentation discussed herein can and should be integrated into Developer’s software development life cycle and not kept separate from the rest of the project. Nothing in this Annex implies any particular software development process.

(d) Vulnerabilities Are Expected. All software has bugs, and some of those will create security issues. Both Client and Developer will strive to identify vulnerabilities as early as possible in the life cycle.

(e) Security Information Will Be Fully Disclosed. All security-relevant information will be shared between Client and Developer immediately and completely.
Only Useful Security Documentation Is Required. Security documentation does not need to be extensive in order to clearly describe security design, risk analysis, or issues.

3. **LIFE CYCLE ACTIVITIES**

(a) Risk Understanding. Developer and Client agree to work together to understand and document the risks facing the application. This effort should identify the key risks to the important assets and functions provided by the application. Each of the topics listed in the requirements section should be considered.

(b) Requirements. Based on the risks, Developer and Client agree to work together to create detailed security requirements as a part of the specification of the software to be developed. Each of the topics listed in the requirements section of this Annex should be discussed and evaluated by both Developer and Client. These requirements may be satisfied by custom software, third-party software, or the platform.

(c) Design. Developer agrees to provide documentation that clearly explains the design for achieving each of the security requirements. In most cases, this documentation will describe security mechanisms, where the mechanisms fit into the architecture, and all relevant design patterns to ensure their proper use. The design should clearly specify whether the support comes from custom software, third-party software, or the platform.

(d) Implementation. Developer agrees to provide and follow a set of secure coding guidelines. These guidelines will indicate how code should be formatted, structured, and commented. All security-relevant code shall be thoroughly commented. Specific suggestions on avoiding common security vulnerabilities shall be included. Also, all code shall be reviewed by at least one other Developer against the security requirements and coding guideline before it is considered ready for unit test.

(e) Security Analysis and Testing. Developer agrees to provide and follow a security test plan that defines an approach for testing or otherwise establishing that each of the security requirements has been met. The level of rigor of this activity should be considered and detailed in the plan. Developer will execute the security test plan and provide the test results to Client.

(f) Secure Deployment. Developer agrees to provide secure configuration guidelines that fully describe all security relevant configuration options and their implications for the overall security of the software. The guideline shall include a full description of dependencies on the supporting platform, including operating system, Web server, and application server, and how they should be configured for security. The default configuration of the software shall be secure.

4. **SECURITY REQUIREMENT AREAS**

The following topic areas must be considered during the risk understanding and requirements definition activities. This effort should produce a set of specific, tailored, and testable requirements Both Developer and Client should be involved in this process and must agree on the final set of requirements.

(a) Input Validation and Encoding. The requirements shall specify the rules for canonicalizing, validating, and encoding each input to the application, whether from users, file systems, databases, directories, or external systems. The default rule shall be that all input is invalid unless it matches a detailed specification of what is allowed. In addition, the requirements shall specify the action to be taken when invalid input is received. Specifically, the application shall not be susceptible to injection, overflow, tampering, or other corrupt input attacks.

(b) Authentication and Session Management. The requirements shall specify how authentication credentials and session identifiers will be protected throughout their life cycle. Requirements for all related functions,
including forgotten passwords, changing passwords, remembering passwords, logout, and multiple logins, shall be included.

(c) Access Control. The requirements shall include a detailed description of all roles (groups, privileges, authorizations) used in the application. The requirements shall also indicate all the assets and functions provided by the application. The requirements shall fully specify the exact access rights to each asset and function for each role. An access control matrix is the suggested format for these rules.

(d) Error Handling. The requirements shall detail how errors occurring during processing will be handled. Some applications should provide best effort results in the event of an error, whereas others should terminate processing immediately.

(e) Logging. The requirements shall specify what events are security-relevant and need to be logged, such as detected attacks, failed login attempts, and attempts to exceed authorization. The requirements shall also specify what information to log with each event, including time and date, event description, application details, and other information useful in forensic efforts.

(f) Connections to External Systems. The requirements shall specify how authentication and encryption will be handled for all external systems such as databases, directories, and Web services. All credentials required for communication with external systems shall be stored outside the code in a configuration file in encrypted form.

(g) Encryption. The requirements shall specify what data must be encrypted, how it is to be encrypted, and how all certificates and other credentials must be handled. The application shall use a standard algorithm implemented in a widely used and tested encryption library.

(h) Availability. The requirements shall specify how it will protect against denial of service attacks. All likely attacks on the application should be considered, including authentication lockout, connection exhaustion, and other resource exhaustion attacks.

(i) Secure Configuration. The requirements shall specify that the default values for all security-relevant configuration options must be secure. For audit purposes, the software should be able to produce an easily readable report showing all the security-relevant configuration details.

(j) Specific Vulnerabilities. The requirements shall include a set of specific vulnerabilities that shall not be found in the software. If not otherwise specified, then the software shall not include any of the flaws described in the current “OWASP Top Ten Most Critical Web Application Vulnerabilities.”

5. PERSONNEL AND ORGANIZATION
(a) Security Architect. Developer will assign responsibility for security to a single senior technical resource, to be known as the project Security Architect. The Security Architect will certify the security of each deliverable.

(b) Security Training. Developer will be responsible for verifying that all members of the developer team have been trained in secure programming techniques.

(c) Trustworthy Developers. Developer agrees to perform appropriate background investigations of all development team members.
6. **DEVELOPMENT ENVIRONMENT**

(a) **Secure Coding.** Developer shall disclose what tools are used in the software development environment to encourage secure coding.

(b) **Configuration Management.** Developer shall use a source code control system that authenticates and logs the team member associated with all changes to the software baseline and all related configuration and build files.

(c) **Distribution.** Developer shall use a build process that reliably builds a complete distribution from source. This process shall include a method for verifying the integrity of the software delivered to Client.

7. **LIBRARIES, FRAMEWORKS, AND PRODUCTS**

(a) **Disclosure.** Developer shall disclose all third-party software used in the software, including all libraries, frameworks, components, and other products, whether commercial, free, open source, or closed source.

(b) **Evaluation.** Developer shall make reasonable efforts to ensure that third-party software meets all the terms of this agreement and is as secure as custom-developed code developed under this agreement.

8. **SECURITY REVIEWS**

(a) **Right to Review.** Client has the right to have the software reviewed for security flaws at their expense at any time within 60 days of delivery. Developer agrees to provide reasonable support to the review team by providing source code and access to test environments.

(b) **Review Coverage.** Security reviews shall cover all aspects of the software delivered, including custom code, components, products, and system configuration.

(c) **Scope of Review.** At a minimum, the review shall cover all of the security requirements and should search for other common vulnerabilities. The review may include a combination of vulnerability scanning, penetration testing, static analysis of the source code, and expert code review.

(d) **Issues Discovered.** Security issues uncovered will be reported to both Client and Developer. All issues will be tracked and remediated as specified in the Security Issue Tracking section of this Annex.

9. **SECURITY ISSUE MANAGEMENT**

(a) **Identification.** Developer will track all security issues uncovered during the entire life cycle, whether a requirements, design, implementation, testing, deployment, or operational issue. The risk associated with each security issue will be evaluated, documented, and reported to Client as soon as possible after discovery.

(b) **Protection.** Developer will appropriately protect information regarding security issues and associated documentation to help limit the likelihood that vulnerabilities in operational Client software are exposed.

(c) **Remediation.** Security issues that are identified before delivery shall be fixed by Developer. Security issues discovered after delivery shall be handled in the same manner as other bugs and issues as specified in this Agreement.
10. ASSURANCE
(a) Assurance. Developer will provide a "certification package" consisting of the security documentation created throughout the development process. The package should establish that the security requirements, design, implementation, and test results were properly completed and all security issues were resolved appropriately.

(b) Self-Certification. The Security Architect will certify that the software meets the security requirements, all security activities have been performed, and all identified security issues have been documented and resolved. Any exceptions to the certification status shall be fully documented with the delivery.

(c) No Malicious Code. Developer warrants that the software shall not contain any code that does not support a software requirement and weakens the security of the application, including computer viruses, worms, time bombs, back doors, Trojan horses, Easter eggs, and all other forms of malicious code.

11. SECURITY ACCEPTANCE AND MAINTENANCE
(a) Acceptance. The software shall not be considered accepted until the certification package is complete and all security issues have been resolved.

(b) Investigating Security Issues. After acceptance, if security issues are discovered or reasonably suspected, Developer shall assist Client in performing an investigation to determine the nature of the issue. The issue shall be considered "novel" if it is not covered by the security requirements and is outside the reasonable scope of security testing.

(c) Novel Security Issues. Developer and Client agree to scope the effort required to resolve novel security issues and to negotiate in good faith to achieve an agreement to perform the required work to address them.

(d) Other Security Issues. Developer shall use all commercially reasonable efforts consistent with sound software development practices, taking into account the severity of the risk, to resolve all security issues not considered novel as quickly as possible.

F.9 Certification of Originality
The following is an IBM example on how certifications can be used [IBM CO]. Permission for use is granted by IBM. This certification covers more than SwA and should be used as an idea generator for ultimate requirements and terms and conditions that the acquisition official creates for the RFP and/or contract.

"Certificate of Originality"

This questionnaire must be completed by a vendor ("You") furnishing copyrightable material, such as software, audio/visual works, written materials, etc. ("Material"), to IBM. The acceptance of this questionnaire by IBM is a prerequisite for the IBM final payment for the furnished Material.

Depending on Your agreement with IBM, You may have an obligation to communicate additional information to IBM that IBM may require for copyright registration and/or enforcement of legal rights relating to the furnished material.

Please leave no questions blank. Write "not applicable" or "N/A" if a question is not relevant to the furnished material.
Summary Information

Your name and address: ____________________________
Name of the Material: ______________________________
IBM Contract No: ________________________________
IBM Contract Administrator: ________________________

A—Material Identification

1. Category of the material (Please check only one):
   
   □ a) Software (including its related documentation)
   
   □ b) Audiovisual Works
   
   □ c) Mask Works
   
   □ d) Written Materials excluding related documentation of a) through c)
   
   □ e) Other (please identify) ____________________________

   If You selected either "Software" or "Audio/Visual Works," please provide the names of any software tools (for example, compiler, software development tool, etc.) that were used to create such Material: ____________________________________________

2. General description of the Material (including the description of any new function that You contributed):

   __________________________________________________________

3. What was the date that the creation of Material was completed? (except for minor error corrections, etc.):
   __________________________________________________________

B—Newly Created Material

The questions in this section are targeted at any newly created portion of the Material ("Newly Created Material"). If the Material includes any preexisting material, please provide detailed information for such preexisting material in section C (Preexisting Material). All developers or creators of the Newly Created Material must be specified in one of the following Categories I, II or III. Unless otherwise indicated, Your employees include temporary and supplemental employees who created or contributed to the creation of the Material under contract or other agreement with You.

1. Was any portion of the Newly Created Material created by Your employee(s) within the scope of their work assignment or job function ("Category I") assignment? □ Yes □ No

   If You checked Yes, please provide a copy of any relevant employee agreement governing the creation of intellectual property for Your company by the employee and provide below the requested
information for each employee. It is not necessary to provide copies of the agreements actually signed by each employee as long as You provide the terms of each agreement. For example, it would be sufficient to provide blank employee agreement forms of the type actually completed by the employee.

Name of employee: __________________________________________
Title: ______________________________________________________

Name of employee: __________________________________________
Title: ______________________________________________________

Name of employee: __________________________________________
Title: ______________________________________________________

(If there is insufficient space to list all contributors, please attach an additional page with the required information).

II. Was any portion of the Newly Created Material created by Your employee(s) outside the scope of their work assignment or job function (“Category II”)? □ Yes □ No

If You checked Yes, please provide a copy of any relevant employee agreement governing the creation of intellectual property for Your company by the employee and provide below the requested information for each employee. It is not necessary to provide copies of the agreements actually signed by each employee as long as You provide the terms of each agreement. For example, it would be sufficient to provide blank employee agreement forms of the type actually completed by the employee.

Name of employee: __________________________________________
Title: ______________________________________________________

Name of employee: __________________________________________
Title: ______________________________________________________

Name of employee: __________________________________________
Title: ______________________________________________________

(If there is insufficient space to list all contributors, please attach an additional page with the required information).

III. Was any portion of the Newly Created Material created for You by anyone other than Your employees, including another vendor company, an independent contractor, a subcontractor, a consortium or university (“Category III”)? □ Yes □ No

If You checked Yes, please provide a copy of any relevant agreement that You may have governing the creation and/or license of the intellectual property for this Material and the names and title of the individuals who contributed the material. If the third party was a company, please provide the name and address for the company.
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Name of employee: _______________________________________________________________
Title: ________________________________________________________________________

Name of employee: _______________________________________________________________
Title: ________________________________________________________________________

Name of employee: _______________________________________________________________
Title: ________________________________________________________________________

(If there is insufficient space to list all contributors, please attach an additional page with the required information).

1. Does any portion of the Newly Created Material link to any libraries or other software that is characterized as freeware, shareware, or open source software (“OSS Material”)? For the purposes of this Certificate of Originality, open source software is computer software programs whose source code is available for inspection and use by anyone and is made available under a license that permits recipients to copy, modify and distribute the program’s source code without payment of royalty. Common examples of such licenses, include, but are not limited to, the GNU GPL and LGPL licenses, the Mozilla Public License, Apache license, BSD License, MIT License, Common Public License, etc.

☐ Yes  ☐ No

If you checked No, please go to section C.

If you checked Yes, please, provide the following OSS Material information.

Is the linking static or dynamic?  ☐ static  ☐ dynamic

OSS Material Name: ____________________________________________________________

Source of the OSS Material (URL, company address, etc.): ____________________________

License Information (please attach a copy of the license): _____________________________

Any information that would be helpful to identify the ownership of the OSS Material (Copyright notice, author’s name, contact information, etc.):
___________________________________________________________________________

C — Preexisting Material

The target of this section is any material that had been created by You or others, before You entered into an agreement with IBM to create the Material (“Preexisting Material”). Preexisting Material includes, but is not limited to, software, software libraries, textbooks, and publications that were used in the creation of the Material provided by You to IBM.
1. Was any portion of the Material composed of or derived from Preexisting Material?  

☐ Yes  ☐ No

If you checked No, please go to section D.

2. Is any portion of the Preexisting Material owned by You?  ☐ Yes  ☐ No

If you checked Yes, please provide the name of the Preexisting Material.

3. Is any portion of the Preexisting Material owned by a third party (excluding OSS Material)?  

☐ Yes  ☐ No

If you checked Yes, please provide the following information:

Name of Preexisting Material: _______________________________________________________

Source of the Preexisting Material (URL, company address, etc): _______________________________________________________

License Information (please attach a copy of the license): _______________________________________________________

Any information that would be helpful to identify the source and ownership of the material (Copyright notice, author’s name, contact information, etc.): _______________________________________________________

4. Have You modified the third-party Preexisting Material?  ☐ Yes  ☐ No

If you checked Yes, please briefly describe the nature of the modifications:

________________________________________________________________________________________

5. Is any portion of the Preexisting Material OSS Material?  ☐ Yes  ☐ No

If you checked Yes, please provide the following information:

Name of Preexisting Material: _______________________________________________________

Source of the Preexisting Material (URL, company address, etc): _______________________________________________________

License Information (please attach a copy of the license): _______________________________________________________

Any information that would be helpful to identify the source and ownership of the material (Copyright notice, author’s name, contact information, etc.): _______________________________________________________

6. Have You modified the third party OSS Material?  ☐ Yes  ☐ No
If you checked Yes, please briefly describe the nature of the modifications: ____________________________________________

7. Does any portion of the Preexisting Material link to any OSS Material, including, for example, by using an OSS Material source software development kit? □Yes □No

If you checked Yes, please provide the following OSS Material information.

8. Is the linking static or dynamic? □static □dynamic

OSS Material Name: ____________________________________________

Source of the OSS Material (URL, company address, etc): ____________________________________________

License Information (please attach a copy of the license): ____________________________________________

Any information that would be helpful to identify the source and ownership of the material (Copyright notice, author’s name, contact information, etc.): ____________________________________________

D—External Characteristics including Icons

“External Characteristics” include display screens, data formats, instruction or command formats, operator messages, interfaces, images video, sound recordings, icons, etc.

1. Were the "External Characteristics" of the Material or any portion thereof copied or derived from the preexisting "external characteristics" of other software or copyrightable material ("Preexisting Externals")? □Yes □No

If You checked No, please go to section E.

If You checked Yes, please provide the following information:

a) Type of External Characteristic: ____________________________________________

b) Name of External Characteristic: ____________________________________________

c) Source of External Characteristic: ____________________________________________

d) Author (if known): ____________________________________________

e) Owner: ____________________________________________

f) License information (if applicable): ____________________________________________
g) Please identify or describe any preexisting External Characteristics are known to you that are similar in appearance to the External Characteristic(s) that you are providing in the Material.

**E—Miscellaneous**

1. Does the Material conform to any particular technology standards?  
   □ Yes  □ No

   If you checked Yes, please identify the name of such standard and standards body.

   Name of Standard: __________________________________________

   Standards body: __________________________________________

2. Identify below, or in an attachment, any other circumstance which might affect IBM's ability to reproduce and market this material, including:

   a) Confidentiality or trade secrecy of Preexisting Materials included in the Material:

   __________________________________________

   b) Known or possible royalty obligations to others arising out of the Material:

   __________________________________________

   c) Other circumstances:

   __________________________________________

**Certification**

By submitting this form, You acknowledge that You have responsibility for and direct knowledge of development or creation of this Material and hereby certify that:

a) All statements made in this form are true;

b) This Material does not contain any materials copied or derived from other code, designs, document or other materials, except as listed herein; and

c) All newly written parts of this material are original work of Your employees and/or third party under contract as specified herein.

Yes, I certify to the above statements.

Signature
Name: ________________________________
Title: ________________________________
Date: ________________________________

[IBM CO]
F.10 Other Sources of SwA Requirements

Common Weakness Enumeration (CWE): A list of the known software security weaknesses in architecture, design, or implementation that can lead to exploitable vulnerabilities developed under funding from DHS/NCSD Strategic Initiatives, available at <http://cwe.mitre.org/data/index.html>.


Appendix G. References


Standards and Technology (NIST), U.S. Department of Commerce.  


http://www.gao.gov/special.pubs/bprag/bprgloss.htm#sectC.


[IEEE 100] Institute of Electrical and Electronics Engineers. (date unknown). The Authoritative Dictionary of IEEE Standards Terms,


SOFTWARE ASSURANCE IN ACQUISITION: MITIGATING RISKS TO THE ENTERPRISE


SOFTWARE ASSURANCE IN ACQUISITION: MITIGATING RISKS TO THE ENTERPRISE
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