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1. OBJECTIVES 

The research pursued under grant FA9550-07-1-0213 has been aimed at developing 
systematic techniques for optimizing the performance of complex systems and exploring 
some new innovative directions for real-time optimization methods. Recognizing the 
increasing importance of stochastic networks in both the civilian and military domains, 
special emphasis has been placed on techniques and explicit algorithms that are scalable, 
implementable in distributed and asynchronous fashion, and computationally compatible 
with the limited processing capabilities at the individual node level of many such 
networks. 

Three major research objectives have been pursued: 

1. Developing asynchronous, as well as distributed, optimization algorithms for systems 
consisting of multiple autonomously operating "agents" (UAVs, nodes in a sensor 
network, etc) that must cooperate so as to optimize a common objective. An 
"asynchronous" approach allows each agent to act and communicate with other agents 
on an event-driven basis, not constrained by a synchronizing clock. This has 
significant practical benefits, as explained in the next section. 

2. Developing optimization algorithms for systems required to perform time-critical 
tasks. These systems often consist of components with limited computational 
resources, e.g., small, wireless, battery-dependent devices. Therefore, the challenge is 
to develop fast, scalable solution methods for such optimization problems, as opposed 
to conventional "brute force" approaches suitable only for off-line applications. 

3. Developing Stochastic Fluid Models (SFM) as hybrid system abstractions of complex 
stochastic systems and explore the use of perturbation analysis and gradient-based 
optimization methods for such models. 

2. ACCOMPLISHMENTS AND NEW FINDINGS 

1.   Asynchronous Distributed Cooperative Optimization with Minimal 
Communication. 

Distributed optimization is necessary in systems consisting of multiple autonomously 
operating components (UAVs, nodes in a communication or sensor sensor network, etc) 
that must cooperate so as to optimize a common objective. This requires communication 
among the networked components so as to exchange local state information. The cost of 
such communication is significant, especially when the system components are wireless 
devices with limited energy. Therefore, we have addressed the basic question: "What is 
the minimal amount of communication required in a cooperative system for an 
optimization problem to still be solvable with no loss of its fundamental optimality 
properties?" To address this question, we have sought conditions under which 
communication of state information among nodes can be minimized while still ensuring 
that the optimization process converges. This necessitates developing asynchronous 
event-driven optimization algorithms which allow each system component to operate 
autonomously, not constrained by clock synchronization, so that it acts or communicates 
with other components only whenever it detects an event that warrants such activity. 

We have developed an asynchronous distributed optimization framework that limits 
communication exclusively to instants when a state estimation error function at some 



component exceeds a threshold [10]. Thus, a component communicates its local state to 
others on an event-driven basis and only "as a last resort". We have formally proved that, 
under certain technical conditions, such convergence is guaranteed, as reported in [16]. 
The implication is that cooperation toward a common objective may be achieved with 
minimal communication (possibly none at all) among system components. We have 
applied this approach to a sensor network coverage optimization problem where the 
objective is to maximize the probability of detecting events occurring in a given region 
[16]-[l 7]. We have shown that optimality is achieved with limited asynchronous 
communication among nodes at a fraction of the cost required under periodic state 
information exchange. 

We have also developed an interactive simulation environment, available on the web at 
http://codescolor.bu.edu/real%20time%20coverage/coverage demo.htmU through which 
we have performed experiments and tests related to the asynchronous distributed 
optimization framework described above and compared it to standard synchronous 
approaches. In addition, we have created a laboratory setting with small wireless mobile 
robots (Khepera III) acting as "agents" in a "real-world" cooperative setting (see Figure 1 
and the web site http://codescolor. bu. edu/multimedia. html). 

Figure 1: Laboratory setup at Boston University for cooperative optimization 

• Relationship to original goals: This work is within the scope of Objective 1 (see Section 
1). 

• Relevance to AF mission and potential applications: As systems with small, 
inexpensive, wireless devices become increasingly more prevalent, dramatic 
improvements are needed in optimization schemes embedded in and executed by such 
devices. This is achievable through distributed, highly efficient algorithms, but also, 
perhaps more importantly, asynchronous in nature. Asynchronous (in particular, event- 
driven) operation is crucial for military systems in environments that are resource- 
limited and possibly adverse for the following reasons: (i) Saving energy and hence 
prolonging system lifetime, especially in a wireless setting, (if) Reducing security risks 
(jamming, data corruption, etc) since such operation minimizes the need for 
communication, (Hi) Overcoming the requirement for clock synchronization, which is 
generally infeasible, (iv) Overcoming bandwidth limitations. 



2.   Scalable Optimization of Systems with Real-Time Constraints 

Systems required to perform time-critical tasks include communication networks, sensor 
networks, and UAV teams executing time-sensitive missions. This gives rise to difficult 
optimization problems with nonlinear objective functions and nondifferentiable 
inequality constraints that model the time-critical task execution dynamics. In addition, 
these systems often consist of components with limited computational resources, e.g., 
small, wireless, battery-dependent devices called upon to carry out optimization-based 
decision making processes. Therefore, the challenge is to develop fast, scalable solution 
methods for such optimization problems, as opposed to conventional "brute force" 
approaches suitable only for off-line applications. 

At the single node (or single stage) level, we have formulated the basic optimization 
problem with real-time constraints and shown that its solution is characterized by several 
attractive structural properties leading to an efficient solution procedure termed the 
Critical Task Decomposition Algorithm (CTDA) [4]. At the multi-node level, 
corresponding to a series of tasks with end-to-end real-time deadlines, we have shown 
that the optimal solution is equivalent to one with "virtual" deadlines imposed at each 
node. Based on this property, we have developed a Virtual Deadline Algorithm (VDA) 
that takes advantage of the efficiency of the CTDA, as described in [2]. We have also 
proved that the VDA converges to the global optimum for the original problem and that, 
just like the CTDA, it is scalable in the number of tasks executed. We have also been able 
to further extend the VDA to a multi-layer network architecture [7]. 

The above results are based on the assumption that there exists an optimal solution such 
that tasks to be performed can all meet assigned hard real-time constraints. This leads to 
the question: "How can we deal with problems where it is impossible to perform all tasks 
within these constraints?" We have approached this problem in two ways. The first is by 
exercising a task "admission" policy: We seek to maximize the number of tasks that can 
be processed with guaranteed real-time constraints (and reject the rest). This seemingly 
combinatorially hard problem can in fact be solved through a fast and scalable algorithm 
under certain conditions that are satisfied in most practical cases of interest; details are 
reported in [11]. The second way is by replacing the hard deadline requirements by 
"weekly hard" ones where m out of any k consecutive tasks must meet their respective 
deadlines. We have shown in [3] that the CTDA may be extended to accommodate this 
case while maintaining its scalability properties. 

The problem of optimization with real-time constraints becomes much more challenging 
in a stochastic setting where "tasks" to be performed by a node are not known in advance. 
We have, therefore, initiated a study of such a problem where the node must react to 
every new task and possibly use statistical information about its environment and the 
traffic it handles. We have carried out a "worst-case" analysis, which may be 
conservative. With this motivation, we have subsequently explored a drastically different 
idea that exploits the type of tasks and performance criteria we are interested in. This new 
approach provides a "best solution in probability" efficiently obtained by estimating the 
probability distribution of sample-path-optimal solutions. Early results [12] show 
substantial performance improvements over worst-case analysis. 



Relationship to original goals: This work is within the scope of Objective 2 (see Section 
1). 

Relevance to AF mission and potential applications: Systems with time-critical tasks 
arise in both military and civilian settings. Examples include military missions whose 
goals must be attained within rigid deadlines, and health-related applications where 
patient data must be retrieved and processed by certain deadlines. Satisfying hard real- 
time constraints poses a challenge as it significantly complicates otherwise manageable 
optimization problems and may often result in posing infeasible problems, hence 
unnecessarily expending resources to seek nonexistent solutions. 

3.   Perturbation Analysis and Optimization of Stochastic Flow Models (SFM) 

Recognizing the importance of stochastic networks for communication, transportation, 
and UAV missions, we have continued our past work studying a class of hybrid systems 
termed Stochastic Fluid Models (SFM) that represent complex stochastic networks, 
replacing detailed discrete-event models which become practically infeasible. Under past 
AFOSR grants, we combined perturbation analysis and gradient-based optimization 
techniques to develop network management algorithms that are easily implementable. In 
this project, we were able to extend this work to systems whose performance metrics 
include constraints on task delays (along the lines of the real-time constraint problems 
discussed earlier, but in a stochastic setting), rather than the traditional average delay 
metric. We were able to develop new gradient estimators and establish their unbiasedness 
in [5]. 

• Relationship to original goals: This work is within the scope of Objectives 2 and 3 (see 
Section 1). 

• Relevance to AF mission and potential applications: Stochastic networks manifest 
themselves in communication, transportation, and UAV applications. Their complexity 
precludes the use of traditional discrete event models and calls for abstractions of 
sufficient accuracy to enable the development of performance optimization algorithms. 
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The PhD dissertation completed by Jianfeng Mao is entitled "Dynamic Energy 
Management in Resource Limited Systems with Real-Time Constraints". It considered 
problems motivated by the increasing need for energy management in resource limited 
systems with real-time constraints. Two techniques were utilized to minimize energy 
consumption: Dynamic Voltage Scaling and Dynamic Transmission Control, which can 
both greatly conserve energy by finely tuning the voltage level in a processor and the 
transmission rate in a transceiver unit. Since both techniques deal with a similar tradeoff 
between energy and latency, they were considered in the same context, treated as discrete 
event systems with hard real-time constraints, where tasks are non-preemptive and 
aperiodic. They were studied as dynamic optimization problems whose objective is to 
minimize energy consumption by dynamically tuning the processing rate (equivalent to 
the voltage level or the transmission rate) subject to real-time execution constraints. 
These problems were approached along three dimensions: topology, cost function and 
control framework. Starting with the single-stage problem, a highly efficient algorithm 
was developed, termed Critical Task Decomposition Algorithm (CTDA), which exploits 
the structural properties of an optimal state trajectory. This can solve the off-line problem 
without relying on any nonlinear programming solver. The related admission control 



problem was also studied and a Maximal Shift Task Algorithm (MSTA) was obtained to 
guarantee feasibility for both off-line and on-line single-stage problems. Subsequently, 
the on-line version of the problem was tackled by using two methods: a worst-case 
analysis and a probabilistic comparison algorithm. The former can bypass the complexity 
of random effects and has low computational complexity. The latter can improve 
performance by using probability distribution information based on a novel idea 
providing an alternative to standard stochastic programming, in which the efficiency of 
the off-line CTDA solution algorithm can be fully utilized. For a two-stage system with 
homogeneous cost functions it was determined that the optimal structural properties 
exploited in single-stage systems are no longer applicable. After discovering new optimal 
structural properties, a novel efficient algorithm was derived, termed Virtual Deadline 
Algorithm (VDA), which can obtain the global optimal solution by solving one- 
dimensional bounded convex optimization problems in spite of the high dimensionality 
of the original problem. Finally, a multi-stage system and multi-layer system was 
considered with general cost functions. In this case, only some of the previous properties 
of the optimal state trajectory still apply, but they need to be appropriately redefined. 
Based on that, an efficient algorithm, still termed Virtual Deadline Algorithm (VDA), 
was developed, which can obtain the global optimal solution by solving low-dimensional 
bounded convex optimization problems independent of the dimensionality of the original 
problem. 
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• Mathworks, Inc.: C.G. Cassandras is developing discrete-event and hybrid simulation 
software, Contact person: Michael Clune 

Transitions 
• Incorporating Discrete Event and Hybrid System capability in MATLAB/Simulink 
software suite, The Math Works 
C.G. Cassandras has been working since 2004 with The Math Works, Inc., producer of the 
MATLAB/Simulink software suite that dominates the scientific computation market. As 
of November 2005, Mathworks has released a new product (SimEvents) incorporating a 
Discrete Event System capability into their products. SimEvents includes capabilities of 
simulating a variety of commercial and military systems. Contact person: Michael Clune. 
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