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FOREWORD 

A Parable 

There was once a man who operated a complex system. The system 
required the man to enter a number when a screen flashed A and enter a 
different number when a screen flashed B. One day the operator en- 
tered the A number when the B cue appeared. The number told the 
machine to blow up instead of to shut down. 

It took people a long time to figure out what had happened. When 
they thought they had, a lot of people concluded that the accident was 
caused by "operator error," by which they meant that the man who 
entered the wrong number had made an error, and that was all one 
needed to know. Some people said the man should have checked him- 
self. Some said he should have been better trained, and some even said 
he had been ill-suited for the job. 

But some reputedly enlightened people came along and said it wasn't 
fruitful to blame the operator. They spoke of such things as good de- 
sign and understanding how humans solve problems, of workload and 
of competitions among goals. People gathered around them, for they 
seemed to utter truth. The enlightened people said the failures had been 
made by the organization, which is to say by people such as managers 
and designers. 

Thereupon the startled management people cried, "But we didn't en- 
ter the inappropriate numbers." 

"No, but you created the poor conditions for the entering of the num- 
bers," said the enlightened people. 

But the designers called out, "We followed the commandments of 
our profession so we are blameless!" 

To them the enlightened people said, "Revise your profession." 
Whereupon all the organizational and design people cried, "But we 

didn't know what the consequences would be!" And someone else said, 
"We all have deadlines and budgets to meet, you know." 

"And remember you have the benefit of hindsight," said a small voice 
in the crowd. 

To this, the enlightened people didn't know what to say, for there 
seemed to be some truth in these lamentations. 
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"What should we do differently next time?" "And how do we know 
that the fixes you suggest will be worth the fortunes required?" asked 
the organizational people. 

To these questions, also, the enlightened people were hesitant in their 
response. 

Thereupon, there arose a tremendous confusion and all the people 
began speaking in different languages and they could not understand 
one another. 

This is the state we are in now. 

xn 
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PREFACE 

An International And Cross-Disciplinary Discussion 
On Human Error 

One of the factors that greatly heightened the visibility of the label 
"human error" was the Three Mile Island accident in the spring of 1979. 
This highly publicized accident, and others that came after, drew the 
attention of the engineering, psychological, social science, regulatory 
communities, and of the public to issues surrounding human error. The 
result was an intense cross-disciplinary and international consideration 
of the topic of the human contribution to risk over the last 15 years. 
One can mark the emergence of this cross-disciplinary and interna- 
tional consideration of error with the "clambake" conference on 
human error organized by John Senders and Ann Crichton-Harris at 
Columbia Falls, Maine in 1980 and with the publication of Don 
Norman's and Jim Reason's work on slips and lapses (Norman, 1981; 
Reason and Mycielska, 1982). 

Of course, as always, there was a great deal that led up to these events 
and publications, e.g., a longer tradition of concern with human error 
in human factors (Fitts and Jones, 1947; Singleton, 1973), in labora- 
tory studies of decision biases (Tversky and Kahnemann, 1974), and in 
risk analysis (Dougherty and Fragola, 1990). 

The discussions have continued in a wide variety of forums, includ- 
ing the Bellagio workshop on human error in 1983 (cf., Senders and 
Moray, 1991), the Bad Homburg workshop on new technology and 
human error in 1986 (Rasmussen, Duncan, and Leplat, 1987), the World 
Bank meetings on safety control and risk management in 1988 and 
1989 (e.g., Rasmussen and Batstone, 1989), Reason's elaboration of 
the latent failure approach (1990), the debate triggered by Dougherty's 
editorial in Reliability Engineering and System Safety (1990), 
Hollnagel's Human Reliability Analysis: Context and Control (1993) 
and a series of four workshops sponsored by a U.S. National Academy 
of Sciences panel from 1990 to 1993 that examined human error from 
individual, team, organizational, and design perspectives. 

The cross-disciplinary and international consideration of the topic of 
error re-examined common assumptions, developed and extended con- 
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cepts and theoretical frameworks. Various participants have used these 
frameworks to gather data from field experiments and to examine inci- 
dents and accidents in a new light. The result is a new look at the hu- 
man contribution to safety and to risk. This "new look" is not concep- 
tually homogenous. There is no complete consensus among the partici- 
pants in these discussions, although there are some generally commonly 
held assumptions and interpretations of the evidence. It is not a mature 
body of work, but rather a road map for posing new questions and for 
examining unresolved issues in new ways. 

Our approach has been heavily influenced by this debate. In fact, we 
attempt to provide a summary of the basic premises that have emerged 
from it, in Chapter 2. This overview is essential to provide the reader 
with some perspective on a set of concepts that reverberate throughout 
the other parts of this book. 

The Diversity Of Perspectives On Human Error 

Human error is a very elusive concept. Over the last 13 years we 
have been involved in many discussions about error with specialists 
having widely different perspectives. Some of the professions inter- 
ested in error are operators, regulators, system developers, probability 
reliability assessment (PRA) specialists, experimental psychologists, 
accident investigators, and researchers who directly study "errors." 
We are continually impressed by the extraordinary diversity of notions 
and interpretations that have been associated with the label "human 
error." The parable included as a foreword tries to capture some of 
the kinds of interchanges that can arise among representatives of dif- 
ferent perspectives. 

The label "human error" is inextricably bound up with extra-research 
issues. The interest in the topic derives from the real world, from the 
desire to avoid disasters. The potential changes that could be made in 
real-world hazardous systems to address a "human error problem" in- 
evitably involve high consequences for many stakeholders. Huge in- 
vestments^have been made in technological systems that cannot be eas- 
ily changed because some researcher claims that the incidents relate to 
design flaws that encourage the possibility of human error. When a 
researcher claims that a disaster is due to latent organizational factors 
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and not to the proximal events and actors, he or she is asserting a preroga- 
tive to re-design the jobs and responsibilities of hundreds of workers 
and managers. The factors seen as contributors to a disaster by a re- 
searcher could be drawn into legal battles concerning financial liability 
for the damages and losses associated with an accident. Laboratory 
researchers may offer results on biases found in the momentary reasoning 
of college students while performing artificial tasks. But how much these 
biases "explain" the human contribution to a disaster is questionable, 
particularly when the researchers have not examined the disaster, or 
the anatomy of disasters and near misses in detail (e.g., Klein, 1989). 

One cannot pretend that research in this area can be conducted by 
disinterested, purely objective, detached observers. Researchers, like 
other people, have certain goals that influence what they see. When the 
label "human error" becomes the starting point for investigations, rather 
than a conclusion, the goal of the research must be how to produce 
change in organizations, in systems, and in technology to increase safety 
and reduce the risk of disaster. Whether researchers want to recognize 
it or not, we are participant observers. 

Our experiences in the cross-disciplinary and international discus- 
sions convince us, first, that trying to define the term "error" is a bog 
that quite easily generates unproductive discussions both among re- 
searchers and between researchers and the consumers of research (such 
as regulators, public policy makers, practitioners, and designers). If 
one pays close attention to the muck in the bog of what is human error, 
one sees great differences of perspective and many misconceptions with 
respect to the evidence that has been gathered about erroneous actions 
and system disasters. One sees that there is a huge breadth of the hu- 
man performance and human-machine system issues that can become 
involved in discussions under the rubric of the term "human error." As 
a result, one cannot get onto productive tracks about error, its relation- 
ship to technology change, prediction, modeling, and countermeasures, 
without directly addressing the varying perspectives, assumptions, 
and misconceptions of the different people interested in the topic of 
human error. Therefore, one of the first things that we provide is a 
summary of the assumptions and basic concepts that have emerged 
from the cross-disciplinary and international discussions and the re- 
search that they provoked. 
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We believe that this is important in its own right because our experi- 
ences in the last year or two indicate that the results of the cross-disci- 
plinary work of the last 15 years have had remarkably little impact on 
industries, engineering groups that operate or develop systems, and 
regulatory bodies. In addition, it does not seem to have impacted deci- 
sions about how to manage technology change or impacted public de- 
bates over accidents and hazardous technologies. Don Norman ex- 
pressed his frustration concerning the lack of impact on system design- 
ers in a commentary for the Communications of the ACM (Norman, 
1990a). The newer research results have not penetrated very far, at 
least not into the variety of groups that we come into contact with. 
Discussions of error with or by these groups exhibit a set of "folk" 
notions that are generally quite inconsistent with the results of the last 
15 years. Not surprisingly, these folk theories are quite prevalent in 
design, engineering, and practitioner communities. 

At the root, to us, the diversity of approaches to the topic of error is 
symptomatic that "human error" is not a well defined category of hu- 
man performance. Attributing error to the actions of some person, team, 
or organization is fundamentally a social and psychological process 
and not an objective, technical one. Chapter 6 discusses some of the 
problems in attributing error after the fact, including the role of hind- 
sight and outcome biases. 

It is important to uncover implicit, uncxamined assumptions about 
"human error" and the human contribution to system failures. Making 
these assumptions explicit and contrasting them with other assump- 
tions and research results can provide the impetus for a substantive 
theoretical and research debate. Taking into account the range of as- 
sumptions and beliefs in different communities about "human error" 
and system disaster also aids communication with a broad audience. 
Our goal is to capture and synthesize some of the results of the recent 
intense examination of the label "human error," particularly with re- 
spect to cognitive factors, the impact of computer technology, and the 
effect of the hindsight bias on error analysis. 
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I 

INTRODUCTION 

The Human Error Problem 

Disasters in complex systems, such as the destruction of the reactor 
at Three Mile Island, the explosion onboard Apollo 13, the destruction 
of the space shuttle Challenger, the Bhopal chemical plant disaster, the 
Herald of Free Enterprise ferry capsizing, the Clapham Junction rail- 
road disaster, the grounding of the tanker Exxon Valdez, crashes of 
highly computerized aircraft at Bangalore and Strasbourg, the explo- 
sion at the Chernobyl reactor, AT&T's Thomas Street outage, as well 
as more numerous serious incidents which have only captured local- 
ized attention, have left the technologist perplexed. From a narrow, 
technology-centered point of view, incidents seem more and more to 
involve mis-operation of engineered systems that are otherwise func- 
tional. Small problems seem to cascade into major incidents. Systems 
with minor problems are managed into much more severe incidents. 
What stands out in these cases is the human element. 

Human error is over and over again cited as a major contributing 
factor or cause of incidents. Most people accept the term "human 
error" as one category of potential causes for unsatisfactory activities 
or outcomes. Human error as a cause of bad outcomes is used in engi- 
neering approaches to the reliability of complex systems (probabilistic 
risk assessment) and is widely used as a basic category in incident re- 
porting systems in a variety of industries. For example, surveys of an- 
esthetic incidents in the operating room have attributed between 70 

I 
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and 75% of the incidents surveyed to the human element (Cooper, 
Newbower, and Kitz, 1984; Chopra, Bovill, Spierdijk, and Koornneef, 
1992; Wright, Mackenzie, Buchan, Cairns, and Price, 1991). Similar 
incident surveys in aviation have attributed over 70% of incidents to 
crew error (Boeing, 1993). In general, incident surveys in a variety of 
industries attribute high percentages of critical events to the category 
"human error" (for example, see Hollnagel, 1993). 

The result is the widespread perception of a human error problem.1 

The typical belief is that the human element is separate from the 
system in question and, hence, that problems reside either in the hu- 
man side or in the engineered side of the equation (Woods, 1990b). 
Incidents attributed to human error then become indicators that the 
human element is unreliable. This view implies that solutions to a 
human error problem reside in changing the people or their role in the 
system. To cope with this perceived unreliability of people, the 
implication is that one should reduce or regiment the human role in 
managing the potentially hazardous system. In general, this is attempted 
by enforcing standard practices and work rules, by exiling culprits, by 
policing of practitioners, and by using automation to shift activity away 
from people. Note that this view assumes that the overall tasks and 
system remain the same regardless of the allocation of tasks to people 
or to machines and regardless of the pressures managers or regulators 
place on the practitioners.2 

For those who accept human error as a potential cause, the answer to 
the question, "What is human error?" seems self evident. Human error 
is a specific variety of human performance that is so clearly and sig- 
nificantly substandard and flawed when viewed in retrospect that there 
is no doubt that it should have been viewed by the practitioner as sub- 
standard at the time the act was committed or omitted. The judgment 
that an outcome was due to human error is an attribution that (a) the 
human performance immediately preceding the incident was unam- 

'One aviation organization concluded that to make progress on safety, we must have a 
better understanding of the so-called human factors which control performance simply 
because it is these factors which predominate in accident reports (Aviation Daily, No- 
vember 6, 1992). Similar statements could be extracted from many industries. 
The term practitioner refers to a person engaged in the practice of a profession or occu- 
pation (Webster's, 1990). 
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biguously flawed and (b) the human performance led directly to the 
negative outcome. 

But in practice, things have proved not to be this simple. The label 
"human error" is very controversial (e.g., Hollnagel, 1993). Attribu- 
tion of error is a judgment about human performance. These judgments 
are rarely applied except when an accident or series of events have 
occurred that ended with a bad outcome or nearly did so. Thus, these 
judgments are made ex post facto, with the benefit of hindsight about 
the outcome or near miss. This factor makes it difficult to attribute 
specific incidents and outcomes to human error in a consistent way. 
Fundamental questions arise. When precisely does an act or omission 
constitute an error? How does labeling some act as a human error 
advance our understanding of why and how complex systems fail? How 
should we respond to incidents and errors to improve the performance 
of complex systems? These are not academic or theoretical questions. 
They are close to the heart of tremendous bureaucratic, professional, 
and legal conflicts and are tied directly to issues of safety and respon- 
sibility. Much hinges on being able to determine how complex sys- 
tems have failed and on the human contribution to such outcome fail- 
ures. Even more depends on judgments about what means will prove 
effective for increasing system reliability, improving human perfor- 
mance, and reducing or eliminating erroneous actions. 

Studies in a variety of fields show that the label "human error" is 
prejudicial and unspecific. It retards rather than advances our under- 
standing of how complex systems fail and the role of human practition- 
ers in both successful and unsuccessful system operations. The inves- 
tigation of the cognition and behavior of individuals and groups of 
people, not the attribution of error in itself, points to useful changes for 
reducing the potential for disaster in large, complex systems. Labeling 
actions and assessments as errors identifies a symptom, not a cause; 
the symptom should call forth a more in-depth investigation of how a 
system comprising people, organizations, and technologies both func- 
tions and malfunctions (Rasmussen et al., 1987; Reason, 1990; 
Hollnagel, 1991b; 1993). 

Consider this episode which apparently involved a human error and 
which was the stimulus for one of earliest developments in the history 
of experimental psychology. In 1796 the astronomer Maskelync fired 
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his assistant Kinnebrook because the latter's observations did not match 
his own. This incident was one stimulus for another astronomer, Bessel, 
to examine empirically individual differences in astronomical obser- 
vations. He found that there were wide differences across observers 
given the methods of the day and developed what was named the "per- 
sonal equation" in an attempt to model and account for these variations 
(see Boring, 1950). The full history of this episode foreshadows the 
latest results on human error. The problem was not that one person was 
the source of errors. Rather, Bessel realized that the standard assump- 
tions about inter-observer accuracies were wrong. The techniques for 
making observations at this time required a combination of auditory 
and visual judgments. These judgments were heavily shaped by the 
tools of the day-pendulum clocks and telescope hairlines, in relation to 
the demands of the task. In the end, the solution was not dismissing 
Kinnebrook, but rather searching for better methods for making astro- 
nomical observations, re-designing the tools that supported astrono- 
mers, and re-designing the tasks to change the demands placed on 
human judgment. 

The results of the recent intense examination of the human contribu- 
tion to safety and to system failure indicate that the story of human 
error is markedly complex. For example: 

• the context in which incidents evolve plays a major role in 
human performance, 

• technology can shape human performance, creating the potential 
for new forms of error and failure, 

• the human performance in question usually involves a set of in- 
teracting people, 

• the organizational context creates dilemmas and shapes trade-offs 
among competing goals, 

• the attribution of error after-the-fact is a process of social judg- 
ment rather than an objective conclusion. 

Our Approach 

The goal of this book is to go behind the label "human error." It 
may seem simpler merely to attribute poor outcomes to human error 
and stop there; the swirl of factors and issues behind the label may 



Introduction 5 

seem very complex. But it is in the examination of these deeper issues 
that one can learn how to improve the performance of large, complex 
systems. 

There are three main themes that we will explore behind the label 
of human error: 

• the role of cognitive system factors in incidents (see Chapter 4), 
• how the clumsy use of computer technology can increase the 

potential for erroneous actions and assessments (see Chapter 5), 
• the hindsight bias and how attributions of error are a social and 

psychological judgment process rather than a matter of objec- 
tive fact (see Chapter 6). 

The book is organized into four basic parts. The first part, Chapter 2, 
presents a set of basic premises or themes that recur frequently through- 
out the book and that summarize many of the important ideas behind 
the label of human error. This chapter can be interpreted in two ways. It 
provides an introduction to the later chapters by presenting basic con- 
cepts and recurring themes. This is important because many of the ideas 
detailed in this volume depend intimately on each other. But this chap- 
ter can also be interpreted as an overview of the results of the intense 
and cross-disciplinary examination of error and disaster that has been 
going on since about 1980. As a result, this chapter provides a kind 
of summary of many of the important ideas behind the label of human 
error. If a reader needs an overview of developments on human error, 
this is the place. 

One of these basic concepts is the latent failure model of complex 
system breakdown (Reason, 1990). This concept is fundamental to the 
discussion of cognitive system factors, how the clumsy use of 
computer technology influences the potential for error, and the opera- 
tion of the hindsight bias in the process of attributing causes to inci- 
dents. As a result, Chapter 3 provides a brief introduction and overview 
of the concept. 

Cognitive Systems 

The demands that large, complex systems operations place on hu- 
man performance are mostly cognitive. In the second part of the book 
(Chapter 4) we have chosen to focus on cognitive factors related to the 
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expression of expertise and error. The difference between expert and 
inexpert human performance is shaped, in part, by three classes of cog- 
nitive factors: knowledge factors, attentional dynamics, and strategic 
factors. However, these cognitive factors do not apply just to an indi- 
vidual, but also to teams of practitioners. In addition, the larger organi- 
zation places constraints that shape how practitioners meet the demands 
of that field of practice. 

One of the basic themes that has emerged in more recent work on 
error is the need to model team and organizational factors. Chapter 4 
integrates individual, team, and organizational perspectives by view- 
ing operational systems as distributed and joint human-machine cogni- 
tive systems. It also lays out the cognitive processes carried out across 
a distributed system that govern the expression of expertise as well as 
error in real systems. It explores some of the ways that these processes 
go off track or break down and increase the vulnerability to erroneous 
actions. 

Computers 

The third part of the book addresses the clumsy use of new techno- 
logical possibilities in the design of computer-based devices and shows 
how these design errors can create the potential for erroneous actions 
and assessments. Some of the questions addressed in Chapter 5 include: 

• What are these classic design errors in human-computer systems, 
computer-based advisors, and automated systems? 

• Why do we see them so frequently in so many settings? 
• How do devices with these characteristics shape practitioner cog- 

nition and behavior? 
• How do practitioners cope with the complexities introduced by 

clumsy use of technological possibilities? 
• What do these factors imply about the human contribution to risk 

and to safety? 
We will refer frequently to mode error as an exemplar of the issues 

surrounding the impact of computer technology and error, especially in 
Chapter 5. We use this topic as an example extensively because it is an 
error form that exists only at the intersection of people and technology. 
Mode error requires a device where the same action or indication means 
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different things in different contexts (i.e., modes) and a person who 
loses track of the current context. But there is a second and perhaps 
more important reason why we have chosen this error form as a central 
exemplar. If we as a community of researchers cannot get design and 
development organizations to acknowledge, deal with, reduce, and better 
cope with the proliferation of complex modes, then we fear there is no 
issue where we can shift design resources and priorities to include a 
user-centered point of view. 

Hindsight 

The fourth part of the book examines how the hindsight bias affects 
the possibilities for error analysis. It shows how attributions of error 
are a social and psychological judgment process rather than a matter of 
objective fact. 

The latent failure model points out that there are many factors 
that contribute to incidents and disasters. Which of these many 
factors we focus on are the products of human processes of causal 
attribution. What we identify as causes depends on who we are com- 
municating to, on the assumed contrast cases or causal background for 
that exchange, on the purposes of the inquiry, and on knowledge 
of the outcome. 

Hindsight bias is the tendency for people to consistently exaggerate 
what could have been anticipated in foresight (Fischhoff, 1975). Stud- 
ies have consistently shown that people have a tendency to judge the 
quality of a process by its outcome (Baron and Hershey, 1988). The 
information about outcome biases their evaluation of the process that 
was followed. Decisions and actions followed by a negative outcome 
will be judged more harshly than if the same decisions had resulted in 
a neutral or positive outcome. Indeed this effect is present even when 
those making the judgments have been warned about the phenomenon 
and been advised to guard against it. 

The hindsight bias leads us to "construct... a map that shows only 
those forks in the road that we decided to take, where we see the view 
from one side of a fork in the road, looking back" (Lubar, 1993, p. 
1168). Given knowledge of outcome, reviewers will tend to simplify 
the problem-solving situation that was actually faced by the practition- 
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er. The dilemmas, the uncertainties, the tradeoffs, the attentional de- 
mands, and double binds faced by practitioners may be missed or un- 
der-emphasized when an incident is viewed in hindsight. Typically, 
hindsight bias makes it seem that participants failed to account for in- 
formation or conditions that should have been obvious or behaved in 
ways that were inconsistent with the (now known to be) significant 
information. Possessing knowledge of the outcome, because of the hind- 
sight bias, trivializes the situation confronting the practitioner and makes 
the correct choice seem crystal clear. 

The hindsight bias has strong implications for studying erroneous 
actions and assessments and for learning from system failures. If we 
recognize the role of hindsight and psychological processes of causal 
judgment in attributing error after-the-fact, then we can begin to devise 
new ways to study and learn from error and system failure. We need 
techniques to help us construct (1) an aerial view that reveals the pos- 
sible paths, those followed and those not taken, and (2) what the view 
was like or would have been like had we stood on the road. These 
topics are covered in Chapter 6. 

In many ways, the topics addressed in each chapter interact and de- 
pend on the concepts introduced in the discussion of other topics from 
other chapters. For example, the chapter on the clumsy use of com- 
puter technology in some ways depends on knowledge of cognitive 
system factors, but in other ways it helps to motivate the cognitive 
system framework. There is no requirement to move linearly from one 
chapter to another. Jump around as your interests and goals suggest. 
However, reading Chapter 2 first may help to provide an overview of 
the basic concepts and assumptions that weave together across the rest 
of the book. 

Two caveats are in order. First, we primarily are interested in how 
people form intentions to act and how these processes contribute to 
error and expertise. This refers to how people decide what to do 
as opposed to the processes involved in going from intention to action 
(the error forms related to the latter process are called slips of action).' 
Studies of actual critical incidents (e.g., Pew, Miller, and Feehrer, 1981; 

'In part, slips and lapses will not be considered because extensive treatments are already 
available—Norman (1981), Reason and Mycielska (1982). and Baars (1992); for over- 
views on slips see Norman (1988) and Reason (1990). 
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Woods, OBrien, and Hanes, 1987; Cook, Woods, and McDonald, 1991; 
Reason, 1990) have shown that intention errors (sometimes termed cog- 
nitive errors) are a major contributor to the risk of disaster. Intention 
formation refers to the cognitive processes by which a set of agents 
decide on what actions are appropriate to carry out (information gath- 
ering, situation assessment, diagnosis, and response selection). Inten- 
tion formation is important to risk and safety because, when an errone- 
ous intention to act is formed, practitioners may not only omit correct 
acts, but they may also carry out other acts that would be appropriate 
given the perceived situation, but are, in fact, incorrect given the actual 
situation. This means that erroneous intention leads to a kind of com- 
mon mode failure. 

Second, we will not be concerned with work that goes under the 
heading of Human Reliability Analysis (HRA), because (a) such work 
is summarized elsewhere (e.g., Dougherty and Fragola, 1990), and (b) 
HRA has been dominated by the assumptions made for risk analysis of 
purely technological systems, assumptions that do not apply to people 
and human-machine systems very well. Third, an excellent re-exami- 
nation of human reliability from a cognitive perspective has recently 
emerged (cf., Hollnagel, 1993). 
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BASIC PREMISES FOR RESEARCH ON HUMAN ERROR 

Designing human error out of systems was one of the earliest activi- 
ties of human factors (e.g., Fitts and Jones, 1947). Error counts have 
been used as a measure of performance in laboratory studies since the 
beginning of experimental psychology. In fact an episode involving a 
human error was the stimulus for one of the earliest developments in 
experimental psychology.4 While error has a long history in human 
factors and experimental psychology, the decade of the 1980s marked 
the beginning of an especially energetic period for researchers explor- 
ing issues surrounding the label human error. This international and 
cross-disciplinary debate on the nature of erroneous actions and as- 
sessments has led to a new paradigm about what is error, how to study 
error, and what kinds of countermeasures will enhance safety. This 
chapter is an overview of these results. It also serves as an introduction 
to the later chapters by presenting basic concepts that recur frequently 
throughout the book. 

Fourteen Premises 

Traditionally, error has been seen as a thing in itself, a kind of cause 
of incidents, a meaningful category that can be used to aggregate spe- 
cific instances. As a thing, different instances of error can be lumped 
together and counted, as in laboratory studies of human performance 

4The personal equation (see Boring, 1950). 

II 
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or as in risk analyses. Different kinds of errors could be ignored safely 
and treated as a homogenous category. 

For example, in the experimental psychology laboratory, errors are 
counted as a basic unit of measurement for comparing performance 
across various factors. However, this use of error assumes that all types 
of errors can be combined in a homogenous category, that all specific 
errors can be treated as equivalent occurrences. This may be true when 
one has reduced a task to a minimum of content and context as is tradi- 
tional in laboratory tasks. But real-world, complex tasks carried out by 
domain practitioners embedded in a larger temporal and organizational 
context are diverse. The activities and the psychological and behav- 
ioral concepts that are involved in these tasks and activities are corre- 
spondingly diverse. Hence, the resulting observable erroneous actions 
and assessments are diverse. In other words, in real fields of practice 
(where real hazards exist), 

errors are heterogeneous. 

One case may involve diagnosis; another may involve perceptual 
motor skills. One may involve system X and another system Y. One 
may occur during maintenance, another during operations. One may 
occur when there are many people interacting; another may occur when 
only one or a few people are present. 

Noting the heterogeneity of errors was one of the fundamental 
contributions made by John Senders, to begin the new and intensive 
look at human error in 1980. An understanding of erroneous 
actions and assessments in the real world means that we cannot toss 
them into a neat causal category labeled "human error." It is funda- 
mental to see that 

erroneous actions and assessments should be taken as the 
starting point for an investigation, not an ending. 

This premise is the cornerstone of the paradigm shift for understand- 
ing error (Rasmussen, 1986), and much of the material in this book 
should help to indicate why this premise is so fundamental. 

It is common practice for investigators to see errors simply as a spe- 
cific and flawed piece of human behavior within some particular task. 
Consider a simple example. Let us assume that practitioners repeat- 



Premises 13 

edly confuse two switches, A and B, and inadvertently actuate the wrong 
one in some circumstances. Then it seems obvious to describe the 
behavior as a human error where a specific person confused these two 
switches. This type of interpretation of errors is stuck in describing the 
episode in terms of the external mode of appearance or the surface 
manifestation (these two switches were confused), rather than also 
searching for descriptions in terms of deeper and more general catego- 
rizations and underlying mechanisms. For example, this confusion may 
be an example of a more abstract category such as a slip of action (see 
Norman, 1981 or Reason and Mycielska, 1982) or a mode error (see 
Sarter and Woods, in press, or Chapter 5). 

Hollnagel (1991a; 1993) calls this the difference between the pheno- 
type (the surface appearance) and the genotype of errors (also see the 
taxonomy of error taxonomies on p. 26, in Rasmussen et al., 1987). 
Typically, the explicit or implicit typologies of erroneous actions and 
assessments, such as those used in formal reporting systems, catego- 
rize errors only on the basis of phenotypes. They do not go beyond the 
surface characteristics and local context of the particular episode. 

As early as Fitts and Jones (1947), researchers were trying to find 
deeper patterns that cut across the particular. The work of the 1980s 
has expanded greatly on the repertoire of genotypes that are related to 
erroneous actions and assessments. In other words, the research has 
been searching to expand the conceptual and theoretical basis that ex- 
plains data on system breakdowns involving people. We will lay out 
several of these in later chapters: ones that are related to cognitive sys- 
tem factors that influence the formation of intentions to act, and ones 
that are influenced by skillful or clumsy use of computer technology. If 
we can learn about or discover these underlying patterns, we gain le- 
verage on how to change human-machine systems and about how to 
anticipate problems prior to a disaster in particular settings. 

Thus, in a great deal of the recent work on error, erroneous actions 
and assessments are treated as the starting point for an investigation, 
rather than a conclusion to an investigation (Rasmussen, 1986). The 
label "error" should be the starting point for investigation of the dy- 
namic interplay of larger system and contextual factors that shaped the 
evolution of the incident. The attribution of human error is no longer 
adequate as an explanation for a poor outcome; the label "human 
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error" is not an adequate stopping rule. It is the investigation of factors 
that influence the cognition and behavior of groups of people, not the 
attribution of error in itself, that helps us find useful ways to change 
systems in order to reduce the potential for disaster and to develop 
higher reliability human-machine systems. In other words, it is more 
useful from a system design point of view to see that 

erroneous actions and assessments are a symptom, not a cause. 

There is a great diversity of notions about what "human error" means. 
The term is problematic, in part, because it is often used in a way that 
suggests that a meaningful cause has been identified, namely the hu- 
man. To shed this causal connotation, Hollnagel (1993, p. 29) has pro- 
posed the term "erroneous action," which means an action that fails to 
produce the expected result and/or which produces an unwanted con- 
sequence. We prefer this term for the same reason. 

Another contributor to the diversity of interpretations about human 
error is a confusion between outcome and process. To talk to each other 
about error we must be very clear about whether we are referring to 
bad outcomes or a defect in a process for carrying out some activity. 
We will emphasize the difference between outcome (or performance) 
failures and defects in the problem-solving process. 

Outcome (or performance) failures are defined in terms of a categori- 
cal shift in consequences on some performance dimension. They are 
defined in terms of some potentially observable standard and in terms 
of the language of the particular field of activity. If we consider mili- 
tary aviation, some examples of outcome failures might include an 
unfulfilled mission goal, a failure to prevent or mitigate the conse- 
quences of some system failure on the aircraft or a failure to survive 
the mission. Typically, an outcome failure (or a near miss) provides the 
impetus for an accident investigation. 

Process defects are departures from some standard about how prob- 
lems should be solved. Generally, the process defect, instantaneously 
or over time, leads to or increases the risk of some type of outcome 
failure. Process defects can be defined in terms of a particular field of 
activity (e.g., failing to verify that all safety systems came on as de- 
manded following a reactor trip in a nuclear power plant) or cogniti vely 
in terms of deficiencies in some cognitive or information processing 
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function (e.g., as slips of action, Norman, 1981; fixations or cognitive 
lockup, De Keyser and Woods, 1990; or vagabonding, Dorner, 1983). 
The distinction between outcome and process is important because the 
relationship between them is not fixed. In other words, 

there is a loose coupling between process and outcome. 

This premise is implicit in Abraham Lincoln's (1864) vivid state- 
ment about process and outcome, "If the end brings me out all right 
what is said against me won't amount to anything. If the end brings me 
out wrong, ten angels swearing I was right would make no difference." 

Today's students of decision making echo Lincoln, by warning us 
not to judge the quality of a decision by its outcome. To do so is to 
assume that decision makers can think of all contingencies and predict 
the consequences of their actions with certainty. Good decisions may 
be followed by bad outcomes (Fischhoff, 1982; Edwards, 1984). For 
example, in critical care medicine it is possible that the physician's 
assessments, plans, and therapeutic responses are correct for a trauma 
victim, and yet the patient outcome may be less than desirable—the 
patient's injuries may have been too severe or extensive. 

Similarly, not all process defects are associated with bad outcomes. 
Less than expert performance may be insufficient to create a bad out- 
come by itself; the operation of other factors may be required as well. 
This may be, in part, the result of successful engineering (such as de- 
fenses in depth) and multiple opportunities for detection and recovery 
may occur as the incident evolves. Thus, the label "error" alone is am- 
biguous, in part, because it is not clear whether it refers to outcome or 
process. 

The loose coupling of process and outcome occurs because incidents 
evolve along a course that is not preset. Further along there may be 
opportunities to direct the evolution towards successful outcomes, or 
other events or actions may occur that direct the incident towards nega- 
tive consequences. 

Consider a pilot who makes a mode error which, if nothing is 
done about it, would lead to disaster within some minutes. It may 
happen that the pilot notices certain unexpected indications and 
responds to the situation, thereby diverting the incident evolution back 
onto a benign course. The fact that process defects do not always, or 
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even frequently, lead to bad outcomes makes it very difficult for people 
or organizations to understand the nature of error, its detection, 
and recovery. 

As a result of the loose coupling between process and outcome, we 
are left with a nagging problem. Defining human error as a form of 
process defect implies that there exists some criterion or standard against 
which the performance has been measured and deemed inadequate. 
However, what standard should be used? We do not think that there 
will be a single and simple answer to this question. However, if we are 
ambiguous about the particular standard adopted to define error in par- 
ticular studies or incidents, then we greatly retard our ability to engage 
in a constructive and empirically grounded debate about error. All claims 
about when an action or assessment is erroneous in a process sense 
must be accompanied by an explicit statement of the standard used for 
defining departures from good process. 

One kind of standard that can be invoked is a normative model of 
task performance. For many fields of activity where bad outcomes can 
mean dire consequences, there are no normative models or there are 
great questions surrounding how to transfer normative models devel- 
oped for much simpler situations to a more complex field of activity. 
For example, laboratory-based normative models may ignore the role 
of time or may assume that cognitive processing is resource-unlimited. 

Another possible kind of standard is standard operating practices 
(e.g. written policies and procedures). However, work analysis has 
shown that formal practices and policies often depart substantially from 
the dilemmas, constraints, and tradeoffs present in the actual work- 
place (e.g., Hirschhorn, 1993). 

For realistically complex problems there is often no one best method; 
rather, there is an envelope containing multiple paths each of which 
can lead to a satisfactory outcome. This suggests the possibility of a 
third approach for a standard of comparison. One could use an empiri- 
cal standard that asks: What would other similar practitioners have 
thought or done in this situation? De Keyser and Woods (1990) called 
these empirically based comparisons neutral observer criteria. A simple 
example occurred in regard to the Strasbourg aircraft crash (Monnier, 
1992). Mode error in pilot interaction with cockpit automation seems 
to have been a contributor to this accident. Following the accident, 
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several people in the aviation industry noted a few precursor incidents 
or dress rehearsals for the crash where similar mode errors had oc- 
curred, although the incidents did not evolve as far towards negative 
consequences. (At least one of these mode errors resulted in an unex- 
pected rapid descent, and the ground proximity warning system alarm 
alerted the crew, who then executed a go-around). Issues about stan- 
dards used to define process defects, especially neutral observer crite- 
ria, will be explored more in Chapter 6. 

Whatever kind of standard is adopted for a particular study, 

knowledge of outcome (hindsight) biases judgments 
about process. 

People have a tendency to judge the quality of a process by its out- 
come. The information about outcome biases their evaluation of the 
process that was followed (Baron and Hershey, 1988). The loose cou- 
pling between process and outcome makes it problematic to use out- 
come information as an indicator for error in a process. (Chapter 6 
explains the outcome bias and related hindsight bias and discusses their 
implications for the study of error.) 

Studies of disasters have revealed an important common 
characteristic: 

incidents evolve through the conjunction of several 
failures/factors. 

Actual accidents develop or evolve through a conjunction of several 
small failures, both machine and human (Pew etal., 198I;Perrow, 1984; 
Wagenaar and Groeneweg, 1987; Reason, 1990). This pattern is seen 
in virtually all of the significant nuclear power plant incidents, includ- 
ing Three Mile Island, Chernobyl, the Brown's Ferry fire, the incidents 
examined in Pew et al. (1981), the steam generator tube rupture at the 
Ginna station (Woods, 1982), and others. In the near miss at the Davis- 
Besse nuclear station (U.S. NRC, NUREG-1154, 1985), there were 
about ten machine failures and several erroneous actions that initiated 
the loss-of-feedwater accident and determined how it evolved. 

In the evolution of an incident, there are a series of interactions be- 
tween the human-machine system and the hazardous process. One acts 
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and the other responds, which, in turn, generates a response from the 
first and so forth. Incident evolution points out that there is some initi- 
ating event in some human and technical system context, but there is 
no one clearly identifiable cause of the accident (Rasmussen, 1986; 
Senders and Moray, 1991). However, after the fact, several points dur- 
ing the accident evolution can be identified where the evolution can be 
stopped or redirected away from undesirable outcomes. 

Gaba, Maxwell, and DeAnda (1987) applied this idea to critical in- 
cidents in anesthesia, and Cook, Woods, and McDonald (1991), also 
working in anesthesia, identified several different patterns of incident 
evolution. For example, "acute" incidents present themselves all at once, 
while in "going sour" incidents, there is a slow degradation of the 
monitored process. 

One kind of "going sour" incident, which they called decompen- 
sation incidents, occurs when an automatic system's responses mask 
the diagnostic signature produced by a fault (cf. Woods, in press-a). 
As the abnormal influences produced by a fault persist or grow over 
time, the capacity of automatic systems to counterbalance or compen- 
sate becomes exhausted. At some point they fail to counteract and 
the system collapses or decompensates. The result is a two-phase 
signature. In phase 1 there is a gradual falling off from desired states 
over a period of time. Eventually, if the practitioner does not intervene 
in appropriate and timely ways, phase 2 occurs—a relatively rapid 
collapse when the capacity of the automatic systems is exceeded or 
exhausted. During the first phase of a decompensation incident, 
the gradual nature of the symptoms can make it difficult to distinguish 
a major challenge, partially compensated for, from a minor disturbance 
(see National Transportation Safety Board, 1986a). This can lead to 
a great surprise when the second phase occurs (e.g., some practition- 
ers who miss the signs associated with the first phase may think that 
the event began with the collapse; cf. Cook, Woods, and McDonald, 
1991). The critical difference between a major challenge and a minor 
disruption is not the symptoms, per se, but rather the force with which 
they must be resisted. This case illustrates how incidents evolve as a 
function of the interaction between the nature of the trouble itself and 
the responses taken to compensate for that trouble. 
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Some of the contributing factors to incidents are latent in the 
system. 

Some of the factors that combine to produce a disaster are latent in the 
sense that they were present before the incident began. Turner (1978) 
discusses the incubation of factors prior to the incident itself, and Rea- 
son (1990) refers to potential destructive forces that build up in a sys- 
tem in an explicit analogy to resident pathogens in the body. Thus, 
latent failures refer to problems in a system that produce a negative 
effect but whose consequences are not revealed or activated until some 
other enabling condition is met. Examples include failures that make 
safety systems unable to function properly if called on, such as the 
error during maintenance that resulted in the emergency feedwater sys- 
tem being unavailable during the Three Mile Island incident (The 
Kemeny Commission, 1979). Latent failures require a trigger, i.e., an 
initiating or enabling event, that activates its effects or consequences. 
For example in the Space Shuttle Challenger disaster, the decision to 
launch in cold weather was the initiating event that activated the conse- 
quences of the latent failure—a highly vulnerable booster rocket seal 
design. This generalization means that assessment of the potential for 
disaster should include a search for evidence about latent failures hid- 
den in the system (Reason, 1990). 
When error is seen as the starting point for study, when the heterogene- 
ity of errors (their external mode of appearance) is appreciated, and the 
difference between outcome and process is kept in mind, then it be- 
comes clear that one cannot separate the study of error from the study 
of normal human behavior. We quickly find that we are not studying 
error, but rather, human behavior itself, embedded in meaningful con- 
texts. As Rasmussen (1985) states: 

It. . . [is] important to realize that the scientific basis for human 
reliability considerations will not be the study of human error as 
a separate topic, but the study of normal human behavior in real 
work situations and the mechanisms involved in adaptation and 
lcarnin (p. 1194). 
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The point is that 

the same factors govern the expression of expertise and of error. 

Jens Rasmussen frequently quotes Ernst Mach (1905, p. 84) to 
reinforce this point: "Knowledge and error flow from the same 
mental source; only success can tell one from the other." 

Furthermore, to study error in real-world situations necessitates 
studying groups of individuals embedded in a larger system 
that provides resources and constraints, rather than simply studying 
private, individual cognition. To study error is to study the function of 
the system in which practitioners are embedded. Chapter 4 covers a 
variety of cognitive system factors that govern the expression 
of error and expertise. It also explores some of the demand 
factors in complex domains and the organizational constraints that 
also play an important role in the expression of error and expertise (see 
Figure 1, p. 21). 

Generally, the human referred to when an incident is ascribed to 
human error is some individual or team of practitioners who work 
at what James Reason calls the "sharp end" of the system (Reason, 
1990; see Figure 1, p. 21). Practitioners at the sharp end actually 
interact with the hazardous process in their roles as pilots, physicians, 
space controllers, or power plant operators. In medicine, these 
practitioners are anesthesiologists, surgeons, nurses, and some 
technicians who are physically and temporally close to the patient. 
Those at the "blunt end" of the system, to continue Reason's analogy, 
affect safety through their effect on the constraints and resources 
acting on the practitioners at the sharp end. The blunt end includes 
the managers, system architects, designers, and suppliers of technol- 
ogy. In medicine the blunt end includes government regulators, 
hospital administrators, nursing managers, and insurance companies. 
To understand the sources of expertise and error at the sharp end, one 
must also examine this larger system to see how resources and con- 
straints at the blunt end shape the cognition and behavior of sharp end 
practitioners (Reason, 1990). 

Note that there is a theme that underlies all of the above points about 
the study of error: 
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sharp end 

Monitored Process bluiUeiid 

demands 

errors and expertise 

\ 
Atlentiona] Dynamics 

Knowledge Strategic Factors 

Operational System as Cognitive System 

resources and constraints 

Organizational Context 

Figure 1. The sharp and blunt ends of a large complex system. The 
interplay oT problem demands and the resources of practitioners at the 
sharp end govern the expression of expertise and error. The resources 
available to meet problem demands are shaped and constrained in large 
part by the organizational context at the blunt end of the system. 
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lawful factors govern the types of erroneous actions or assessments to 
be expected. 

Errors are not some mysterious product of the fallibility or 
unpredictability of people; rather errors are regular and predictable 
consequences of a variety of factors. In some cases we understand a 
great deal about the factors involved, while in others we currently know 
very little. This premise is not only useful in improving a particular 
system, but also assists in defining general patterns that cut across par- 
ticular circumstances. Finding these regularities requires examination 
of the contextual factors surrounding the specific behavior that is judged 
faulty or erroneous. In other words, 

erroneous actions and assessments are context-conditioned. 

Many kinds of contextual factors are important to human cognition 
and behavior (see Figure I, p. 21). The demands imposed by the kinds 
of problems that can occur are one such factor. The constraints and 
resources imposed by organizational factors are another. The temporal 
context defined by how an incident evolves is yet another (e.g., from a 
practitioner's perspective, a small leak that gradually grows into a break 
is very different from an incident where the break occurs quite quickly). 
Chapter 4 discusses these and many other cognitive factors that affect 
the expression of expertise and error. 

Variability in behavior and performance turns out to be crucial for 
learning and adaptation. In some domains, such as control theory, an 
error signal, as a difference from a target, is informative because it 
provides feedback about goal achievement and indicates when adjust- 
ments should be made. Error, as part of a continuing feedback and im- 
provement process, is information to shape future behavior. However, 
in certain contexts this variability can have negative consequences. As 
Rasmussen (1986) puts it, in "unkind work environments" variability 
becomes an "unsuccessful experiment with unacceptable conse- 
quences." This view emphasizes the following important notion: 

error tolerance, error detection, and error recovery are as important 
as error prevention. 
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Again, according to Rasmussen (1985), 

. . .The ultimate error frequency largely depends upon the fea- 
tures of the work interface which support immediate error recov- 
ery, which in turn depends on the ohservability and reversibility 
of the emerging unacceptable effects. The feature of reversibility 
largely depends upon the dynamics and linearity of the system 
properties, whereas observability depends on the properties of 
the task interface which will be dramatically influenced by the 
modern information technology, (p. 1188) 

Figure 2 (p. 24) illustrates the relationship between recovery from 
error and the negative consequences of error (outcome failures). An 
erroneous action or assessment occurs in some hypothetical system. It 
is followed by a recovery interval, i.e., a period of time during which 
actions can be taken to reverse the effects of the erroneous action or 
during which no consequences result from the erroneous assessment. 
If error detection occurs, the assessment is updated or the previous 
actions are corrected or compensated for before any negative conse- 
quences accrue. If not, then an outcome failure has occurred. There 
may be further recovery intervals during which other outcome conse- 
quences (of a more severe nature) may be avoided if detection and 
recovery actions occur. 

A field of activity is tolerant of erroneous actions and assessments to 
the degree that such errors do not immediately or irreversibly lead to 
negative consequences. An error-tolerant system has a relatively long 
recovery interval, i.e., there are extensive opportunities for reversibility 
of actions. Error recovery depends on the observability of (he moni- 
tored process which is in large part a property of the human-computer 
interlace for computerized systems. For example, is it easy to see if 
there is a mismatch between expected state and the actual state of the 
system? Several studies show that many human-computer interfaces 
provide limited observability, i.e., they do not provide effective visual- 
ization of events, change and anomalies in the monitored process (e.g., 
Moll van Charanle, Cook, Woods, Yue, and Howie, 1993 for automated 
operating room devices; Woods, Potter, Johannesen, and Holloway, 
1991 for intelligent systems for fault management of space vehicle 
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systems; Sarter and Woods, 1994 for cockpit automation). The opaque- 

nature of the interfaces associated with new technology is particularly 

troubling because it degrades error recovery. Moll van Charante, ct al. 

(1993) and Cook, Woods, and Howie (1992) contain data directly link- 

ing low observability through the computer interface to critical inci- 

dents in the case of one automated operating room device. Sarter and 

Woods (in press) link low observability through the interface to prob- 

lems in mode awareness for cockpit automation (cf. also, the Thcrac- 

25 accidents, in which a radiation therapy machine delivered massive 

doses of radiation, for another example where low observability through 

the computer interface to an automatic system blocked error or failure 

detection and recovery; Lcveson and Turner, 1992). Chapter 5 discusses 

these issues in greater depth. 

While design to minimize or prevent erroneous actions is good prac- 

tice, one cannot eliminate the possibility for error. It seems that the 

path to high-reliability systems critically depends on design to en- 

hance error recovery prior to negative consequences (Lewis and 

Norman. 1986; Rasmusscn, 1986; Reason, 1990). Rasmusscn (1985) 

points out that reported frequencies of "human error" in incident re- 

ports are actually counts of errors that were not detected and recovered 

from, prior to some negative consequence or some criterion for cata- 

loging incidents. Opportunities for the detection and correction of er- 

ror, and hence tools that support people in doing so, are critical influ- 

ences on how incidents will evolve (see Seifert and Hutchins, 1992 for 

just one example). 

Enhancing error tolerance and error recovery is a common pre- 

scription for designing systems (e.g., Norman, 1988). Some methods 

include: 

• design to prevent an erroneous action, e.g., forcing functions 

which constrain a sequence of user actions along particular paths. 

• design to increase the tolerance of the underlying process to erro- 

neous actions, and 

• design to enhance recovery from errors and failures through cllective 

feedback and visualizations of system function—enhanced observability 

of the monitored process (e.g., Potter, Wcxxls. Hill, Boycr, and Morris, 

1992; Yue, Wcxxis. and Cook, 1992; Wixxis, in press-b). 
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Let us pause and summarize a few important points: failures involve 
multiple contributing factors. The label "error" is often used in a way 
that simply restates the fact that the outcome was undesirable. Error is 
a symptom indicating the need to investigate the larger operational sys- 
tem and the organizational context in which it functions. In other words, 

systems fail. 

If we examine actual accidents, we will typically find that several 
groups of people were involved. For example, in the Dallas windshear 
aircraft crash (National Transportation Safety Board, 1986b), the 
incident evolution involved the crew of the aircraft in question, 
what other planes were doing, air traffic controllers, the weather 
service, company dispatch, company and industry pressures about 
schedule delays. 

Failures involve multiple groups and people, even at the sharp end. 
One also finds in complex domains that error detection and recovery 
are inherently distributed over multiple people and groups and over 
human and machine agents. This is the case in aircraft carrier flight 
operations (Rochlin, La Porte, and Roberts, 1987), maritime naviga- 
tion (Hutchins, 1990; in press), power plant startup (Roth and Woods, 
1988) and many others. Woods et al. (1987) synthesized results across 
several studies of simulated and actual nuclear power plant emergen- 
cies and found that detection and correction of erroneous state assess- 
ments came primarily from other crew members who brought a fresh 
point of view into the situation. Miscommunications between air traf- 
fic control and commercial airline flight decks occur frequently, but 
the air transport system has evolved robust cross-people mechanisms 
to detect and recover from communication breakdowns, e.g., crew cross- 
checks and read backs, although miscommunications still can play a 
role in accidents (National Transportation Safety Board, 1991). Sys- 
tems for cross-checking occur in pilots' coordination with cockpit au- 
tomation. For example, pilots develop and are taught cross-check strat- 
egies to detect and correct errors that might occur in giving instruc- 
tions to the flight computers and automation. There is evidence, though, 
that the current systems are only partially successful and that there is 
great need to improve the coordination between people and automated 
agents in error or failure detection (e.g., Sarter and Woods, in press). 
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Systems are always made up of people in various roles and relation- 
ships. The systems exist for human purposes. So when systems fail, of 
course human failure can be found in the rubble. But progress towards 
safety can be made by understanding the system of people and the 
resources that they have evolved and their adaptations to the demands 
of the environment. Thus, when we start at "human error" and begin to 
investigate the factors (hat lead to behavior that is so labeled, we quickly 
progress to studying systems of people embedded in a larger organiza- 
tional context (Reason, 1990). In this book we will tend to focus on the 
sharp-end system, i.e., the set of practitioners operating near the pro- 
cess and hazards, the demands they confront, and the resources and 
constraints imposed by organizational factors (sec Chapter 4). 

The perception (hat there is a "human error problem" is one force 
that leads to computerization and increased automation in operational 
systems. As new information and automation technology is introduced 
in(o a field of practice what happens to "human error"? The way in 
which technological possibilities are used in a Held of practice affects 
(he potential for different kinds of erroneous actions and assessments. 
It can reduce the chances for some kinds of erroneous actions or 
assessments, but it may create or increase the potential for others. 
In other words, 

the design of artifacts affects the potential for erroneous actions and 
paths towards disaster. 

Artifacts are simply human-made objects. In this context we are in- 
terested particularly in computer-based artifacts from individual mi- 
croprocessor-based devices such as infusion pumps for use in medi- 
cine to the suite of automated systems and associated human-computer 
interfaces present in advanced cockpits on commercial jets. One goal 
for this book is to focus on the role of design of computer-based arti- 
facts in human error. 

Properties of specific computer-based devices or aspects of more 
general "vectors" of technology change influence the cognition and 
activities of those people who use them. As a result, technology change 
can have profound repercussions on system operation, particularly in 
terms of the types of "errors" that occur and the potential for failure. It 
is important to understand how technology change shapes human cog- 
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nition and action in order to see how design can create latent failures 
which may contribute, given the presence of other factors, to disaster. 
For example, a particular technology change may increase the cou- 
pling in a system (Perrow, 1984). Increased coupling increases the cog- 
nitive demands on practitioners. If the computer-based artifacts used 
by practitioners exhibit "classic" flaws such as weak feedback about 
system state (what we will term low observability), the combination 
can function as a latent failure awaiting the right circumstances and 
triggering events to lead the system close to disaster (see Moll van 
Charante et al., 1993 for one example of just this sequence of events). 

One particular type of technology change, namely increased auto- 
mation, is assumed by many to be the prescription of choice to cure an 
organization's "human error problem."5 If incidents are the result of 
"human error," then it seems justified to respond by retreating further 
into the philosophy that "just a little more technology will be enough" 
(Woods, 1990b; Billings, 1991). Such a technology-centered approach 
is more likely to increase the machine's role in the cognitive system in 
ways that will squeeze the human's role (creating a vicious cycle as 
evidence of system problems will pop up as more human error; Cook 
and Woods, in press). As S. S. Stevens noted (1946, p. 390): 

... the faster the engineers and the inventors served up their 'auto- 
malic' gadgets to eliminate the human factor the tighter the squeeze 
became on the powers of the operator.... 

And as Norbert Wiener noted some years later (1964, p. 63): 

The gadget-minded people often have the illusion that a highly 
automatized world will make smaller claims on human ingenuity 
than does the present one .... This is palpably false. 

'One recent example of this altitude comes from a commentary about cockpit develop- 
ments envisioned for a new military aircraft in Europe: "The sensing, processing and 
presentation of such unprecedented quantities of data to inform and protect one man 
requires new levels of. . . system integration. When proved in military service, these 
automation advances will read directly across to civil aerospace safety. They will also 
assist the industrial and transport communities' efforts to eliminate 'man-machine inter- 
face' disasters like King's Cross, Herald of Free Enterprise, Clapham Junction and 
Chernobyl." Aerospace, November, 1992, p. 10. 
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Failures to understand the reverberations of technological change on 
the operational system hinder the understanding of important issues 
such as what makes problems difficult, how breakdowns occur, and 
why experts perform well. 

Our strategy is to focus on how technology change can increase or 
decrease the potential for different types of erroneous actions and as- 
sessments. In Chapter 5 we will lay out a broad framework that estab- 
lishes three inter-related linkages: the effect of technology on the cog- 
nitive activities of practitioners; how this, in turn, is linked to the po- 
tential for erroneous actions and assessments; and how these can con- 
tribute to the potential for disaster. 

The concept that the design of the human-machine system, defined 
very broadly, affects or "modulates" the potential for erroneous ac- 
tions and assessments, was present at the origins of Human Factors 
when the presence of repeated "human errors" was treated as a signal 
pointing to context-specific flaws in the design of human-machine sys- 
tems (e.g., cockpit control layout). This idea has been reinforced more 
recently when researchers have identified kinds of design problems in 
computer-based systems that cut across specific contexts. In general, 
"clumsy" use of technological powers can create additional mental 
burdens or other constraints on human cognition and behavior that cre- 
ate opportunities for erroneous actions and assessments by people, es- 
pecially in high-criticality, high-workload, high-tempo operations 
(Wiener, 1989; Sarter and Woods, in press). 

• Computer-based devices, as typically designed, tend to exhibit clas- 
sic human-computer cooperation flaws such as lack of feedback on 
device state and behavior (e.g., Norman, 1990b; Woods, Cook, and 
Sarter, 1992). Furthermore, these HCI flaws increase the potential for 
erroneous actions and for erroneous assessments of device state and 
behavior. The low observability supported by these interfaces and 
the associated potential for erroneous state assessment is especially 
troublesome because it impairs the user's ability to detect and recover 
from failures, repair communication breakdowns, and detect errone- 
ous actions. 

These data, along with critical incident studies, directly implicate 
the increased potential for erroneous actions and the decreased ability 
to detect errors and failures as one kind of important contributor to 
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actual incidents. The increased potential for error that emanates from 
poor human-computer cooperation is one type of latent failure that can 
be activated and progress towards disaster given the presence of other 
potential factors. 

Our goals are to expose various design "errors" in human-computer 
systems that create latent failures, show how devices with these char- 
acteristics shape practitioner cognition and behavior, and how these 
characteristics can create new possibilities for error and new paths to 
disaster. In addition, we will examine data on how practitioners cope 
with the complexities introduced by the clumsy use of technological 
possibilities and how this adaptation process can obscure the role of 
design and cognitive system factors in incident evolution (Woods et 
al., 1992; Cook and Woods, 1994). This information should help de- 
velopers detect, anticipate, and recover from designer errors in the 
development of computerized devices. 

An Example 

Figures 3 and 4 (pp. 31 and 33) summarize an example of error as a 
predictable consequence of task and other factors (taken from Yue et 
al., 1992; Moll van Charante et al., 1993). The setup of a new micro- 
processor automated controller for use in the operating room involves 
a series of steps. Physical and functional relationships that are apparent 
in the device components themselves provide some constraints so that 
the steps are performed successfully. However, for one step of the 
formal procedure specified in the manual, the action required is not 
related to the structure or function of the device in any sense that a user 
can see. It stands out as an isolated act from the rest of the sequence. 
Observations of device setup in context revealed that this step was fre- 
quently omitted. This omission is erroneous relative to the standard of 
the formal procedure for device setup (the step in question is specified 
on a single page of a 40-page device manual). 

This omission is not particularly surprising—the physicians had to 
know that this was even a formal step in the procedure (some did not), 
and they had to remember this step (since there were no cues in the 
device or the sequence of activities to act as a reminders). The work 
context is one of very high workload with many demands including 
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Figure 3. An example of how design flaws (in an operating room auto- 
mated infusion controller) impact the cognitive system, which, in turn, 
impacts behavior. 
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time pressure. This device is just one of dozens that need to be set up 
prior to cardiac surgery and, interestingly enough, it is one that is sup- 
posed to off-load the practitioner. Furthermore, if the step is omitted 
there is no visible feedback about whether the device is assembled cor- 
rectly (to check this step and for most other potential misassemblies 
one would have to disconnect the entire assembly). Even after an inci- 
dent occurred where the omission of this step played a role in a device 
failure (the critical event was probably a software bug), observation 
showed that it was still quite easy for practitioners to forget this step 
(Cook et al., 1992). 

The scenario is a classic case of an isolated act, which is likely to 
lead to an error, namely an omission. The omission is the external mani- 
festation of the error, in other words, the phenotype (Hollnagel, 1991- 
a). Figure 4 (p. 33) charts how we can go further by exploring the geno- 
type (underlying cognitive mechanisms) of the erroneous action. We 
would get at this by asking questions that reveal the knowledge, memory 
and other cognitive demands faced by practitioners in situ. Do the prac- 
titioners have the relevant knowledge? Given the design of the manual 
and other contextual factors (little formal training on each device in 
this environment; many different devices to be set up and operated), 
the relevant knowledge may not be there to be activated when needed. 
The design also creates new memory demands. Given the context (i.e., 
high workload and high likelihood of distractions and interruptions) 
and the absence of any external memory cues or aids, it is easy for a 
memory lapse to occur. Finally, what about error detection and recov- 
ery? Lack of feedback on the state of the device just about eliminates 
any possibility of detecting a problem prior to device use (ironically, 
the device's purpose is to help offload the physician at the highest 
workload and most critical period of cardiac surgery). 

Figure 4 (p. 33) also charts the various countermeasures that could 
be brought to bear. For example, the knowledge problem could possi- 
bly be handled by redesigning the manual or the training. The memory 
problem could be attacked through external memory aids. 

The feedback problem could be attacked by providing information 
about device state and redesigning the device to eliminate the need to 
remember or to perform this isolated step. In the latter case, a forcing 
function could be used. (Just how to do any one of these strategies 
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Figure 4. Underlying cognitive factors behind an omission error (oc- 
curring in the setup of an operating room automated controller) and 
possible countermeasures. 
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effectively and in detail is another matter.) 
Note how in this case, the discussion is shifted away from the exter- 

nal appearance of the error (its phenotype) and towards typologies that 
express regularities about task or psychological or human-machine sys- 
tem factors that shape the possibilities for erroneous actions or assess- 
ments (its genotype). The research community's knowledge of these 
regularities or types of error forms is limited (though it is far from an 
empty set), and our ability to predict the timing and statistical proper- 
ties of error distributions is very limited. However, we can make pre- 
dictions about the forms errors will take when they do occur. 



COMPLEX SYSTEM BREAKDOWN: 
THE LATENT FAILURE MODEL 

The Anatomy of Disaster 

To study accidents, it is important to understand the dynamics and 
evolution of the conditions that give rise to system breakdowns. Vari- 
ous stakeholders often imagine that the typical path to disaster is a single 
and major failure of a system component, either a machine or a human 
component. Studies of the anatomy of disasters in highly technological 
systems, however, show a different pattern—one that James Reason 
has called the latent failure model of complex system breakdown (Rea- 
son, 1990, chapter 7). 

Highly technological systems such as aviation, air traffic control, 
telecommunications, nuclear power, space missions, and medicine in- 
clude potentially disastrous failure modes. Significantly, these systems 
usually have multiple redundant mechanisms, safety systems, and elabo- 
rate policies and procedures to keep them from failing in ways that 
produce bad outcomes. The results of combined operational and engi- 
neering measures make these systems relatively safe from single point 
failures; that is, they are protected against the failure of a single com- 
ponent or procedure directly leading to a bad outcome. 

The need to make these systems reliable in large part also makes 
them very complex. They are large systems, scmantically complex (it 
generally takes a great deal of time to master the relevant domain knowl- 
edge), with tight couplings between various parts, and operations are 
often carried out under time pressure or other resource constraints. The 

55 
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scale and coupling of these systems create a different pattern for disas- 
ter where incidents develop or evolve through a conjunction of several 
small failures, both machine and human (e.g., Turner, 1978; Pew et al., 
1981; Perrow, 1984; Wagenaar and Groeneweg, 1987; Reason, 1990). 
This pattern can be seen in disasters or events in a variety of different 
industries, and despite the fact that each critical incident is unique in 
many respects. 

These incidents evolve through a series of interactions between the 
people responsible for system integrity and the behavior of the techni- 
cal systems themselves (the engineered or physiological processes un- 
der control). One acts, the other responds, which generates a response 
from the first and so forth. The incident evolution can be stopped or 
redirected away from undesirable outcomes at various points. 

Incidents that evolve to-or near to-disaster seem to share several 
common characteristics. 

1. Disasters are characterized by a concatenation of several small 
failures and contributing events rather than a single large failure 
(e.g., Pew et al., 1981; Reason, 1990). The multiple contributors 
are all necessary but individually insufficient for the disaster to 
have occurred. If any of the contributing factors were missing, 
the disaster would have been avoided. Similarly, a contributing 
failure can occur without producing negative outcomes if other 
potential factors are not present. 

For example, the combination of multiple contributing events is seen 
in virtually all of the significant nuclear power plant incidents, includ- 
ing Three Mile Island, Chernobyl, the Browns Ferry fire, the incidents 
examined in Pew et al. (1981), the steam generator tube rupture at the 
Ginna station (Woods, 1982) and others. In the near miss at the Davis- 
Besse nuclear station (NUREG-1154), there were about ten machine 
failures and several erroneous human actions that initiated the loss-of- 
feedwater accident and determined how it evolved. 

2. Some of the factors that combine to produce a disaster are latent 
in the sense that they were present before the incident began. Turner 
(1978) discusses the incubation of factors prior to the incident 
itself, and Reason (1990) refers to hidden pathogens that build in 
a system in an explicit analogy to viral processes in medicine. 
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Reason (1990) uses the term latent failures to refer to conditions 
resident in a system that can produce a negative effect but whose con- 
sequences are not revealed or activated until some other enabling con- 
dition is met. These conditions arc latent or hidden because their con- 
sequences are not manifest until the enabling conditions occur. A typi- 
cal example is a condition that makes safety systems unable to function 
properly if called on, such as the maintenance problem that resulted in 
the emergency feedwater system being unavailable during the Three 
Mile Island incident (The Kcmeny Commission, 1979). Latent failures 
require a trigger, i.e., an initiating or enabling event, that activates its 
effects or consequences. For example in the Space Shuttle Challenger 
disaster, the decision to launch in cold weather was the initiating event 
that activated the consequences of the latent failure in booster seal de- 
sign (Rogers et al., 1986)." 

3. The concatenation of factors in past disasters includes both hu- 
man and machine elements intertwined as part of the multiple 
factors that contribute elements, but only as part of the dynamics 
of a human-machine operational system that has adapted to the 
demands of the field of activity and to the resources and con- 
straints provided by the larger organizational context (Rasmussen, 
1986; see Figure I, p. 21, for a graphic rendering of this point). 

Reason's Latent Failure Model 

Reason's (1990) latent failure model distinguishes between active 
and latent failures. Active failures arc "unsafe acts" whose negative 
consequences are immediately or almost immediately apparent. These 
are associated with the people at the "sharp end," that is, the opera- 
tional personnel who directly see and influence the process in question. 
Latent failures are decisions "whose adverse consequences may lie dor- 
mant within the system for a long time, only becoming evident when 
they combine with other factors to breach the system's defenses" 
(Reason, 1990). Some of the factors that serve as "triggers" may be 
active failures, technical faults, or atypical system states. Latent fail- 

'Strictly speaking, lalenl failures are not outcome failures but conditions that can lead to 
outcome failures We will use the label "latent failures" because that is the term origi- 
nally employed by Reason. 
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ures are associated with managers, designers, maintainers, or regula- 
tors—people who are generally far removed in time and space from 
handling incidents and accidents. 

According to Reason (1990), one should think of accident potential 
in terms of organizational processes, task and environmental condi- 
tions, individual unsafe acts, and failed defenses (see Figure 5, p. 39, a 
slight adaptation of a figure from Reason, 1990). The organizational 
plane involves such processes as goal setting, organizing, communi- 
cating, managing, designing, building, operating, and maintaining. The 
latent failures that occur here are fallible decisions, which can result in 
incompatible goals, organizational deficiencies, inadequate communi- 
cations, poor planning and scheduling, inadequate control and moni- 
toring, design failures, unsuitable materials, poor procedures (both in 
operations and maintenance), deficient training, and inadequate main- 
tenance management (see Reason, 1993, p. 230-1). 

Chapter 4, particularly the sections on Strategic Factors, shows how 
blunt-end factors can shape practitioner cognition and create the poten- 
tial for erroneous actions and assessments. Chapter 5 shows how the 
clumsy use of technology is one type of latent failure. This type of 
latent failure arises in the design organization. It predictably leads to 
certain kinds of unsafe acts on the part of practitioners at the sharp end 
and contributes to the evolution of incidents towards disaster. Task and 
environmental conditions are typically thought of as "performance-shap- 
ing factors." The unsafe acts are the active failures; according to Rea- 
son these consist of both errors and violations. 

Violations are deviations from some code of practice or procedure 
(but see the sections on Practitioner Tailoring and on Rule Following 
in Chapter 5, to see how violations are but one point on a dimension of 
adaptation). Defenses are measures that protect against hazards or lessen 
the consequences of malfunctions or erroneous actions. Some examples 
include safety systems or forcing functions such as interlocks. Accord- 
ing to Reason (1990), the "best chance of minimizing accidents is by 
identifying and correcting these delayed action failures [latent failures] 
before they combine with local triggers to breach or circumvent the 
system's defenses." 

The latent failure model broadens the story of error. It is not enough 
to stop with the attribution that some individual at the sharp end erred. 
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The concept of latent failures highlights the importance of organiza- 
tional factors. It shows how practitioners at the sharp end can be con- 
strained or trapped by larger factors. 

The latent failure model has profound implications for the story of 
error. This concept will be referred to frequently throughout the book. 
If the reader wishes to understand more about the latent failure model, 
see Reason (1990) especially Chapter 7. To illustrate the concepts we 
will describe a concrete example of how latent failures can contribute 
to incident evolution in the next section. 

An Example of Latent Failures: 
The Missing O-Rings in the Eastern L10U Incident 

The following case illustrates how multiple factors come together 
to result in accidents. The case is that of an Eastern L1011 flying 
from Miami to Nassau in May of 1983. The aircraft lost oil pressure in 
all three of its engines in mid-flight. Two of the engines stopped, and 
the third gave out at about the time the crew safely landed the aircraft. 
The proximal event was that O-rings, which normally should be 
attached to an engine part, were missing from all three engines.7 A 
synopsis of relevant events leading up to the incident is given below, 
based on the National Transportation Safety Board report (NTSB, 1984) 
and on Norman's commentary on this incident (Norman, 1992). 

One of the tasks of mechanics is to replace an engine part, called 
a master chip detector, at scheduled intervals. The master chip detector 
fits into the engine and is used to detect engine wear. O-rings are used 
to prevent oil leakage when the part is inserted. The two mechanics for 
the flight in question had always gotten replacement master chip detec- 
tors from their foreman's cabinet. These chip detectors were all 
ready to go, with new O-rings installed. The mechanics' work cards 
specified that new O-rings should be installed with a space next to this 

• instruction for their initials when the task was completed. However, 
their usual work situation meant that this step was unnecessary, be- 

7It is interesting to note that from the perspective of the pilot, it seemed impossible that 
all three should go out at once. There must have been a common mode failure—but what 
was it? The only thing they could think of was that it must be an electrical system problem. 
In actuality, it was a common mode failure, though a different one than they hypothesized. 
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cause someone else (apparently their supervisor) was already install- 
ing new O-rings on the chip detectors. 

The night before the incident, an unusual event occurred. When the 
mechanics were ready to replace master chip detectors, they found there 
were no chip detectors in the foreman's cabinet. The mechanics had to 
get the parts from the stockroom. The chip detectors were wrapped in a 
"semi-transparent sealed plastic package with a serviceable parts tag." 
The mechanics took the packages to the aircraft and replaced the detec- 
tors in low light conditions. It turned out the chip detectors did not 
have O-rings attached. The mechanics had not checked for them, be- 
fore installing them. There was a check procedure against improper 
seals: motoring the engines to see if oil leaked. The technicians did 
this, but apparently not for a long enough time to detect oil leaks. 

One might argue that the technicians should have checked the O- 
rings on the part, especially since they initialed this item on the work 
card. But consider that they did not work strictly from the work card— 
the work card said that they should install a new seal. But they never 
needed to; someone else always took care of this, so they simply checked 
off on it. Also, they could not work strictly from procedure; for ex- 
ample, the work card read "monitor engine and check chip detector for 
leaks" but it didn't specify how long. The mechanics had to fill in the 
gap, and it turned out the time they routinely used was too short to 
detect leaks (a breakdown in the system for error detection). 

Even without these particular technicians, the system held the poten- 
tial for breakdown. Several problems or latent failures existed. The 
unusual event (having to get the part from supply) served as a trigger. 
(These latent failures are points where a difference might have pre- 
vented this particular incident.) Some of these were: 

• The fact that someone other than the technicians normally 
put the O-rings on the chip detectors left in the cabinet and yet 
did not initial the workcard (effectively leaving no one in charge 
of O-ring verification).8 

• The fact that the chip detectors from supply were not packed 
with, O-rings. 

"There would have been no place to initial since the task of using a new seal was a 
subtask of the larger step which included replacing the chip detector 
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• Personnel did not know what was a sufficient length of time 
to run the engines to see if their tasks had been carried out 
successfully. 

Other factors that may have played a role include: 
• Low lighting conditions and the necessity of working by feel 

when inserting the part made it unlikely that the lack of O-rings 
would have been detected without explicitly checking for them. 

• Special training procedures concerning the importance of 
checking O-rings on the chip detectors were posted on bulletin 
boards and kept in a binder on the general foreman's desk. Theo- 
retically, the foremen were supposed to ensure that their workers 
followed the guidance, but there was no follow-up to ensure that 
each mechanic had read these. 

• The variation from a routine way of doing something (opening 
up the potential for slips of action). 

The latent factors involved multiple people in different jobs and the 
procedures and conditions established for the tasks at the sharp end. 
Notice how easy it is to miss or rationalize the role of latent factors in 
the absence of outcome data (see Chapter 6 for more on this point). In 
this case, the airline had previous O-ring problems, but these were at- 
tributed to the mechanics. According to the NTSB report, the propul- 
sion engineering director of the airline, after conferring with his coun- 
terparts, said that all the airlines were essentially using the same main- 
tenance procedure but were not experiencing the same in-flight shut- 
down problems. Hence, it was concluded that the procedures used were 
valid, and that the problems in installation were due to personnel er- 
rors. Also, in reference to the eight incidents that occurred in which O- 
rings were defective or master chip detectors were improperly installed 
(prior to this case), the "FAA concluded that the individual mechanic 
and not Eastern Air Lines maintenance procedures was at fault" (Na- 
tional Transportation Safety Board, 1984, p. 32). 

As Norman (1992) points out, these are problems in the system. These 
latent failures are not easy to spot; one needs a systems view (i.e., view 
of the different levels and their interactions) as well as knowledge of 
how they hold the potential for error. Because of how difficult it is to 
see these, and how much easier it is to focus on the individual and the 
actions or omissions that directly impacted the event, the tendency is to 
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attribute the problem to the person at the sharp end. But behind the 
label "human error" is another story that points to many system-ori- 
ented deficiencies that made it possible for the faulty installation to 
occur and to go undetected. 

The best chance of minimizing accidents is by learning how to de- 
tect and appreciate the significance of latent failures before they com- 
bine with other contributors to produce disaster (Reason, 1990). 
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4 

COGNITIVE SYSTEM FACTORS 

Distributed Cognitive Systems 

We normally think that the canonical case of cognition is an indi- 
vidual rapt in thought. Since we also recognize that an individual's 
activities occur with some relation to other people, we layer on top of 
individuals the perspective of a group made up of interacting individu- 
als. And then on top of these two layers, we can point to the role of 
organizational factors that affect different groups composed of indi- 
viduals. But this way to parse human-machine systems may be an arti- 
fact of how we primarily have studied cognition—individuals alone in 
tasks removed from any larger context. 

If we look at cognition in the "wild," as Ed Hutchins (in press) likes 
to phrase it, if we look at flightdecks of commercial jet airliners, or 
control centers that manage space missions, or surgical operating rooms, 
or control rooms that manage chemical or energy processes, or control 
centers that monitor telecommunication networks, or many other fields 
of human activity, what do we see? 

First, we do not see cognitive activity isolated in a single individual, 
but rather cognitive activity going on distributed across multiple agents 
(Resnick, Levine, and Teasley, 1991; Hutchins, in press). Second, we 
do not see cognitive activity separated in a thoughtful individual, but 
rather as a part of a stream of activity (Klein, Orasanu, and Calderwood, 
1993). Third, we see these sets of active agents embedded in a larger 
group, professional, organizational, or institutional context which con- 

as 
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strains their activities, sets up rewards and punishments, defines goals 
which are not always consistent, and provides resources (e.g., Hutchins, 
1990; Thordsen and Klein, 1989; Perkins and Salomon, 1989). Even 
the moments of individual cognition are set up and conditioned by 
the larger system and communities of practice in which that individual is 
embedded. 

Fourth, we see phases of activity with transitions and evolutions. 
Cognitive and physical activity ebbs and flows, with periods of 
lower activity and more self-paced tasks interspersed with busy, 
externally paced operations where task performance is more critical. These 
higher-tempo situations create greater need for cognitive work and at the 
same time often create greater constraints on cognitive activity (e.g., time 
pressure, uncertainty, exceptional circumstances, failures, and their asso- 
ciated hazards). We see that there arc consequences at stake for the indi- 
viduals, groups, and organizations involved in the field of activity or af- 
fected by that field of activity—such as economic, personal, safety goals. 

Fifth, even a casual glance at these domains reveals that tools of all 
types are everywhere. Almost all activity is aided by something or some- 
one beyond the unit of the individual cognitive agent. More in-depth 
observation reveals that the technology is often not well adapted to the 
needs of the practitioner—that much of the technology is clumsy in that it 
makes new demands on the practitioner, demands that tend to congregate 
at the higher tempo or higher critical ity periods (Woods, 1990b). Close 
observation reveals that people and systems of people (operators, design- 
ers, regulators, etc.) adapt their tools and their activities continuously to 
respond to indications of trouble or to meet new demands. Furthermore, 
new machines are not used as the designers intended, but are shaped by 
practitioners to the contingencies of the field of activity in a locally prag- 
matic way (Woods et al., 1992). 

Looking at cognition in the "wild," maybe it is better to see, as the 
canonical case, cognition as public and shared, distributed across agents, 
distributed between external artifacts and internal strategies, embedded 
in a larger context that partially governs the meanings that are made 
out of events. Understanding cognition then depends as much on 
studying the context in which cognition is embedded and the larger dis- 
tributed system of artifacts and multiple agents, as on studying what goes 
on between the ears. 
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The idea suggested by Hollnagel and Woods (1983) and Hutchins 
(1991) among others, is that one can look at operational systems as a 
single-but-distributed cognitive system. This operational system cum 
cognitive system includes the individual people, the communities of 
practitioners, the organization both formal and informal, the high tech- 
nology artifacts (AI, automation, computer-based visualizations, and 
intelligent tutors), and the low-technology artifacts (displays, alarms, 
procedures, paper notes, and training systems) intended to support hu- 
man practitioners (cf., Hutchins, 1990; Hutchins, 1991 for examples of 
cognitive system analyses of operational systems). 

Operational systems can be thought of as joint or distributed human- 
machine cognitive systems in that: 

• one can describe and study these systems in terms of cognitive 
concepts such as information flow, knowledge activation, control 
of attention, etc., 

• cognitive systems are distributed over multiple agents, both 
multiple people and mixtures of people and agent-like machines, 

• external artifacts modify the activities of agents within a 
cognitive system and arc shaped to function as cognitive tools,'* 

• cognitive systems adapt to the demands of the field of practice 
and the constraints of the organizational context in which they 
function. 

Hughes, Randall, and Shapiro (1992, p. 5) illustrate the cognitive 
system viewpoint in their studies of the UK air traffic control system 
and the reliability of this system. 

If one looks to see what constitutes this reliability, it cannot be 
found in any single element of the system. It is certainly not to be 
found in the equipment... for a period of several months during 
our field work it was failing regularly.. .. Nor is it to be found in 
the rules and procedures, which are a resource for safe operation 
but which can never cover every circumstance and condition. Nor 
is it to be found in the personnel who, though very highly skilled, 

There is a reciprocal relationship or mutual shaping between properties of external arti- 
facts and representations of aspects of the field of activity and the cognitive activities 
distributed over the cognitive system. Properties of these artifacts and representations 
shape practitioner cognitive strategies and in turn these artifacts are shaped by practitio- 
ners to function as tools within a field of activity. 
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motivated, and dedicated, are as prone as people everywhere to 
human error. Rather we believe it is to be found in the coopera- 
tive activities of controllers across the 'totality' of the system, 
and in particular in the way that it enforces the active engage- 
ment of controllers, chiefs and assistants with the 
material they are using and with each other. 

The canonical tradition where cognition is a private process of 
individuals leaches over into discussions of error. One common view 
is to attribute erroneous actions or assessments to individuals. But 
in several senses, the proper unit of analysis is not the individual. 
Erroneous actions that lead to bad consequences involve multiple 
people embedded in larger systems. It is this operational system that 
fails. When this system fails, there is a breakdown in cognitive activi- 
ties which are distributed across multiple agents and influenced by the 
artifacts used by those agents. This is perhaps best illustrated in pro- 
cesses of error detection and recovery which are inherently distributed 
and play a key role in determining system reliability in practice (e.g., 
Rochlin et al., 1987). 

Cognitive Factors, Problem Demands, 
Organizational Resources, and Constraints 

What factors affect the performance of practitioners in complex set- 
tings like medicine, aviation, telecommunications, process plants, and 
space mission control? Figure 1 (p. 21) provides a schematic overview. 
For practitioners at the sharp end of the system, there are three classes 
of cognitive factors that govern how people form intentions to act: 

• Knowledge factors—factors related to the knowledge that can be 
drawn on in solving problems in context. 

• Attentional dynamics—factors that govern the control of atten- 
tion and the management of workload as situations evolve 
over time. 

• Strategic factors—the tradeoffs among different goals that 
conflict, especially when the people embedded in the situation 
must act under uncertainty, risk, and the pressure of limited re- 
sources (e.g., time pressure, opportunity costs). 
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They are depicted as interlocking rings at the sharp end of the opera- 
tional system to point out that these functions overlap and that an effec- 
tive system depends on their smooth integration across teams of practi- 
tioners. Also we do not show a single individual in the figure because 
these functions rarely are assigned to individuals in a one-to-one fash- 
ion. Rather, they are distributed and coordinated across multiple people 
and across the artifacts they use. This is the basis for thinking about an 
operational system as a distributed cognitive system. 

The above cognitive factors govern the expression of both expertise 
and error in real systems in conjunction with two other classes of fac- 
tors. One is the demands placed on practitioners by characteristics of 
the incidents and problems that occur (depicted at the top of Figure 1). 
These problem demands vary in type and degree—one incident may 
present itself as a textbook version of a well practiced plan while an- 
other may occur accompanied by several complicating factors which 
together create a more substantive cognitive challenge to practitioners 
(e.g., Woods, Pople, and Roth, 1990). 

One example of a characteristic of a field of activity that affects 
the kinds of problems that arise is the degree of coupling in the moni- 
tored process (Perrow, 1984). Highly coupled processes create or exac- 
erbate a variety of demands on cognitive functions (Woods, 1988). For 
example, increased coupling creates: 

• new knowledge demands, e.g., knowing how different parts of 
the system interact physically or functionally; 

,• new attentional demands, e.g., deciding whether or not to 
interrupt ongoing activities and lines of reasoning as new 
signals occur; 

• new strategic tradeoffs, e.g., one must balance dynamically 
between the need to diagnose the source of the disturbances and 
the simultaneous need to cope with the consequences of the distur- 
bances for safety goals. 

Problem demands shape the cognitive activities of any agent or agents 
who might confront that incident. The expression of expertise and er- 
ror is governed by the interplay of problem demands inherent in the 
field of activity and the resources of the distributed cognitive system. 
Figure 1 (p. 21) depicts this relationship through a balance motif at the 
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sharp end. It is at this balance point between demands and resources 
that failures typically are observed. 

Cognitive systems fail from problems in the coordination of these 
cognitive functions across the distributed operational system, relative 
to the demands imposed by the field of activity. In terms of 
knowledge factors, some of the possible problems are buggy knowl- 
edge (e.g., incorrect model of device function), oversimplifications 
(Spiro, Coulson, Feltovich, and Anderson, 1988) and inert knowledge. 
Disruptions in attentional dynamics include problems in situation aware- 
ness, fixations, and thematic vagabonding. Situation awareness is about 
the timely perception of critical elements of the situation, about infor- 
mation integration and management, and about anticipating future situ- 
ations (Sarter and Woods, 1991). Fixations refer to a failure to revise 
an erroneous situation assessment or course of action despite opportu- 
nities to revise. Thematic vagabonding refers to one form of loss of 
coherence where multiple interacting themes are treated superficially 
and independently so that the person or team jumps incoherently from 
one theme to the next (Dorner, 1983). Failures very often can be traced 
back to strategic dilemmas and tradeoffs that arise from multiple inter- 
acting and sometimes conflicting goals. Practitioners by the very na- 
ture of their role at the sharp end of systems must implicitly or explic- 
itly resolve these conflicts and dilemmas as they are expressed in par- 
ticular situations (Cook and Woods, 1994). 

The final class of factors that we need to consider is the resources 
and constraints imposed by the organizational context in which 
the practitioners function. The shape of the unitizer (the central shaded 
region) for the operational system in Figure 1 (p. 21) visually represents 
"sharp" and "blunt" ends of the system. Recent work on human error has 
recognized the importance of organizational factors in system failures, 
e.g., Reason's latent failure model (Reason, 1990, chapter 7). For example, 
the organizational context influences the knowledge that is available 

-through investments in training and through opportunities to practice rare 
but high-consequence scenarios. Organizational context also influences 
the implicit system that affects how more knowledge and more specialist 
knowledge are brought to bear as an incident evolves and escalates. This 
occurs through the technology and organizational structures used to ac- 
cess knowledge stored in different systems, places, or people. Organiza- 
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tional context has a particularly important influence on the strategic di- 
lemmas practitioners face. Organizational pressures can exacerbate con- 
flict between different goals and affect the criteria adopted by practition- 
ers in making tradeoffs between goals. 

Human Performance at the "Sharp End": 
Knowledge, Attention, and Goals 

The next three sections from Cook and Woods (1994) explore in more 
detail how various knowledge factors, attcntional dynamics, and strategic 
factors govern the expression of expertise and error in distributed cogni- 
tive systems. To accomplish this, we will introduce each section with an 
actual incident that we have investigated ourselves taken from the field of 
anesthesiology. Note that one could just as easily substitute incidents from 
nuclear power operations, aviation, or other domains to illustrate the same 
concepts. 

Each incident was chosen to highlight one of the classes of cognitive 
factors that are important in human performance as indicated in Table 1 
(p. 52). Each could be judged to contain one or more human errors. This 
judgment is usually the stopping rule for investigators. The incident then 
can be tabulated in the category "human error" in an incident reporting 
scheme. But here wc take the analysis much further, revealing the com- 
plex interplay of the multiple factors sketched in Figure 1 (p. 21) that 
contributed to the evolution of each incident. 

We then return to consider the other two classes of factors represented 
in Figure 1. The interplay of demands and resources is examined in more 
detail in terms of the concept of bounded or local rationality. Finally, wc 
will re-examine the relationship of sharp end and blunt end factors. 

Knowledge Factors 

Knowledge factors refer to what knowledge cognitive agents possess 
about the system or process in question, how this knowledge is organized 
so that it can be used flexibly in different contexts, and the processes 
involved in calling to mind the knowledge relevant to the situation at 
hand. In other words, they are concerned with the process of bringing 
knowledge to bear effectively in problem solving. 
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Incident #1: Myocardial Infarction 

An elderly patient presented with apainfid, pulseless, blue arm indicat- 
ing a blood clot in one of the major arteries that threat- 
ened loss of that limb. The patient had a complex medical and 
surgical history with high blood pressure, diabetes requiring 
regular insulin treatment, a prior heart attack and previous coronary 
artery bypass surgery. The patient also had evidence of 
recently worsening congestive heart failure, i.e., shortness of breath, 
dyspnea on exertion and leg swelling (pedal edema). 
Electrocardiogram (ECG) changes included inverted T waves. 
Chest x-ray suggested pulmonary edema. The arterial blood 
gas (ABG) showed markedly low oxygen in the arterial blood 
(P02 of 56 on unknown F.OJ. The blood glucose was high, 800. 

The patient received fumsemide (a diuretic) and 12 units of insulin 
in the emergency room. The patient was taken to the operating 
room for removal of the clot under local anesthesia with sedation 
provided by the anesthetist. In the operating room the patient's 
blood pressure was high, 210/120; a nitroglycerine drip was started 
and in an effort to reduce the blood pressure. The arterial oxygen 
saturation (S 02) was 88% on rwsal cannula and did not improve 
with a rebreathing mask, but rose to the high 90s when the anesthesia 
machine circuit was used to supply 100% oxygen by mask. The patient 

•did not complain of chest pain but did complain of 
epigastric pain and received morphine for pain. Urine output was 
high in the operating room The blood pressure continued about 200/ 
100. Nifedipine was given sublingually and the pressure fell over ten 
minutes to 90 systolic. The nitroglycerine was decreased and the pres- 
sure mse to 140. The embolectomy was successful. Postoperative 
cardiac enzyme studies showed a peak about 12 hours after the surgi- 
cal procedure, indicating that the patient had suffered a heart attack 
sometime in the period including the time in the emergency mom and 
the operating mom. The patient survived.'" 

In this incident the anesthetist confronted several different condi- 
tions. The patient's poor cardiac state was one factor that led the anes- 

"This incident conies from Cook, Woods, and McDonald, 1991 which examined a cor- 
pus of cases in anesthesiology and associated human performance issues. 
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thetist to use local rather than general anesthesia. The arterial blood 
gas showed markedly low oxygen in the arterial blood which required 
several stages of response to bring it up to an acceptable value. In the 
operating room the blood pressure was high, but then, after treatment, 
quite low. To deal with each of these issues the practitioner was em- 
ploying a great deal of knowledge (in fact, the description of just a few 
of the relevant aspects of domain knowledge important to the incident 
would occupy several pages). But these issues also interacted in sev- 
eral ways important to the overall state of the cardiovascular system. 
The high glucose value indicated diabetes out of control. This in com- 
bination with urine output and the earlier administration of a diuretic in 
the emergency room indicates that the patient's intravascular volume 
was low. This probably increased the demands on a heart that was al- 
ready starved for oxygen (the previously grafted arteries probably were 
working poorly, a conclusion supported by the evidence of congestive 
heart failure, shortness of breath, dyspnea on exertion, leg swelling, 
and the time since the coronary artery bypass surgery). 

In this incident there is evidence that the practitioner was missing or 
misunderstanding important features of the evolving situation. It seems 
(and seemed to peer experts who evaluated the incident shortly there- 
after; cf., Cook, Woods, and McDonald, 1991) that the practitioner mis- 
understood the nature of the patient's intravascular volume, believing 
the volume was high rather than low. The presence of high urine out- 
put, the previous use of a diuretic (furosemide) in the emergency room, 
and the high serum glucose together are indications that a patient should 
be treated differently than was the case here. The high glucose levels 
indicated a separate problem that seemed to be unappreciated by the 
practitioner on the scene. In retrospect, other practitioners argued that 
the patient probably should have received more intravenous fluid and 
should have been monitored using more invasive monitoring to deter- 
mine when enough fluid had been given (e.g., via a catheter that goes 
through the heart and into the pulmonary artery). 

It is also apparent that many of the practitioner's actions were appropri- 
ate in the context of the case as it evolved. For example, the level of 
oxygen in the blood was low and the anesthetist pursued several different 
means of increasing the blood oxygen level. Similarly the blood pressure 
was high and this, too, was treated, first with nitroglycerin (which may 



Cognitive System Factors 55 

lower the blood pressure but also can protect the heart by increasing its 
blood flow) and then with nifedipine. The fact that the blood pressure fell 
much further than intended was probably the result of depleted intravas- 
cular volume which was, in turn, the result of the high urinary output 
provoked by the diuretic and the high serum glucose level. It is this last 
point that appears to have been unappreciated, at first by the physicians 
who first saw the patient and then by the anesthetist (note that multiple 
people were involved in the evolution of the incident). In the opinion of 
anesthesiologist reviewers of this incident shortly after it occurred, the 
circumstances of this case should have brought to mind a series of ques- 
tions about the nature of the patient's intravascular volume. Those ques- 
tions would then have prompted the use of particular monitoring tech- 
niques before and during the surgical procedure. 

This incident raises a host of issues regarding how knowledge fac- 
tors affect the expression of expertise and error. Bringing knowledge to 
bear effectively in problem solving is a process that involves: 

• content (what knowledge)—is the right knowledge there? is it in- 
complete or erroneous (i.e., "buggy"); 

• organization—how knowledge is organized so that relevant 
knowledge can be activated and used effectively; and 

• activation—is relevant knowledge "called to mind" in different 
contexts. 

Note that research in this area has emphasized that mere possession 
of knowledge is not enough for expertise. It is also critical for know- 
ledge to be organized so that it can be activated and used in different 
contexts (Bransford, Sherwood, Vye, and Rieser, 1986). Thus, Feltovich, 
Spiro, and Coulson (1989) and others emphasize that one component 
of human expertise is the flexible application of knowledge in 
new situations. 

There are at least four lines of overlapping research related to the 
activation of knowledge in context use by humans performing in com- 
plex systems. These include: 

• the role of mental models and of knowledge Haws (sometimes 
called "buggy" knowledge), 

• the issue of knowledge calibration, 
• the problem of inert knowledge, and 
• the use of heuristics, simplifications, and approximations. 
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Going behind the label "human error" involves investigating how 
knowledge was or could have been brought to bear in the evolving 
incident. Any of the above factors could contribute to the activation of 
knowledge in context—for example, did the participants have incom- 
plete or erroneous knowledge? Were otherwise useful simplifications 
applied in circumstances that demanded consideration of a deeper model 
of the factors at work in the case? How knowledge is organized is im- 
portant to the ability to use it effectively, especially in non-routine cir- 
cumstances; otherwise, relevant knowledge can remain inert. We will 
briefly sample a few of the issues in this area. 

Mental Models and "Buggy" Knowledge 

Knowledge of the world and its operation may be complete or in- 
complete and accurate or inaccurate. Practitioners may act based on 
inaccurate knowledge or on incomplete knowledge about some aspect 
of the complex system or its operation. When the mental model that 
practitioners hold of such systems is inaccurate or incomplete, their 
actions may well be inappropriate. These mental models are sometimes 
described as "buggy" (see Gentner and Stevens, 1983; Rouse and Morris, 
1986; Chi, Glaser, and Fair, 1988 for some of the basic results on men- 
tal models). The study of practitioners' mental models has examined 
the models that people use for understanding technological, physical, 
and physiological processes. 

For example, Sarterand Woods (1992, 1994) found that buggy men- 
tal models contributed to the problems pilots experienced in using cock- 
pit automation. Airplane cockpit automation has various modes of au- 
tomatic flight control, ranging between the extremes of automatic and 
manual. The modes interact with each other in different flight contexts. 
Having a detailed and complete understanding of how the various modes 
of automation interact and the consequences of transitions between 
modes in various flight contexts is a demanding new knowledge re- 
quirement for the pilot in highly automated cockpits. They also found 
that buggy mental models played a role in automation surprises, cases 
where pilots are "surprised" by the automation's behavior. The buggy 
knowledge contributed to difficulties in monitoring and understanding 
automatic system behavior (what is it doing? why did it do that?) and 
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to projecting or anticipating future states (what will it do next?). This is 
a common finding in complex systems and has also been described in 
anesthesiologists using microcomputer-based devices (Cook, Potter, 
Woods, and McDonald, 1991). 

It is possible to design experiments that reveal specific bugs or gaps 
in practitioners' mental models. By forcing pilots to deal with various 
non-normal situations in simulator studies, it was possible to reveal 
gaps or errors in their understanding of how the automation works in 
various situations. Although pilots were able to make the automation 
work in typical flight contexts, they did not fully exploit the range of 
the system's capabilities. Pilots tend to adopt and stay with a small 
repertoire of strategies, in part, because their knowledge about the ad- 
vantages and disadvantages of the various options for different flight 
contexts is incomplete. In unusual or novel situations, however, it may 
be essential to have a thorough understanding of the functional struc- 
ture of the automated systems and to be able to use this knowledge in 
operationally effective ways. 

Novel or unusual situations can reveal the presence of a "buggy" 
mental model, and many incidents are associated with situations that 
are unusual to some degree. In Incident #1 this was certainly the case 
as the practitioner had to confront multiple interacting issues. 

Technology Change and Knowledge Factors 

Technology change can have important impacts on knowledge fac- 
tors in a cognitive system. First, technology change can introduce sub- 
stantial new knowledge requirements. This is much more than simply a 
new list of facts about how the computerized or automated device works. 
For the case of cockpit automation in commercial aviation, pilots must 
learn and know about the functions of the different automated modes, 
how to coordinate which mode to use when, how to switch from one 
mode to another smoothly. In other words, the pilots must know how 
the automated system works and, especially, they must develop skill at 
how to work the system (how to coordinate their activities with the 
activities of the automated systems). For example, pilots must learn 
about all of the available options, learn and remember how to deploy 
them across a variety of operational circumstances—especially rarely 
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occurring but more difficult or more critical ones, learn and remember 
the interface manipulations required to invoke the different modes or 
features, learn and remember how to interpret or where to find the vari- 
ous indications about which option is active or armed and the associ- 
ated target values entered for each. Pilots must do more than just pos- 
sess such knowledge in principle; they must be able to call it to mind 
and use it effectively in actual task contexts. 

The new knowledge demands created by technology change require 
that more attention be paid to developing and teaching knowledge and 
strategies for how to coordinate a system of automated resources in 
varying operational contexts (analogous to cooperating with other team 
members). In addition, for highly automated systems there is a major 
constraint that impacts on knowledge demands: if the automation is 
well engineered in a narrow sense, it will define and work well in a 
variety of routine situations, but it may not work as well when compli- 
cating factors that go beyond the routine occur. Meeting the knowl- 
edge demands will require investing in maintaining usable knowledge 
relevant to the more difficult but infrequently occurring situations. Thus 
in several ways technology change creates new kinds of training issues 
and requirements (e.g., Adler, 1986; Bereitcr and Miller, 1988). 

Significantly, the design of devices, particularly the interface to 
human practitioners, can either aid or impede the development of use- 
ful mental models by practitioners. The absence of a bug-free mental 
model of a device is more likely to indicate poor device design (low 
observability) than it is some inadequacy of the user's mental machin- 
ery (Norman, 1988). We can draw several generalizations about 
the interaction between human-device interface and the development 
of mental models based on studies (e.g., Norman, 1988; Cook, Potter, 
Woods, and McDonald, 1991). One, users transfer their mental models 
of past devices to try to explain the perceived behavior of apparently 
similar devices. However, the device's external indications to the 
user may mislead them about what knowledge or analogies are appro- 
priate to transfer. 

Two, users' mental models develop based on experience with the 
perceived behavior of the device. External appearance affects the per- 
ception of device structure and function. Flaws in the human-computer 
interface may obscure important states or events, or incidentally create 
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the appearance of linkages between events or states that are not in fact 
linked (e.g., Cook, Potter, Woods, and McDonald, 1991). This can con- 
tribute to buggy user models of device function. 

Three, users actively fill in gaps in the model or image the device 
presents to them. They experiment with ways of using the device that 
will shape the models of device function that they learn. 

Four, apparent simplicity leads users to be unaware of gaps or bugs 
in their model of the device. 

Knowledge Calibration 

Results from several studies (Sarter and Woods, 1994; Cook, Potter, 
Woods, and McDonald, 1991; Moll van Charantcet al., 1993) indicate 
that practitioners are often unaware of gaps or bugs in their model of a 
device or system due to several factors. This is the issue of knowledge 
calibration (e.g. Wagenaar and Keren, 1986). All of us have areas where 
our knowledge is more complete and accurate than in other areas. Indi- 
viduals are well calibrated if they are aware of how well they know 
what they know. People are miscalibrated if they are overconfident and 
believe that they understand areas where in fact their knowledge is 
incomplete or buggy. Note that degree of calibration is not the same 
thing as expertise. 

There are several factors that could contribute to miscalibration 
of practitioners' awareness about their knowledge of the domain and 
the technology with which they work. First, areas of incomplete or 
buggy knowledge can remain hidden from practitioners because they 
have the capability to work around these areas by sticking with a few 
well practiced and well understood methods. Second, situations that 
challenge practitioner mental models or force them to confront areas 
where their knowledge is limited and miscalibrated may arise 
infrequently. Third, studies of calibration have indicated that the avail- 
ability of feedback, the form of feedback and the attentional demands 
of processing feedback, can affect knowledge calibration (e.g., Wagenaar 
and Keren, 1986). 

Problems with knowledge calibration can be severe, especially when 
information technology is involved. For example, many computerized 
devices fail to provide users with adequate feedback to allow them to 
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learn about (to calibrate their knowledge about) the internal relation- 
ships of the device. A relationship between poor feedback and 
miscalibrated practitioners was found in studies of pilot-automation 
interaction (Sarter and Woods, 1994) and of physician-automation in- 
teraction (Cook, Woods, McColligan, and Howie, 1991; and Cook, 
Potter, Woods, and McDonald, 1991). For example, some of the par- 
ticipants in the former study made comments in the post-scenario 
debriefings such as: "I never knew that I did not know this. I just never 
thought about this situation." Although this phenomenon is most easily 
demonstrated when practitioners attempt to use computerized devices, 
it is probably ubiquitous. 

Erroneous actions and assessments can be due, in part, to a lack of 
effective feedback on the state of the device or system in question and, 
in part, due to buggy mental models. The lack of feedback on the state 
and behavior of the device can in turn limit practitioners' ability to 
learn from experience and correct or elaborate their mental models of 
system function over time. It also limits their ability to learn how to 
figure out the state of the device or automation from the available indi- 
cations. All of this is further complicated if the situations that stress 
these problems occur relatively rarely in operations. 

Knowledge miscalibration is important in several respects. One, it 
can lead to under-reporting of problems with clumsy use of technol- 
ogy. Second, when combined with buggy mental models, it can con- 
tribute to problems in reconstructing the sequence of events in accident 
investigation where human-machine interaction played a role. 

Activating Relevant Knowledge in Context: The Problem of Inert 
Knowledge 

Lack of knowledge or buggy knowledge may be one part of the 
puzzle, but the more critical question may be factors that affect whether 

-relevant knowledge is activated and utilized in the actual problem- 
solving context (e.g., Bransford et al., 1986). The question is not 
just does the problem solver know some particular piece of domain 
knowledge, but does he or she call it to mind when it is relevant to 
the problem at hand and does he or she know how to utilize this knowl- 
edge in problem solving? We tend to assume that if a person can be 
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shown to have some particular knowledge in one situation and context, 
then this knowledge should be accessible under all conditions where it 
might be useful. In contrast, a variety of research results have revealed 
dissociation effects where knowledge accessed in one context remains 
inert in another (Gentner and Stevens, 1983; Perkins and Martin, 1986). 
This situation may well have been the case in the first incident: the 
practitioner knew about the relationships determining the urine output 
in the sense that he was able to explain the relationships after the inci- 
dent, but this knowledge was inert because it was not summoned up 
during the incident. 

Thus, the fact that people possess relevant knowledge does not guar- 
antee that this knowledge will be activated when needed. The critical 
question is not to show that the problem solver possesses domain 
knowledge, but rather the more stringent criterion that situation-rel- 
evant knowledge is accessible under the conditions in which the task 
is performed. Knowledge that is accessed only in a restricted set of 
contexts is called inert knowledge. Inert knowledge may be related to 
cases that are difficult to handle, not because problem solvers do not 
know the individual pieces of knowledge needed to build a solution, 
but because they have not confronted the need to join the pieces to- 
gether previously." Thus, the practitioner in the first incident could be 
said to know about the relationship between blood glucose, furosemide, 
urine output, and intravascular volume but also to not know about that 
relationship in the sense that the knowledge was not activated at the 
time when it would have been useful. Studies of practitioner interac- 
tion with computerized systems show that the same pattern can occur 
with computer aids and automation. Sarter and Woods (1994) found 
that some pilots possessed knowledge in the sense of being able to 
recite the relevant facts in debriefing, but they were unable to apply the 
same knowledge successfully in an actual (light context, that is, their 
knowledge was inert. 

Results from accident investigations often show that the people in- 
volved did not call to mind all the relevant knowledge during the inci- 
dent although they "knew" and recognized the significance of the knowl- 

"Note (hat inert knowledge is a concept that overlaps both knowledge and attention in 
that it refers to knowledge that is present in some form but not activated in the appropri- 
ate situation. The interaction of the three cognitive factors is the norm. 
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edge afterwards. The triggering of a knowledge item X may depend on 
subtle pattern recognition factors that are not present in every case where 
X is relevant. Alternatively, that triggering may depend critically on 
having sufficient time to process all the available stimuli in order to 
extract the pattern. This may explain the difficulty practitioners have 
in "seeing" the relevant details in a certain case where the pace of ac- 
tivity is high and where there are multiple demands on the practitioner. 
These circumstances were present in Incident #1 and are typical of 
systems "at the edge of the performance envelope." 

One implication of these results is that training experiences should 
conditionalize knowledge to its use in the contexts where it is likely to 
be needed. In other words, practitioners do not only need to know how 
the computerized system works; they need to know how to work the 
system in differing operational circumstances. 

Oversimplifications 

People tend to cope with complexity through simplifying 
heuristics. Heuristics are useful because they are usually relatively 
easy to apply and minimize the cognitive effort required to produce 
decisions. These simplifications may be useful approximations that 
allow limited resource practitioners to function robustly over 
a variety of problem demand factors (Woods, 1988) or they 
may be distortions or mis-conceptions that appear to work 
satisfactorily under some conditions but lead to error in others. 
Feltovich et al. (1989) call the latter "over-simplifications." 

In studying the acquisition and representation of complex concepts 
in biomedicine, Feltovich et al. (1989) found that various oversimplifi- 
cations were held by some medical students and even by some practic- 
ing physicians. They found that ". . . bits and pieces of knowledge, in 
themselves sometimes correct, sometimes partly wrong in aspects, or 
sometimes absent in critical places, interact with each other to create 
large-scale and robust misconceptions" (Feltovich et al., 1989, p. 162). 
Examples of kinds of oversimplification include (see Feltovich, Spiro, 
and Coulson, 1993): 

• seeing different entities as more similar than they actually are, 
• treating dynamic phenomena statically, 
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• assuming that some general principle accounts for all of a 
phenomenon, 

• treating multidimensional phenomena as unidimensional or ac- 
cording to a subset of the dimensions, 

• treating continuous variables as discrete, 
• treating highly interconnected concepts as separable, 
• treating the whole as merely the sum of its parts. 
Feltovich and his colleagues.' work has important implications for 

the teaching and training of complex material. Their studies and analy- 
ses challenge the view of instruction that presents initially simplified 
material in modules that decompose complex concepts into their sim- 
pler components with the belief that these will eventually "add up" for 
the advanced learner (Feltovich et al., 1993). Instructional analogies, 
while serving to convey certain aspects of a complex phenomenon, 
may miss some crucial ones and mislead on others. The analytic de- 
composition misrepresents concepts that have interactions among vari- 
ables. The conventional approach may produce a false sense of under- 
standing and inhibit pursuit of deeper understanding because learners 
may resist learning a more complex model once they already have an 
apparently useful simpler one (Spiro et al., 1988). Feltovich and his 
colleagues have developed the theoretical basis for a new approach to 
advanced knowledge acquisition in ill-structured domains. 

Why do practitioners utilize simplified or oversimplified knowledge? 
These simplifying tendencies may occur because of the cognitive ef- 
fort required in demanding circumstances. 

It is easier to think that all instances of the same nominal 
concept . . . are the same or bear considerable similarity. It is 
easier to represent continuities in terms of components and steps. 
It is easier to deal with a single principle from which an entire 
complex phenomenon 'spins out' than to deal with numerous, 
more localized principles and their interactions. . . ( Feltovich et 
al., 1989, p. 131). 

Simplifications may be adaptive, first, because the effort required 
to follow more "ideal" reasoning paths may be so large that it would 
keep practitioners from acting with the speed demanded in actual envi- 
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ronments. This has been shown elegantly by Payne, Bettman, and 
Johnson (1988) and by Payne, Johnson, Bettman, and Coupey (1990) 
who demonstrated that simplified methods will produce a higher pro- 
portion of correct choices between multiple alternatives under condi- 
tions of time pressure. 

Second, there may be uncertainties, imprecision, or conflicts that need 
to be resolved in each individual case by the practitioner. In Incident 
#1, for example, there are conflicts between the need to keep the blood 
pressure high and the need to keep the blood pressure low (Figure 6, p. 
65). As is often the case in this and similar domains, the locus of con- 
flict may vary from case to case and from moment to moment. The 
heart depends on blood pressure for its own blood supply, but increas- 
ing the blood pressure also increases the work it is required to perform. 
The practitioner must decide what blood pressure is acceptable. Many 
factors enter into this decision process. For example, how labile is the 
blood pressure now? How will attempts to reduce blood pressure affect 
other physiological variables? How is the pressure likely to change 
without therapy? How long will the surgery last? 

In summary, heuristics represent effective and necessary adaptations 
to the demands of real workplaces (Rasmussen, 1986). The problem 
may not always be the shortcut or simplification itself, but whether 
practitioners know the limits of the shortcuts, can recognize situations 
where the simplification is no longer relevant, and have the ability to 
use more complex concepts, methods, or models (or the ability to inte- 
grate help from specialist knowledge sources) when the situation they 
face demands it 

Incident #1 and Knowledge Factors 

It can be quite difficult to determine how buggy mental models, over- 
simplifications, inert knowledge, or some combination was involved 
in an incident. The kinds of data available about how the incident 
evolved, the specific practitioners involved, the practitioner popula- 
tion in general, and their training experiences are necessary to under- 
stand the role of knowledge factors. But these data are rarely available 
without special effort from investigators and researchers. In Incident 
#1, the combination of factors present in the incident was unusual, and 
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it is possible that the participant had a buggy mental model of the rela- 
tionship between these factors (e.g., the participant did not work rou- 
tinely in cardiovascular anesthesia as a subspecialty of anesthesia). 

Given the complexities of the case, oversimplification strategies could 
be implicated. The combination of congestive heart failure with low 
circulating blood volume is unusual. Congestive heart failure is nor- 
mally associated with too much fluid in the circulation. But in this case 
high blood glucose and a diuretic drug (furosemide) led to too little 
circulating volume. The participant seemed to be responding to each 
issue in isolation and missing the interconnections that would have led 
to a more coherent approach. 

Inert knowledge may have played a role as well. The cues in this 
case were not the ones that are usually associated with deeper knowl- 
edge about the inter-relationships of intravascular volume, glucose level, 
and cardiovascular volume. The attentional demands of the patient's 
low oxygen saturation and other abnormal conditions could have pre- 
vented the participants from exploring their knowledge sufficiently as 
related to this particular situation in situ. 

Interestingly, practitioners are acutely aware of how deficient their 
rules of thumb may be and how certain situations may require aban- 
doning the cognitively easy method in favor of more cognitively de- 
manding "deep thinking." For example, senior anesthesiologists com- 
menting on the first incident were critical of practitioner behavior: 

. . . this man was in major sort of hyperglycemia and with pop- 
ping in extra Lasix [furosemide] you have a risk of hypovolemia 
from that situation. I don't understand why that was quietly passed 
over, I mean that was a major emergency in itself .... This is a 
complete garbage amount of treatment coming in from each side, 
responding from the gut to each little bit of stuff [but it] adds up 
to no logic whatsoever . . . the thing is that this patient [had] an 
enormous number of medical problems going on which have been 
simply reported [but] haven't really been addressed . . . (Cook, 
Woods, and McDonald, 1991, p. 35-6). 
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This is a pointed remark, made directly to the participant by those 
with whom he worked each day. While it is not couched in the lan- 
guage of cognitive science, it remains a graphic reminder that practi- 
tioners recognize the importance of cognition to their success and some- 
times distinguish between expert and inexpert performance by looking 
for evidence of cognitive processes. 

Attentional Dynamics 

Attentional dynamics refer to the factors that operate when cognitive 
systems function in dynamic, evolving situations—how to manage 
workload in time; how to control attention when there are multiple 
signals and tasks competing for a limited attentional focus. In many 
ways this is the least explored frontier in cognitive science and human- 
machine cooperation, especially with respect to error (but see Hollister, 
1986; Gopher, 1991; Moray, Dcssouky, Kijowski, and Adapathya, 1991; 
and Woods, 1992). 

Incident #2: Hypotension 

During a coronary artery bypass graft procedure an infusion 
controller device used to control the flow of a potent drug to 
the patient delivered a large volume of drug at a time when 
no drug should have been flowing. Five of these microproces- 
sor-based devices were set up in the usual fashion at the begin- 
ning of the day, prior to the beginning of the case. The initial 
sequence of events associated with the case was unremarkable. 
Elevated systolic blood pressure (>160 torr) at the time of 
sternotomy prompted the practitioner to begin an infusion of 
sodium nitroprusside via one of the devices. After this 
device was started at a drop rate of 10/min, the device began 
to sound an alarm. The tubing connecting the device to the 
patient was checked and a stopcock (valve) was found to be 
closed. The operator opened the stopcock and restarted 
the device. Shortly after restart, the device alarmed again. 
The blood pressure was falling by this time, and the 
operator turned the device off.  Over a short period, hyperten- 
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sion gave way to hypotension (systolic pressure <60 torr). The 
hypotension was unresponsive to fluid challenge but did respond 
to repeated injections of neosynephrine and epinephrine. The 
patient was placed on bypass rapidly. Later, the container of 
nitroprusside was found to be empty; a full bag of 50 mg in 250 
ml was set up before the case. 

The physicians involved in the incident were comparatively experi- 
enced device users. Reconstructing the events after the incident led to 
the conclusion that the device was assembled in a way that would allow 
free flow of drug. Drug delivery was blocked, however, by the closed 
downstream stopcock. The device was started, but the machine did not 
detect any flow of drug (the stopcock was closed) triggering visual and 
auditory alarms. When the stopcock was opened, free flow of fluid 
containing drug began. The controller was restarted, but the machine again 
detected no drip rate because flow was a continuous stream and no indi- 
vidual drops were being formed. The controller alarmed again with the 
same message which appeared to indicate that no flow had occurred. Be- 
tween opening the stopcock and the generation of the error message, suf- 
ficient drug was delivered to substantially reduce the blood pressure. The 
operator saw the reduced blood pressure, concluded that the sodium 
nitroprusside drip was not required and pushed the button marked "off." 
This powered down the device, but the flow of drug continued. The blood 
pressure fell even further, prompting a diagnostic search for sources of 
low blood pressure. The sodium nitroprusside controller was seen to be 
off. Treatment of the low blood pressure itself commenced and was suc- 
cessful. The patient suffered no sequelae.12 

In Incident #2 the data are strong enough to support a reconstruction 
of some of the actual changes in focus of attention of the participants 
during the incident. The free flow of the drug began when one of the 
physicians opened the stopcock, but this source of the hypotension was 
not identified until the bag of fluid was nearly empty. A number of 
factors in the environment contribute to the failure to observe (i.e., at- 
tend to) the unintended flow of drug via the infusion device including 

,3This case is described more fully in Cook et al., 1992, and weaknesses in the infusion 
device from the point of view of human-computer cooperation are covered in Moll van 
Charante et al., 1993. 
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(1) the drip chamber was obscured by the machine's sensor, making 
visual inspection difficult, (2) presence of an aluminum shield around 
the fluid bag, hiding its decreasing volume, (3) misleading alarm mes- 
sages from the device, and (4) presence of multiple devices making it 
difficult to trace the tubing pathways. 

There are also extra-environmental factors that contributed to the 
failure to observe the free flow. Most importantly, the practitioners 
reported that they turned the device off as soon as the pressure fell and 
the device alarmed a second time. In their view of the external world, 
the device was off, therefore not delivering any drug, and therefore not 
a plausible source of the hypotension. When they looked at the device, 
the displays and alarm messages indicated that the device was not de- 
livering drug or later that it had been turned off. The issue of whether 
"off" might have meant something else (e.g., that the device was pow- 
ered down but a path for fluid flow remained open) might have been 
revisited had the situation been less demanding, but the fall in blood 
pressure was a critical threat to the patient and demanded the limited 
resource of attention. Remarkably, the practitioners intervened in pre- 
cisely the right way for the condition they were facing. The choice of 
drugs to increase the blood pressure was ideal to counteract the large 
dose of sodium nitroprusside that the patient was receiving. Attention 
did not focus on the fluid bags on the infusion support tree until the 
decision was made to start an infusion of the antagonist drug and a bag 
for that drug was being placed on the support tree. 

.This incident is remarkable in part for the way in which it shows 
both the fragility and robustness of human performance. The inability 
to diagnose the cause of hypotension is in contrast to the ability to 
manage successfully the complications of the inadvertent drug deliv- 
ery. There are a number of potential causes of hypotension in the car- 
diac surgical patient. In this case, successful diagnosis of the root cause 
was less important than successful treatment of the consequences of 
the problem. The practitioners were quick to correct the physiologic, 
systemic threat even though they were unable to diagnose its source. 
They shifted their focus of attention from diagnosing the source of the 
hypotension to responding to the immediate threat to the patient. This 
ability to shift from diagnosis to disturbance management is crucial in 
the operating room and in other domains to maintain the system in a 
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stable configuration and permit later diagnosis and correction of the 
underlying faults (Woods, 1988; in press-a). 

The control of attention is an important issue for those trying to un- 
derstand human performance, especially in event-rich domains such as 
flightdecks, operating rooms, or control centers. Attention is a limited 
resource. One cannot attend to more than one thing at a time, and so 
shifts of attention are necessary to be able to "take in" the ways in 
which the world is changing. When something in the world is found 
that is anomalous (what is sensed in the world is not consistent with 
what is expected by the observer) attention focuses on that thing and a 
process of investigation begins that involves other shifts of attention. 
This process is ongoing and has been described by Neisser as the per- 
ceptual or cognitive cycle (Neisser, 1976; see Tenney, Jager Adams, 
Pew, Huggins, and Rogers, 1992 for one application of his concepts to 
the aviation domain). It is a crucial concept for those trying to under- 
stand human performance because it is the basis for all diagnosis and 
action. Nothing can be discovered in the world without attention; no 
intended change in the world can be effected without shifting attention 
to the thing being acted upon. At least two kinds of human perfor- 
mance problems are based on attentional dynamics. The first is a loss 
of situation awareness and the second is psychological fixation. 

Loss of Situation Awareness 

Situation awareness is a label that is often used to refer to many of 
the cognitive processes involved in what we have called here attentional 
dynamics (Endsley, 1988; Sarter and Woods, 1991; Tenney et al., 
1992)." Just a few of the cognitive processes that may be involved 
when one invokes the label of situation awareness are control of atten- 
tion (Gopher, 1991), mental simulation (Klein and Crandall, in press), 
forming expectancies (Woods, in press-b; Johnson, Grazioli, Jamal, and 
Zualkernan, 1992), directed attention (Woods, 1992), and contingency 

"There are many debates about what is situation awareness and attempts to measure it as 
a unitary phenomenon. For example, does situation awareness refer to a product or a 
process? It is not our intention here to engage in or outline a position in these debates. 
Here we are using the label situation awareness, since it is a commonly used expression, 
to point to the cognitive processes involved in the control of attention. 
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planning (Orasanu, 1990). Because the concept involves tracking pro- 
cesses in time, it can also be described as mental bookkeeping—keep- 
ing track of multiple threads of different but interacting sub-problems 
as well as of influences of the activities undertaken to control them 
(Cook, Woods, and McDonald, 1991). 

Maintaining situation awareness necessarily requires shifts of 
attention between the various threads. It also requires more than atten- 
tion alone, for the objective of the shifts of attention is to inform and 
modify a coherent picture or model of the system as a whole. Building 
and maintaining that picture require cognitive effort. 

Breakdowns in these cognitive processes can lead to operational 
difficulties in handling the demands of dynamic, event-driven incidents. 
In aviation circles this is known as "falling behind the plane" 
and in aircraft carrier flight operations it has been described as 
"losing the bubble" (Roberts and Rousseau, 1989). In each case what 
is being lost is the operator's internal representation of the state of the 
world at that moment and the direction in which the forces active in the 
world are taking the system that the operator is trying to control. Dorner 
(1983) calls breakdowns in mental bookkeeping "thematic 
vagabonding" as the practitioner jumps from thread to thread in an 
uncoordinated fashion (the response in Incident #1 may have possessed 
an element of vagabonding). 

Fischer, Orasanu, and Montvalo (1993) examined the juggling of 
multiple threads of a problem in a simulated aviation scenario. More 
effective crews were better able to coordinate their activities with 
multiple issues over time; less effective crews traded one problem 
for another. More effective crews were sensitive to the interactions 
between multiple threads involved in the incident; less effective 
crews tended to simplify the situations they faced and were less sensi- 
tive to the constraints of the particular context they faced. Less effec- 
tive crews "were controlled by the task demands" and did not look 
ahead or prepare for what would come next. As a result, they were 
more likely to run out of time or encounter other cascading problems. 
Interestingly, there were written procedures for each of the problems 
the crews faced. The cognitive work associated with managing 
multiple threads of activity is different from the activities needed to 
merely follow the rules. 
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Obtaining a clear, empirically testable model for situation awareness 
is difficult. For example, Hollister (1986) presents an overview of a 
model of divided attention operations—tasks where attention must be 
divided across a number of different input channels and where the 
focus of attention changes as new events signal new priorities. 
This model then defines an approach to breakdowns in attentional 
dynamics (what has been called a divided attention theory of error) 
based on human divided attention capabilities balanced against 
task demands and adjusted by fatigue and other performance-shaping 
factors. Situation awareness is clearly most in jeopardy during periods 
of rapid change and where a confluence of forces makes an already 
complex situation critically so. This condition is extraordinarily 
difficult to reproduce convincingly in a laboratory setting. Practition- 
ers are, however, particularly sensitive to the importance of situation 
awareness even though researchers find that a clear definition remains 
elusive (Sarter and Woods, 1991). 

Understanding these attentional dynamics relative to task complexi- 
ties, and how they are affected by computer-based systems, is a very 
important research issue for progress in aiding situation awareness and 
for safety in supervisory control systems (cf. McRueret al., [Eds.] 1992, 
National Academy of Sciences Report on Aeronautical Technologies 
for the Twenty-First Century, chapter 11). To meet this research objec- 
tive we will need to understand more about coordination across human 
and machine agents, about how to increase the observability of the state 
and activities of automated systems, and about what are the critical 
characteristics of displays that integrate multiple sources of data in 
mentally economical ways. 

Failures to Revise Situation Assessments: Fixation or 
Cognitive Lockup 

The results of several studies (e.g., De Keyser and Woods, 1990; 
Cook, McDonald, and Smalhout, 1989; Johnson et al., 1981; Johnson, 
Moen, and Thompson 1988; Gaba and DeAnda, 1989) strongly 
suggest that one source of error in dynamic domains is a failure to 
revise situation assessment as new evidence comes in. Evidence 
discrepant with the agent's or team's current assessment is missed 
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or discounted or rationalized as not really being discrepant with the 
current assessment. The operational teams involved in several major 
accidents seem to have exhibited this pattern of behavior; examples 
include the Three Mile Island accident (Kcmeny et al., 1979) and the 
Chernobyl accident. 

Many critical real-world human problem-solving situations take place 
in dynamic, event-driven environments where the evidence arrives 
over time and situations can change rapidly. Incidents rarely spring 
full blown and complete; incidents evolve. In these situations, people 
must amass and integrate uncertain, incomplete, and changing evidence; 
there is no single well formulated diagnosis of the situation. Rather, 
practitioners make provisional assessments and form expectancies 
based upon partial and uncertain data. These assessments are incre- 
mentally updated and revised as more evidence comes in. Further- 
more, situation assessment and plan formulation are not distinct 
sequential stages, but rather they are closely interwoven processes 
with partial and provisional plan development and feedback leading 
to revised situation assessments (Woods and Roth, 1988; Klein ct al., 
1993; Woods, in press-b). 

In psychological fixations (also referred to as cognitive lockup and 
cognitive hysteresis), the initial situation assessment tends to be appro- 
priate, in the sense of being consistent with the partial information avail- 
able at that early stage of the incident. As the incident evolves, how- 
ever, people fail to revise their assessments in response to new evi- 
dence, evidence that indicates an evolution away from the expected 
path. The practitioners become fixated on an old assessment and fail 
to revise their situation assessment and plans in a manner appropriate 
to the data now present in their world. Thus, a fixation occurs 
when practitioners fail to revise their situation assessment or course 
of action and maintain an inappropriate judgment or action in the 
face of opportunities to revise. 

Several criteria are necessary to describe an event as a fixation. One 
critical feature is that there is some form of persistence over time in the 
behavior of the fixated person or team. Second, opportunities to revise 
are cues, available or potentially available to the practitioners, that 
could have started the revision process if observed and interpreted prop- 
erly. In part, this feature distinguishes fixations from simple cases of 
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inexperience, lack of knowledge, or other problems that impair error 
detection and recovery (Cook et al., 1989).14 The basic defining char- 
acteristic of fixations is that the immediate problem-solving context 
has biased the practitioners in some direction. In naturally occurring 
problems, the context in which the incident occurs and the way the 
incident evolves activate certain kinds of knowledge as relevant to the 
evolving incident. This knowledge, in turn, affects how new incoming 
information is interpreted. After the fact or after the correct diagnosis 
has been pointed out, the solution seems obvious, even to the fixated 
person or team. 

De Keyser and Woods (1990) describe several patterns of behavior 
that have been observed in cases of practitioner fixation. In the first 
one, "everything but that," the operators seem to have many hypoth- 
eses in mind, but never entertain the correct one. Their external behav- 
ior looks incoherent because they are often jumping from one action to 
another one without any success. The second one is the opposite: "this 
and nothing else." The practitioners are stuck on one strategy, one goal, 
and they seem unable to shift or to consider other possibilities. One can 
observe a great deal of persistence in their behavior in this kind of case; 
for example, practitioners may repeat the same action or recheck the 
same data channels several times. This pattern is easy to see because of 
the unusual level of repetitions despite an absence of results. The prac- 
titioners often detect the absence of results themselves but without any 
change in strategy. A third pattern is "everything is O.K." In this case, 
the practitioners do not react to the change in their environment. Even 
if there are multiple cues and evidence that something is going wrong, 
they do not seem to take these indicators at face value. They seem to 
discount or rationalize away indications that are discrepant with their 
model of the situation. On the other hand, one must keep in mind the 
demands of situation assessment in complex fields of practice (cf., 
Woods, in press-b). For example, some discrepant data actually may be 
red herrings or false alarms which should be discounted for effective 
diagnostic search (e.g., false or nuisance alarms can be frequent in many 

"Of course, the interpretation problem is to define a standard lo use lo determine what 
cue or when a cue should alert the practitioners to the discrepancy between the perceived 
state of the world and the actual state of the world. There is a great danger of falling into 
the hindsight bias when evaluating after the fact whether a cue "should" have alerted the 
problem solvers to the discrepancy. 
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systems). This is essentially a strategic dilemma in diagnostic reason- 
ing, the difficulty of which depends in part on the demands of prob- 
lems and on the observability of the processes in question. 

Certain types of problems may encourage fixations by mimicking 
other situations, in effect, leading practitioners down a garden path 
(Johnson et al., 1988; Johnson, Jamal, and Berryman, 1991; Johnson 
et al., 1992). In garden-path problems "early cues strongly suggest 
[plausible but] incorrect answers, and later, usually weaker cues 
suggest answers that arc correct" (Johnson et al., 1988). It is important 
to point out that the erroneous assessments resulting from being 
led down the garden path are not due to knowledge factors. Rather, 
they seem to occur because "a problem-solving process that works most 
of the time is applied to a class of problems for which it is not well 
suited" (Johnson et al., 1988). This notion of garden path situations 
is important because it identifies a task genotype in which people 
become susceptible to fixations. The problems that occur are best 
attributed to the interaction of particular environmental (task) features 
and the heuristics people apply (local rationality given difficult prob- 
lems and limited resources), rather than to any particular bias or prob- 
lem in the strategies used. The way that a problem presents itself to 
practitioners may make it very easy to entertain plausible but in fact 
erroneous possibilities. 

Diagnostic problems fraught with inherent uncertainties arc com- 
mon in complex fields of practice (Woods, in press-b). As a result, it 
may be necessary for practitioners to entertain and evaluate what turn 
out later to be erroneous assessments. Problems arise when the revi- 
sion process breaks down and the practitioner becomes fixated on an 
erroneous assessment, missing, discounting, or re-interpreting discrep- 
ant evidence (see Johnson et al., 1988; Roth, Woods, and Pople, 1992 
for analyses of performance in garden path incidents). What is impor- 
tant is the process of error detection and recovery which fundamen- 
tally involves searching out and evaluating discrepant evidence to keep 
up with a changing incident. 

Several cognitive processes involved in attcntional dynamics may 
give rise to fixation; these include: 

• breakdowns in shifting or scheduling attention as the incident 
unfolds; 
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• factors of knowledge organization and access that make critical 
knowledge inert; 

• difficulties calling to mind alternative hypotheses that could ac- 
count for observed anomalies—problems in the processes under- 
lying hypothesis generation; 

• problems in strategies for situation assessment (diagnosis) given 
the probability of multiple factors, e.g., how to value parsimony 
(single factor assessments) versus multi-factor interpretations. 

Fixation may represent the down side of normally efficient and 
reliable cognitive processes involved in diagnosis and disturbance 
management in dynamic contexts (Woods, in press-a, provides a more 
detailed examination of the reasoning processes involved and how 
they break down). Although fixation is fundamentally about problems 
in attentional dynamics, it may also involve inert knowledge (failing 
to call to mind potentially relevant knowledge such as alternative 
hypotheses) or strategic factors (tradeoffs about what kinds of explana- 
tions to prefer). 

It is clear that in demanding situations where the state of the moni- 
tored process is changing rapidly, there is a potential conflict between 
the need to revise the situation assessment and the need to maintain 
coherence. Not every change is important; not every signal is mean- 
ingful. The practitioner whose attention is constantly shifting from one 
item to another may not be able to formulate a complete and coherent 
picture of the state of the system. For example, the practitioner in Inci- 
dent #1 was criticized for failing to build a complete picture of the 
patient's changing physiological state. Conversely, the practitioner 
whose attention does not shift may miss cues and data that are critical 
to updating the situation assessment. This latter condition may lead to 
fixation. How practitioners manage this conflict is largely unstudied. 

Given the kinds of cognitive processes that seem to be involved in 
fixation, there are a variety of techniques that, in principle, may reduce 
this form of breakdown. Data on successful and unsuccessful revision 
of erroneous situation assessments show that it usually takes a person 
with a fresh point of view on the situation to break a team or individual 
out of a fixation (Woods et al., 1987). Note that this result again reveals 
the multi-agent nature of cognitive activities in the wild. Thus, one can 
change the architecture of the distributed system to try to ensure a fresh 
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point of view, i.e., one that is unbiased by the immediate context. Prac- 
tically, this has been tried by adding a new person to the team who has 
a different background and viewpoint or by organizing the team so that 
some members develop their views of the evolving situation separately 
from others. Another approach is to try to develop distributed system 
architectures where one person or group criticizes the assessments de- 
veloped by the remainder of the group (e.g., a Devil's advocate team 
member; Schwenk and Cosier, 1980). A third direction is predicated on 
the fact that poor feedback about the stale and behavior of the moni- 
tored process, especially related to goal achievement, is often impli- 
cated in fixations and failures to revise. Thus, one can provide practi- 
tioners with new kinds of representations about what is going on in the 
monitored process (cf., Woods et al., 1987 for examples from nuclear 
power which tried this in response to the Three Mile Island accident). 

Strategic Factors 

Another set of factors at work in distributed cognitive systems is 
strategic in nature. People have to make tradeoffs between different 
but interacting or conflicting goals, between values or costs placed on 
different possible outcomes or courses of action, or between the risks 
of different errors. They must make these tradeoffs while facing uncer- 
tainty, risk, and the pressure of limited resources (e.g., time pressure, 
opportunity costs). 

Incident #3: Busy Weekend Operating Schedule 

On a weekend in a large tertiary care hospital, the anesthesiol- 
ogy team (consisting of four physicians, three of whom were resi- 
dents in training) was called on to perform anesthetics for an in 
vitro fertilization, a perforated viscus, reconstruction of an ar- 
tery of the leg, and an appendectomy in one building, and one 
exploratory laparotomy in another building. Each of these cases 
was an emergency, that is, a case that cannot be delayed for the 
regular daily operating room schedule. The exact sequence in 
which the cases were done depended on multiple factors. The 
situation was complicated by a demanding nurse who insisted 
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that the exploratory laparotomy be done ahead of other eases. 
The nurse was only responsible for that single case; the operat- 
ing room nurses and technicians for that case could not leave 
the hospital until the case had been completed. The surgeons 
complained that they were being delayed and their cases were 
increasing in urgency because of the passage of time. There 
were also some delays in preoperative preparation of some of 
the patients for surgery. In the primary operating room suites, 
the staff of nurses and technicians were only able to run two 
operating rooms simultaneously. The anesthesiologist in charge 
was under pressure to attempt to overlap portions of procedures 
by starting one case as another was finishing so as to use the 
available resources maximally. The hospital also served as a 
major trauma center which means that the team needed to be 
able to start a large emergency case with minimal (less than ten 
minutes) notice. In committing all of the residents to doing the 
waiting cases, the anesthesiologist in charge produced a situa- 
tion in which there were no anesthetists available to start a ma- 
jor trauma case. There were no trauma cases, and all the sur- 
geries were accomplished. Remarkably, the situation was so 
common in the institution that it was regarded by many as typi- 
cal rather than exceptional. 

This incident is remarkahle in part hecause it is regarded as unre- 
markable hy the participants. These kinds of scheduling issues recur 
and are considered by many to be simply part of the job. In the institu- 
tion where the incident occurred, the role of being anesthetist in charge 
during evening and weekend duty is to determine which cases will start 
and which ones will wait. Being in charge also entails handling a vari- 
ety of emergent situations in the hospital including calls to intubate 
patients on the floors, requests for pain control, and emergency room 
trauma cases. The person in charge also serves as a backup resource 
for the operations in progress. In this incident, the anesthetist in charge 
committed all of her available resources, including herself, to doing 
anesthesia. This effectively eliminated the in-charge-person's ability to 
act as a buffer or extra resource for handling an additional trauma case 
or a request from the floor. There were strong incentives to commit the 
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resources, but also a simultaneous incentive to avoid that commitment. 
Trauma severe enough to demand immediate surgery occurs in this 
institution once or twice a week. 

Factors that played a role in the anesthetist's decision to commit all 
available resources included the relatively high urgency of the cases, 
the absence of a trauma alert (indication that a trauma patient was in 
route to the hospital), the time of day (fairly early: most trauma is seen 
in the late evening or early morning hours), and pressure from sur- 
geons and nurses. Another seemingly paradoxical reason for commit- 
ting the resources was the desire to free up the resources by getting the 
cases completed before the late evening when trauma operations were 
more likely. These factors are not severe or even unusual. Rather, they 
represent the normal functioning of a large urban hospital as well as the 
nature of the conflicts and double binds that occur as part of the normal 
playing field of the specialty. 

The conflicts and the tradeoffs between highly unlikely but highly 
undesirable events and highly likely but less catastrophic ones that oc- 
curred in Incident #3 are examples of strategic factors. People have to 
make tradeoffs between different but interacting or conflicting goals. 
One may think of these tradeoffs in terms of simplistic global examples 
like safety versus economy. Tradeoffs also occur on other kinds of di- 
mensions. In dynamic fault management, for example, there is a tradeoff 
with respect to when to commit to a course of action. Practitioners 
have to decide whether to take corrective action early in the course of 
an incident with limited information or to delay the response to wait 
for more data to come in, to search for additional findings, or to ponder 
additional alternative hypotheses. 

A salient example of this process occurred during the Apollo 13 mis- 
sion following what turned out to be an explosion in the cryogenics 
systems which led to the loss of many critical systems and a serious 
threat to the ability of the spacecraft to return safely to earth (see Murray 
and Cox, 1989, p. 409). 

Lunney (the Flight Director] was persistent because the next step 
they were contemplating was shutting off the reactant valve in 
Fuel Cell 1, as they had done already in Fuel Cell 3. If they shut it 
off and then came up with a . .. solution that suddenly got the O, 
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pressures back up, the door would still be closed on two-thirds of 
the C.S.M's power supply. It was like shooting a lame horse if 
you were stranded in the middle of a desert. It might be the smart 
thing to do, but it was awfully final. Lunney, like Kranz before 
him, had no way of knowing that the explosion had instantaneously 
closed the reactant valves on both fuel cells 1 and 3. At ten min- 
utes into his shift, seventy-nine minutes after the explosion, 
Lunney was close to exhausting the alternatives. 
"You're ready for that now, sure, absolutely, EECOM [the abbre- 
viation for one of the flight controller positions]?" 
"That's it, Flight." 
"It [the oxygen pressure] is still going down and it's not possible 
that the thing is sorta bottoming out, is it?" 
"Well, the rate is slower, but we have less pressure too, so we 
would expect it to be a bit slower." 
"You are sure then, you want to close it?" 
"Seems to me we have no choice, Flight." 
"Well..." 
Burton, under this onslaught, polled his back room one last time. 
They all agreed. 
"We're go on that, Flight." 
"Okay, that's your best judgment, we think we ought to close 
that off, huh?" 
"That's affirmative." 
Lunney finally acquiesced. "Okay. Fuel Cell 1 reactants 
coming off." 
It was uncharacteristic behavior by Lunney—"stalling," he would 
later call it. "Just to be sure. Because it was clear that we were at 
the ragged edge of being able to get this thing back. . . . That 
whole night, I had a sense of containing events as best we could 
so as not to make a serious mistake and let it get worse." 

Practitioners also trade off between following operational rules or 
taking action based on reasoning about the case itself (cf., Woods et al., 
1987). Do the standard rules apply to this particular situation when 
some additional factor is present that complicates the textbook sce- 
nario? Should we adapt the standard plans or should we stick with them 
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regardless of the special circumstances? Strategic tradeoffs can also 
involve coordination among agents in the distributed human-machine 
cognitive system (Roth, Bennett, and Woods, 1987). A machine expert 
recommends a particular diagnosis or action, but what if your own evalu- 
ation is different? What is enough evidence that the machine is wrong 
to justify disregarding the machine expert's evaluation and proceeding 
on your own evaluation of the situation? For example, the pulse oximeter 
used in the operating room may provide an unreliable reading under 
some circumstances (e.g., low perfusion). How does one know whether 
the current reading of 80% is indicative of an artifact or is an accurate 
representation of the patient's oxygen saturation? 

Criterion setting on these different tradeoffs may not be a conscious 
process or a decision made by individuals. It may be much more likely 
that they are emergent properties of systems of people, either small 
groups or larger organizations. The criteria may be fairly labile and 
susceptible to influence, or they may be relatively stable and difficult 
to change. The tradeoffs may create explicit choice points for practition- 
ers embedded in an evolving situation, or they may cast a shadow of 
influence over the attentional dynamics relating intertwined events, 
tasks, and lines of reasoning. 

In hindsight, practitioners' choices or actions can often seem to be 
simple blunders. Indeed, most of the media reports of human error in 
aviation, transportation, medicine, etc. are tailored to emphasize the 
extreme nature of the participants' behavior. But a more careful assess- 
ment of the distributed system may reveal strategic factors at work. 
Behavior in the specific incident derives from how the practitioners set 
their tradeoff criteria across different kinds of risks from different kinds 
of incidents that could occur. Because incidents usually are evaluated 
as isolated events, such tradeoffs can appear in hindsight to be unwise 
or even bizarre. This is because the individual incident is used as the 
basis for examining the larger system (see the discussion of hindsight 
bias in Chapter 6). 

When strategic factors are involved in an incident, changing the be- 
havior of the operational system requires a larger analysis of how one 
should make the tradeoff. It also involves meaningfully and consis- 
tently communicating this policy to the operational system so that prac- 
titioners adopt it as their criterion. This may implicitly or explicitly 
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involve the commitment of a different system (an organization's 
management, an entire industry, a regulatory process). Lanir, Fischhoff, 
and Johnson (1988) provide an excellent example through their 
formal analysis of criteria setting for risk-taking within a distributed 
cognitive system. The danger in missing the role of strategic trade- 
offs in producing the observed behavior of operational systems is that 
the changes made or the messages received by the practitioners exacer- 
bate the dilemma. 

Many strategic factors can be elaborated; two forms are discussed 
here. The first is the presence of goal conflicts, and the other is the 
responsibility-authority double bind. 

Goal Conflicts 

Multiple goals are simultaneously relevant in actual fields of prac- 
tice. Depending on the particular circumstances in operation in a par- 
ticular situation, the means to influence these multiple goals will inter- 
act, potentially producing conflicts between different goals. To per- 
form an adequate analysis of the human performance in an evolving 
incident requires an explicit description of the strategic factors acting 
in the incident including the interacting goals, the tradeoffs being made, 
and the pressures present that shift the operating points for these 
tradeoffs. 

The impact of potential conflicts may be quite difficult to assess. 
Consider the anesthesiologist. Practitioners' highest level goal (and 
the one most often explicitly acknowledged) is to protect patient 
safety. But that is not the only goal. There are other goals, some of 
which are less explicitly articulated. These goals include reducing costs, 
avoiding actions that would increase the likelihood of being sued, 
maintaining good relations with the surgical service, maintaining 
resource elasticity to allow for handling unexpected emergencies, and 
others (Figure 7, p. 83). 

In a given circumstance, the relationships between these goals can 
produce conflicts. In the daily routine, for example, maximizing pa- 
tient safety and avoiding lawsuits create the need to maximize infor- 
mation about the patient through pre-operative workup. The anesthe- 
tist may find some hint of a potentially problematic condition and con- 
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sider further tests that may incur costs, risks to the patient, and a delay 
of surgery. The cost-reduction goal provides an incentive for a minimal 
preoperative workup and the use of same-day surgery. This conflicts 
with the other goals. The anesthetist may be squeezed in this conflict— 
gathering the additional information, which in the end may not reveal 
anything important, will cause a delay of surgery and decrease through- 
put. The delay will affect the day's surgical schedule, the hospital and 
the surgeon's economic goals, and the anesthesiologists' relationship 
with the surgeons. The external pressures for highly efficient perfor- 
mance are strongly and increasingly in favor of limiting the preoperative 
workup of patients and omitting tests that are unlikely to yield impor- 
tant findings. But failing to acquire the information may reduce the ill- 
defined margin of safety that exists for this patient and contribute to the 
evolution toward disaster if other factors are present. 

For another example, consider the task of enroute flight planning in 
commercial aviation. Pilots sometimes need to modify their flight 
plans enroute when conditions change (e.g., weather). Some of the goals 
that need to be considered in pilot decision making are avoiding pas- 
senger discomfort (i.e., avoiding turbulence), minimizing fuel expen- 
diture, and minimizing the difference between the target arrival time 
and actual arrival time. Depending on the particulars of the actual situ- 
ation where the crew and dispatchers have to consider modifying the 
plan, these goals can interact requiring prioritization and tradeoffs. 
Layton, Smith, and McCoy (1994) created simulated flight situations 
where goal conflicts arose and studied how the distributed system of 
dispatchers, pilots, and computer-based advisors attempted to handle 
these situations. 

In another aviation example, an aircraft is de-iced and then enters the 
queue for takeoff. After the aircraft has been de-iced, the effectiveness 
of the de-icing agent degrades with time. Delays in the queue may raise 
the risk of ice accumulation. However, leaving the queue to go back to 
an area where the plane can be de-iced again will cause additional de- 
lays, plus the aircraft will have to re-enter the takeoff queue again. 
Thus, the organization of activities (where de-icing occurs relative to 
where queuing occurs in the system) can create conflicts that the prac- 
titioners must resolve because they are at the sharp end of the system. 
The dilemmas may be resolved through conscious effort by specific 
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teams to find ways to balance the competing demands, or practitioners 
may simply apply standard routines without deliberating on the nature 
of the conflict. In either case, they may follow strategies that are robust 
(but still do not guarantee a successful outcome), strategies that are 
brittle (work well under some conditions but are vulnerable given other 
circumstances), or strategies that are very vulnerable to breakdown. 
Analyses of past disasters frequently find that goal conflicts played a 
role in the accident evolution. For example, there have been several 
crashes where, in hindsight, crews accepted delays of too great a dura- 
tion and ice did contribute to a failed takeoff (Moshansky, 1992; Na- 
tional Transportation Safety Board, 1993). 

Goal conflicts can arise from intrinsic characteristics of the field of 
activity (e.g., the Davis-Besse incident in the nuclear power domain; 
see NUREG-1154 or the cognitive analysis in Woods and Roth, 1986). 
An example from anesthesiology is the conflict between the desirabil- 
ity of a high blood pressure to improve cardiac perfusion (oxygen 
supply to the heart muscle) and a low one to reduce cardiac work 
(Figure 6, p. 65). Specific actions will depend on details of the 
context. The appropriate blood pressure target adopted by the anesthe- 
tist depends in part on the practitioner's strategy, the nature of the 
patient, the kind of surgical procedure, the circumstances within the 
case that may change (e.g., the risk of major bleeding), and the nego- 
tiations between different people in the operating room team (e.g., the 
surgeon who would like the blood pressure kept low to limit the blood 
loss at the surgical site). 

Constraints imposed by organizational or social context represent 
another source of goal competition. Some of the organizational factors 
producing goals include management policies, legal liability, regula- 
tory guidelines, and economic factors. Competition between goals 
generated at the organizational level was an important factor in the 
breakdown of safety barriers in the system for transporting oil through 
Prince William Sound that preceded the Exxon Valdez disaster (NTSB, 
1990). Finally, some of the goals that play a role in practitioner 
decision making relate to the personal or professional interests of the 
people in the operational system (e.g., career advancement, avoiding 
conflicts with other groups). 
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It should not be thought that the organizational goals are necessarily 
simply the written policies and procedures of the institution. Indeed, the 
messages received by practitioners about the nature of the institution's 
goals may be quite different from those that management acknowledges. 
Many goals are indirect and implicit. Some of the organizational 
influences on how practitioners will negotiate their way through 
conflicting goals may not be explicitly stated or written anywhere. These 
covert factors are especially insidious because they affect behavior 
and yet are unacknowledged. For example, the Navy sent an implicit but 
very clear message to its commanders by the differential treatment it 
accorded to the commander of the Stark following that incident (U.S. 
House of Representatives Committee on Armed Services, 1987) as 
opposed to the Vincennes following that incident (U.S. Department of 

Defense, 1988; Rochlin, 1991). 
Expertise consists, in part, of being able to negotiate among interacting 

goals by selecting or constructing the means to satisfy all sufficiently. But 
practitioners may fail to deal with goal conflicts adequately. Some medi- 
cal practitioners will not follow up hints about some aspect of the patient's 
history because to do so would impact the usual practices relative to 
throughput and economic goals. In a specific case, that omission may turn 
out to be important to the evolution of the incident. Other practitioners 
will adopt a defensive stance and order tests for minor indications, even 
though the yield is low, to be on the safe side. This generates increased 
costs and incurs the wrath of their surgical colleagues for the delays thus 
generated. In either case, the nature of the goals and pressures on the 
practitioner are seldom made explicit and rarely examined critically. 

If those practitioner actions that are shaped by the goal conflict 
contribute to a bad outcome in a specific case, then it is easy for 
post-incident evaluations to say that a human error occurred—the 
practition-ers should have delayed the surgical procedure to investigate 
the hint. The role of the goal conflict may never be noted. Conventional 
human factors task analyses do not pick up such tradeoffs—task 
analyses operate at too microscopic a grain of analysis, and how to 
resolve these conflicts is rarely part of formal job descriptions. The 
strategic dilemmas may not arise as an explicit conscious decision by 
an individual so that knowledge acquisition sessions with an expert 

may not reveal its presence. 
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To evaluate the behavior of the practitioners involved in an incident, 
it is important to elucidate the relevant goals, the interactions among 
these goals, and the factors that influenced criterion setting on how to 
make tradeoffs in particular situations. The role of these factors is often 
missed in evaluations of the behavior of practitioners. As a result, it is 
easy for organizations to produce what appear to be solutions that in 
fact exacerbate conflict between goals rather than help practitioners 
handle goal conflicts in context. In part, this occurs because it is diffi- 
cult for many organizations (particularly in regulated industries) to ad- 
mit that goal conflicts and tradeoff decisions arise. However distaste- 
ful to admit or whatever public relations problems it creates, denying 
the existence of goal interactions does not make such conflicts disap- 
pear and is likely to make them even tougher to handle when they arc 
relevant to a particular incident. As Feynman remarked regarding the 
Challenger disaster, "For a successful technology, reality must take 
precedence over public relations, for nature cannot be fooled" (Rogers 
et al., 1986, Appendix F, p. 5). The difference is that, in human-ma- 
chine systems, one can sweep the consequences of attempting to fool 
nature under the rug by labeling the outcome as the consequence of 
"human error." 

Responsibility-Authority Double Binds 

Another strategic factor that plays a role in incidents and especially 
in distributed cognition is responsibility-authority double binds. These 
are situations in which practitioners have the responsibility for the out- 
come but lack the authority to take the actions they see as necessary. 
Regardless of how the practitioners resolve the tradeoff, from hind- 
sight they are vulnerable to charges of and penalties for error. In par- 
ticular, control at a distance via regimentation ("just follow the proce- 
dures") or the introduction of machine cognitive agents who automati- 
cally diagnose and plan what they think arc the best responses, can 
undermine the effective authority of the practitioners on the scene. 
However, these same people may still be responsible (i.e., held account- 
able both formally and informally) for the bad outcomes. The results 
on the role of responsibility and authority in distributed cognitive sys- 
tems arc limited but consistent—splitting authority and responsibility 
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appears to have poor consequences for the ability of operational sys- 
tems to handle variability and surprises that go beyond pre-planned 
routines (Roth et al., 1987; Hirschhorn, 1993). People tend to pass au- 
thority with responsibility together in advisory interactions. Billings 
(1991) uses this idea as the fundamental premise of his approach to 
develop a human-centered automation philosophy—"if people are to 
remain responsible for safe operation, then they must retain effective 
authority." Automation that supplants rather than assists practitioners 
violates this fundamental premise. 

We will summarize two investigations of the effects of responsibil- 
ity-authority double binds. In one (Hirschhorn, 1993), the study exam- 
ined the organization's attempts to balance the need to adapt on line to 
complicating factors (relative to throughput and other goals) with the 
goal of adhering absolutely strictly to written procedures. 

After the Three Mile Island accident, utility managers were encour- 
aged by the Nuclear Regulatory Commission to develop detailed and 
comprehensive work procedures. The management at a particular 
nuclear power plant instituted a policy of verbatim compliance with all 
written procedures. This development occurred in a regulatory climate 
which believes that absolute adherence to procedures is the means to 
achieve safe operations and avoid "human error." 

However, for the people at the sharp end of the system who actually 
did things, strictly following the procedures posed great difficulties 
because (a) the procedures were inevitably incomplete, and sometimes 
contradictory, and (b) novel circumstances arose that were not antici- 
pated in the work procedures. The policy created a "double bind" be- 
cause the people would be wrong if they violated a procedure even 
though it could turn out to be an inadequate procedure, and they would 
be wrong if they followed a procedure that turned out to be inadequate. 

In some situations, if they followed the standard procedures strictly 
the job would not be accomplished adequately; if they always waited 
for formal permission to deviate from standard procedures, through- 
put and productivity would be degraded substantially. If they deviated 
and it later turned out that there was a problem with what they did (e.g., 
they did not adapt adequately), it could create re-work or safety or eco- 
nomic problems. The double bind arises because the workers are held 
responsible for the outcome (the poor job, the lost productivity, or the 
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erroneous adaptation); yet they did not have authority for the work 
practices because they were expected to comply exactly with the writ- 
ten procedures. As Hirschhorn (1993) says. 

Operators, mechanics, and technicians have a good deal of re- 
sponsibility. As licensed professionals, they can be personally fined 
for errors but are uncertain of their authority. What freedom of 
action do they have? What are the responsible for? This gap 
between the responsibility and authority means that operators and 
their supervisors feel accountable for events and actions they can 
neither influence nor control (p. 140). 

Workers coped with the double bind by developing a "covert work 
system" that involved, as one worker put it, "doing what the boss wanted, 
not what he said" (Hirschhorn, 1993). There were channels for re- 
questing changes to problems in the procedures, but the process was 
cumbersome and time-consuming. This is not surprising since, if modi- 
fications are easy and liberally granted, then it may be seen as under- 
mining the policy of strict procedure-following. Notice how the de- 
scription of this case may fit many different domains (e.g.. the evolv- 
ing nature of medical practice). 

The design of computer-based systems from a cooperative point of 
view has also been shown to be a factor that can create authority-re- 
sponsibility double binds (Woods, 1986; Roth et al., 1987). Consider a 
traditional artificial intelligence based expert system that solves prob- 
lems on its own, communicating with the operator via a question-and- 
answer dialogue. In this approach to assistance, the machine is in con- 
trol of the problem; the system is built on the premise that the expert 
system can solve the problem on its own if given the correct data. The 
human's role is to serve as the system's interface to the environment by 
providing it with the data to solve the problem. If the human practition- 
ers are to do any problem solving, it is carried out in parallel, indepen- 
dent of the interaction with the intelligent system. Results indicate that 
this prosthesis form of interaction between human and intelligent sys- 
tem is very brittle in the face of complicating factors (Roth et al.. 1987). 
Again, the need to cope with novel situations, adapt to special condi- 
tions or contexts, recover from errors in following the instructions, or 
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cope with bugs in the intelligent system itself requires a robust cogni- 
tive system that can detect and recover from error. 

The crux of the problem in this form of cooperation is that the prac- 
titioner has responsibility for the outcome of the diagnosis, but the 
machine expert has taken over effective authority through control of 
the problem-solving process. Note the double bind that practitioners 
are left in, even if the machine's solution is disguised as only "advice" 
(Woods, 1986; Roth et al., 1987; Woods et al., 1991). In hindsight, 
practitioners would be wrong if they failed to follow the machine's 
solution and it turned out to be correct, even though a machine can err 
in some cases. They would be wrong if they followed the machine's 
"advice" in those cases where it turned out the machine's solution was 
inadequate. They also would be wrong if they were correctly suspi- 
cious of the machine's proposed solution, but failed to handle the situ- 
ation successfully through their own diagnosis or planning efforts (see 
Chapter 6 on how knowledge of outcome biases evaluation of pro- 
cess). The practitioners in the evolving problem do not have the advan- 
tage of knowledge of eventual outcome; they must evaluate the data at 
hand including the uncertainties and risks. 

Instructions, however elaborate, regardless of medium (paper- or 
computer-based), and regardless of whether the guidance is completely 
pre-packaged or partially generated "on-the-fly" by an expert system, 
are inherently brittle when followed rotely. Brittleness means that it is 
difficult to build in mechanisms that cope with novel situations, adapt 
to special conditions or contexts, or recover from errors in following 
the instructions or bugs in the instructions themselves (e.g., Brown, 
Moran, and Williams, 1982; Woods et al., 1987; Herry, 1987). As 
Suchman (1987) has put it, "plans are [only] resources for action." 

When people use guidance to solve problems, erroneous actions fall 
into one of two general categories (Woods et al., 1987): 

• rote rule following persists in the face of changing circum- 
stances that demand adaptation, 

• the people correctly recognize that standard responses are 
inadequate to meet operational goals given the actual circum- 
stances, but fail to adapt the pre-planned guidance effectively (e.g., 
missing a side effect). 
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For example, studies of nuclear power plant operators responding to 
simulated and to actual accident conditions with paper-based instruc- 
tions found that operator performance problems fell into one or the 
other of the above categories (Woods et al., 1987). If practitioners (those 
who must do something) are held accountable for both kinds of "er- 
ror"—those where they continue to rotely follow the rules in situations 
that demand adaptation and those where they erroneously adapt—then 
the practitioners are trapped in a double bind. 

Following instructions requires actively filling in gaps based on an 
understanding of the goals to be achieved and the structural and func- 
tional relationships between objects referred to in the instructions. For 
example, Smith and Goodman (1984) found that more execution 
errors arose in assembling an electrical circuit when the instructions 
consisted exclusively of a linear sequence of steps to be executed, than 
when explanatory material related the instruction steps to the structure 
and function of the device. Successful problem solving requires 
more than rote instruction following; it requires understanding how the 
various instructions work together to produce intended effects in the 
evolving problem context. 

While some of the problems in instruction following can be elimi- 
nated by more carefully worded, detailed, and explicit descriptions of 
requests, this approach has limitations. Even if, in principle, it were 
possible to identify all sources of ambiguity and craft detailed wording 
to avoid them, in practice the resources required for such extensive 
fine tuning are rarely available. Furthermore, the kinds of literal elabo- 
rate statements that would need to be developed to deal with excep- 
tional situations are likely to obstruct the comprehension and execu- 
tion of instructions in the more typical and straightforward cases (for 
example, in a recent aviation incident the crew used about 26 different 
procedures; see Chapter 6 for more on this incident). 

Attempts to eliminate all sources of ambiguity are fundamentally 
misguided. Examination of language use in human-human communi- 
cation reveals that language is inherently undcrspecificd; it requires 
the listener (or reader) to fill in gaps based on world knowledge, and to 
assess and act on the speaker's (writer's) intended goals rather than his 
literal requests (Suchman, 1987). Second, a fundamental competency 
in human-human communication is the detection and repair of com- 
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munication breakdowns (Suchman, 1987). Again, error recovery is a 
key process. In part, this occurs because people build up a shared frame 
of reference about the state of the world and about what are meaningful 
activities for the current context. 

Whenever organizational change or technology change occurs, it is 
important to recognize that these changes can sharpen or lessen the 
strategic dilemmas that arise in operations and change how practition- 
ers negotiate tradeoffs in context. In designing high-reliability systems 
for fields of activity with high inherent variability, one cannot rely just 
on rotely followed pre-planned routines (even with a tremendous in- 
vestment in the system for producing and changing the routines). Nor 
can one rely just on the adaptive intelligence of people (even with a 
tremendous investment in the people in the system). Distributed cogni- 
tive system design should instead focus on how to coordinate pre- 
planned routines with the demands for adaptation inherent in complex 
fields of activity (Woods, 1990a). The history of mission control dur- 
ing the Apollo project is a good illustration of the coordination of these 
two types of activity in pace with the varying rhythms of the field of 
practice (e.g., Murray and Cox, 1989). 

Local Rationality 

Human (and real machine) problem-solvers possess finite capabili- 
ties. They cannot anticipate and consider all the possible alternatives 
and information that may be relevant in complex problems. Simon codi- 
fied this concept in his principle of bounded rationality: 

The capacity of the human mind for formulating and solving com- 
plex problems is very small compared with the size of the prob- 
lems whose solution is required for objectively rational behavior 
in the real world—or even for a reasonable approximation to such 
objective rationality (Simon, 1957, p. 198). 

People's behavior is consistent with Newell's principle of rational- 
ity—that is, they use knowledge to pursue their goals (Newell, 1982). 
But there are bounds to the data that they pay attention to, the knowl- 
edge that they possess, the knowledge that they activate in a particular 
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context, and there may be multiple goals which conflict. In other words, 
people's behavior is rational, though possibly erroneous, when viewed 
from the locality of their knowledge, attcntional focus, and strategic- 
tradeoffs. For the context of error, we will refer to the concept that 
human rationality is limited or bounded as "local" rationality (cf. also, 
Reason, 1990). 

A consequence of the perspective of local rationality is that people 
construct simplified but useful models; they develop and adopt simpli- 
fied but useful techniques, that is, people "satisfice" (Simon, 1969). 
The decision procedures that humans construct arc sensible given the 
constraints that they necessarily operate under, though these might 
not be sensible if the constraints are removed (March, 1978). In some 
situations these decision procedures may lead to erroneous assessments 
or actions. This points to the notion of error as a mismatch between 
problem demands and the human's resources (see Rasmussen, 1986), 
as Figure 1 (p. 21) tries to illustrate in part. 

The notion of local rationality does not imply that humans arc poor 
problem solvers or decision makers that need to be replaced by automa- 
tion based on "optimal" models. The point is that, in actuality, all cogni- 
tive systems—human, machine, or distributed—are limited or constrained. 
For'machine cognitive systems this idea has been carried forward under 
the label of computational complexity. Computational processes require 
resources such as memory capacity and operations performed per unit of 
time. Some processes arc computationally intractable, that is, they re- 
quire exponentially increasing resources as problem size increases. For 
example, Oaksford and Chatcr (1992) point out that Bayesian inference 
may make exponentially increasing demands on computational resources 
even when problems involve moderate amounts of information. Since all 
cognitive systems arc limited resource processors, the processes involved 
in risky and time-pressured decision making cannot be based upon re- 
source unconstrained procedures, however optimal they appear on other 
grounds (Klein ct al., 1993). This means that the only rationality to which 
we can aspire, as individual or organizational decision makers, "is one 
bounded by our limited computational resources" (Oaksford and Chatcr, 
1992). This rationality is also local in the sense that it is context bound, 
that is, it is exercised relative to the complexity of the environment in 
which the particular cognitive system functions. 
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The important point here is that it takes effort (which consumes lim- 
ited computational resources) to seek out evidence, to interpret it (as 
relevant), and to assimilate it with other evidence. Evidence may come 
in over time, over many noisy channels. The process may yield infor- 
mation only in response to diagnostic interventions. Time pressure, 
which compels action (or the de facto decision not to act), makes it 
impossible to wait for all evidence to accrue. Multiple goals may be 
relevant, not all of which are consistent. It may not be clear which 
goals are the most important ones to focus on at any one particular 
moment in time. Human problem solvers cannot handle all the poten- 
tially relevant information, cannot activate and hold in mind all of the 
relevant knowledge, and cannot entertain all potentially relevant trains 
of thought. Hence, rationality must be local—attending to only a sub- 
set of the possible evidence or knowledge that could be, in principle, 
relevant to the problem. 

The Implications of Local Rationality for Studying Error 

One implication of local rationality is that normative procedures 
based on an ideal or perfect rationality do not make sense in evaluating 
cognitive systems. Rather, we need to find out what are robust, effec- 
tive strategies given the resources of the problem solvers (i.e., their 
strategies, the nature of their working memory and attention, long-term 
memory organization, retrieval processes, etc.), and the demands of 
the problem-solving situation (time pressure, conflicting goals, 
uncertainty, etc.). Error analyses should be based on investigating de- 
mand-resource relationships and mismatches (Rasmussen, 1986)." 

Human decision makers generally choose strategies that are rela- 
tively efficient in terms of effort and accuracy as task and context 
demands are varied (Payne et al., 1988; 1990). Procedures that seem 
"normative" for one situation (non-time constrained) may be severely 
limited in another problem context (time constrained). In developing 
standards by which to judge what are effective cognitive processes, 
one must understand problem solving in context, not in "the abstract." 

"As Simon (1969) points out, "It is wrong, in short, in ignoring the principle of bounded 
rationality, in seeking to erect a theory of human choice on the unrealistic assumptions of 
virtual omniscience and unlimited computational power" (p. 202). 
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For example, if one were designing a decision aid that incorporated 
Baycsian inference, one would need to understand the context in which 
the joint human-machine system functions including such factors as 
noisy data or lime pressure. Fischhoff and Beyth-Marom (1983) 
point out that applying Baycsian inference in actuality (as opposed 
to theory) has the following error possibilities: formulation of wrong 
hypotheses, not correctly eliciting the beliefs and values that need to 
be incorporated into the decision analysis, estimating or observing 
prior probabilities and likelihood functions incorrectly, using a wrong 
aggregation rule or applying the right one incorrectly. 

In other words, cognitive strategies represent tradeoffs across a vari- 
ety of dimensions including accuracy, effort, robustness, risks of dif- 
ferent bad outcomes, or the chances for gain from different possible 
good outcomes. Effective problem-solving strategies arc situation spe- 
cific to some extent; what works well in one case will not necessarily 
be successful in another. Furthermore, appropriate strategics may 
change as an incident evolves, e.g., effective monitoring strategics to 
detect the initial occurrence of a fault (given normal operations as a 
background) may be very different from search strategies during a di- 
agnostic phase (Moray, 1984). In understanding these tradeoffs rela- 
tive to problem demands we can begin to see the idea that expertise and 
error spring from the same sources. 

The assumption of local rationality—people are doing reasonable 
things given their knowledge, their objectives, their point of view and 
limited resources, e.g., time or workload—points towards a form of 
error analysis that consists of tracing the problem-solving process to 
identify points where limited knowledge and limited processing lead 
to breakdowns. This perspective implies that one must consider what 
features of domain incidents and situations increase problem demands. 

Exploring Demand-Resource Mismatches 

The local-rationality assumption and the demand-resource mismatch 
view of erroneous actions suggest a strategy to predict how people can 
develop erroneous intentions to act. One can model a cognitive system 
in a particular task context by tracing the problem-solving process to 
identify points where limited knowledge and processing resources can 
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lead to breakdowns, given the demands of the problem (Woods, 1990a). 
A cognitive simulation can be an excellent tool for exploring differ- 

ent concepts about limits on cognitive processing (e.g., attentional bottle- 
necks or limited knowledge activation) in relation to the demands im- 
posed by different kinds of problems that can occur in the field of prac- 
tice (Woods, 1990a; Woods and Roth, in press). Cognitive simulation 
is a technique invented by Newell and Simon (Newell and Simon, 1963; 
Simon, 1969; Newell and Simon, 1972) in which information-process- 
ing concepts about human cognitive activities are expressed as an ex- 
ecutable computer program, usually through symbolic processing tech- 
niques (see Johnson ct al., 1988; Roth et al., 1992; or Johnson et al., 
1992, for examples using symbolic processing techniques; cf., also 
Axelrod, 1984, or Payne et al., 1990, for examples using conventional 
programming techniques). 

The cognitive simulation can be constructed to allow the investiga- 
tor to vary the knowledge resources and processing characteristics of 
a limited resource computer problem-solver and observe the behavior 
of the computer problem-solver in different simulated domain scenarios. 
This strategy depends on mapping the cognitive demands imposed 
by the domain in question that any intelligent but limited-resource 
problem-solving agent or set of agents would have to deal with. The 
demands include the nature of domain incidents, how they are mani- 
fested through observable data to the operational staff, and how they 
evolve over time. Then, one can embody this model of the problem- 
solving environment as a limited-resource, symbolic-processing, prob- 
lem-solving system. 

When stimulated with input from a scenario (a temporal stream of 
the data about the state of the monitored process that is, or could be, 
available during an unfolding incident), the computer simulation can 
be made so that it carries out cognitive functions such as monitoring 
changes in process state, or diagnosis of underlying faults. For example, 
one of these cognitive simulations (Roth et al., 1992) performs some of 
the cognitive functions involved in dynamic fault management: it moni- 
tors and tracks changes in process state, forms expectancies based on 
an assessment of what influences are currently acting on the monitored 
process, identifies abnormal and unexpected process behaviors, builds 
and revises its situation assessment about influence patterns, formu- 
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lates hypotheses to account for unexplained process behavior, and for- 
mulates intentions to act based on its situation assessment. The simula- 
tion is a representation or realization of a set of concepts; it is a way to 
formalize the concepts so that one can explore and investigate the ex- 
planatory power of the concepts in a wide range of circumstances. 

A successful cognitive simulation provides a compelling demonstra- 
tion of the cognitive work required to operate successfully in the prob- 
lem-solving environment. Using the simulation can help reveal how 
locally rational processes govern the expression of both expertise and 
error. A variety of cognitive simulations are under development to try 
to explore the complexities of human-machine systems solving com- 
plex and dynamic problems (e.g.. Corker, Davis, Papazian, and Pew, 
1986; Cacciabue, Dccortis, Drozdowicz, Masson, and Nordvik, 1992; 
Roth et al., 1992; Johnson el al., 1992). 

In effect, with this technique one is measuring the difficulty or 
complexity posed by a domain incident, given some set of resources, by 
running the incident through the cognitive simulation (Kieras and Poison, 
1985; Woods ct al., 1990). In other words, the cognitive simulation 
supports a translation from the language of the individual field of 
practice to the language of cognitive activities. What data needs to be 
gathered and integrated, what knowledge is required to be used, and 
how is it activated and brought to bear in the cognitive activities involved 
in solving dynamic problems? In effect, the cognitive simulation yields 
a description of the information How and knowledge activation required 
to handle domain incidents. One can investigate how changes in the 
incident (e.g., obscuring evidence, introducing another failure) affect the 

difficulty of the problem for a given set of knowledge resources. Con- 
versely, one can investigate how changes in the knowledge resources (e.g., 
improved mental models of device function) or information available (e.g., 
integrated information displays) can affect performance. 

For example, consider a textbook nuclear power incident in a pres- 
surized light water reactor—a steam generator lube rupture where pri- 
mary system cooling water Hows through a break in the heat exchanger 
into the secondary side of the steam generator. Now let us consider a 
variant on this incident where the radiation monitors on the secondary 
side of the plant arc all disabled or unavailable in some way (e.g., a loss 
of electric power just prior to the start of the break will, among other 
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things, cut off the flow of water or air that would carry radiation to the 
sensing devices). This combination of circumstances results in no indi- 
cations of the presence of radiation in the secondary part of the plant. 
The question is how difficult are the problems posed by these incidents 
for practitioners (Woods et al„ 1990)? 

The base incident is a textbook case in that there is a highly certain 
and highly salient cue that indicates the presence of a tube rupture con- 
dition (radiation in the secondary side of the plant). This cue strongly 
evokes the sole hypothesis of a lube rupture (except for the possibility 
of sensor failure). The diagnostic search activities that follow the 
initial hypothesis will reveal plant behaviors consistent with this hy- 
pothesis. Thus, incident diagnosis should occur highly reliably and 
early in the sequence of events. 

Now consider what happens in the variant where the radiation 
indications do not occur (one kind of complicating factor). From a 
problem-solving point of view the incident is a "loss of leading 
indicator" incident—a highly certain indicator of a diagnostic 
category is missing. Given the absence of secondary radiation 
signals, there is a much larger set of hypotheses that is consistent 
with the initial set of abnormal plant behaviors (low level, low pres- 
sure), and which should be explored during diagnosis. The results of 
the initial diagnostic search will eliminate some possibilities. In par- 
ticular, the evidence will be consistent with a break, but which 
type will not be conclusively established (although the strongest 
candidate is the loss of primary coolant category). The question 
then is how sensitive is the crew to the remaining evidence which 
signals that a tube rupture is present, i.e., abnormally high water 
level in one steam generator. Since it takes some time for this 
evidence to be detectable by any agent given the natural evolution 
of the incident and the current displays of information, 
the diagnosis of a steam generator tube rupture will take much 
longer than in the textbook case. Furthermore, high workload, or 
some knowledge (or processing) bugs may lead the human 
problem solvers to miss or misinterpret the evidence when 
it is observable. 

Data from both actual steam generator tube rupture accidents 
and from simulated ones run with experienced crews (Woods, 
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Wise, and Hanes, 1982) show exactly this pattern of results. 
Furthermore, Woods et al. (1990) show how a cognitive simulation com- 
puter program can be used to determine the same results analytically. 

Cognitive simulations provide one vehicle to explore the temporal 
dynamics of cognitive systems in relation to the temporal characteris- 
tics of incidents. In dynamic environments, data come in over time, 
change, or become obscured. Faults propagate chains of disturbances 
that evolve and spread through the system. Counteracting influences 
are injected by automated systems and by practitioners to preserve 
system integrity, to generate diagnostic information, and to correct 
faults. Information is based on change, events (behavior over time), 
and the response to interventions. Static models are incapable of ex- 
pressing the complexity of cognitive functioning in dynamic environ- 
ments—the interaction of data-driven and knowledge-driven reason- 
ing, the role of interrupts in the control of attentional focus, the sched- 
uling of cognitive activities as workload bottlenecks emerge, and the 
interaction of intervention and feedback on process response. 

It is very difficult to appreciate the complexities of the situation 
faced by practitioners and the set of cognitive functions that is re- 
quired to handle domain events without some mechanism to explore 
the dynamic interplay of problem evolution and cognitive processing. 
In the development of one cognitive simulation (Woods et al., 1990) 
it became clear that to follow and control dynamic events, it was nec- 
essary to use a computer program with elaborate mechanisms (e.g., 
qualitative reasoning): 

• for tracking interactions among multiple influences acting on the 
monitored process over time; 

• for tracking when automation would or should activate or inacti- 
vate various control systems; 

• for projecting the impact of a state change on future process be- 
havior to create temporal expectations or reminders to check 
whether the expected behavior is observed, or. more importantly, 
not observed. 

Interestingly, in one study using this specific tool (Roth et al., 1992). the 
factors that made the class of incidents difficult could be found only through an 
analysis of the dynamics of the incident in relation to the dynamics of the 
joint cognitive system. 
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Did The Practitioners Commit Errors? 

Given the discussion of cognitive factors (knowledge, attentional 
dynamics, and strategic dilemmas) and of local rationality, let us 
go back to the three exemplar incidents described earlier in this chapter 
and re-examine them from the perspective of the question: What is 
human error? 

These three incidents are not remarkable or unusual in their own 
field of activity (urban, tertiary care hospitals) or in other complex do- 
mains. In each incident, human performance is closely tied to system 
performance and to eventual outcome, although the performance of the 
practitioners is not the sole determinant of outcome.'6 The incidents 
and the analysis of human performance that they prompt (including the 
role of latent failures in incidents) may make us change our notion of 
what constitutes a human error. 

Arguably, the performance in each exemplar incident is flawed. In 
retrospect, things can be identified that might have been done differ- 
ently and which would have forestalled or minimized the incident or its 
effect. In the myocardial infarction incident (#1), intravascular volume 
was misassessed and treatment for several simultaneous problems was 
poorly coordinated. In the hypotension incident (#2), the device setup 
by practitioners contributed to the initial fault. The practitioners were 
also unable to diagnose the fault until well after its effects had cas- 
caded into a near crisis. In the scheduling incident (#3), a practitioner 
violated policy. She chose one path to meet certain demands, but si- 
multaneously exposed the larger system to a rare but important variety 
of failure. In some sense, each of the exemplar incidents constitutes an 
example of human error. Note, however, that each incident also dem- 
onstrates the complexity of the situations confronting practitioners and 
the way in which practitioners adjust their behavior to adapt to the 
unusual, difficult, and novel aspects of individual situations. 

The hypotension incident (#2) particularly demonstrates the resil- 
iency of human performance in an evolving incident. During this inci- 

"For example, the myocardial infarction following the events of incident #1 may well 
have happened irrespective of any actions taken by practitioners. That patient was likely 
to have an infarction, and it is not possible to say if the anesthetist's actions caused the 
infarction. 
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dent the physicians engaged successfully in disturbance management 
(see Woods, in press-b) to cope with the consequences of a fault. The 
physicians were unable to identify the exact source of the incident 
until after the consequences of the fault had ended. However, they were 
able to characterize the kind of disturbance present and to respond con- 
structively in the face of time pressure. They successfully treated the 
consequences of the fault to preserve the patient's life. They were able 
to avoid becoming fixated on pursuing what was the "cause" of the 
trouble. In contrast, another study of anesthesiologist cognitive activi- 
ties, this time in simulated difficult cases (Schwid and O'Donnell. 1992). 
found problems in disturbance management where about one-third of 
the physicians undertreated a significant disturbance in patient physi- 
ology (hypotension) while they over-focused on diagnostic search for 
the source of the disturbance. 

The practitioner was also busy during the myocardial infarction inci- 
dent, although in this instance the focus was primarily on producing 
better oxygenation of the blood and control of the blood pressure and 
not on correcting the intravascular volume. These efforts were signifi- 
cant and, in part, successful. In both incidents #1 and #2, attention is 
drawn to the practitioner performance by the outcome. 

In retrospect some would describe aspects of these incidents as 
human error. The high urine output with high blood glucose and prior 
administration of furosemide should have prompted the consider- 
ation of low (rather than high) intravascular volume. The infusion 
devices should have been set up correctly, despite the complicated 
set of steps involved. The diagnosis of hypotension should 
have included a closer examination of the infusion devices and their 
associated bags of fluid, despite the extremely poor device feedback. 
Each of these conclusions, however, depends on knowledge of the 
outcome; each conclusion suffers from hindsight bias. To say 
that something should have been obvious, when it manifestly was 
not, may reveal more about our ignorance of the demands and 
activities of this complex world than it does about the performance of 
its practitioners. It is possible to generate lists of "shoulds" for 
practitioners in large systems but these lists quickly become unwieldy 
and, in any case, will tend to focus only on the most salient failures 
from the most recent accident. 
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The scheduling incident (#3) is somewhat different. In that incident 
it is clear how knowledge of the outcome biases evaluations of the 
practitioner performance. Is there a human error in Incident #3? If a 
trauma case had occurred in this interval where all the resources had 
been committed to other cases, would her decision then be considered 
an error? On the other hand, if she had delayed the start of some other 
case to be prepared for a possible trauma case that never happened and 
the delay contributed to some complication for that patient, would her 
decision then be considered an error? 

Uncovering what is behind each of these incidents reveals the label 
"human error" as a judgment made in hindsight. As these incidents 
suggest, human performance is as complex and varied as the domain in 
which it is exercised. Credible evaluations of human performance must 
be able to account for all of the complexity that confronts practitioners 
and the strategies they adopt to cope with that complexity. The term 
"human error" should not represent the concluding point but rather the 
starting point for studies of accident evolution in large systems. 

The N-Tuple Bind 

The three incidents described in this chapter are exemplars for the 
different cognitive demands encountered by practitioners who work at 
the sharp end of large, complex systems, including anesthetists, air- 
craft pilots, nuclear power plant operators, and others. Each category 
of cognitive issue (knowledge factors, attentional dynamics, strategic 
factors, and local rationality) plays a role in the conduct of practition- 
ers and hence plays a role in the genesis and evolution of incidents. The 
division of cognitive issues into these categories provides a tool for 
analysis of human performance in complex domains. The categories 
are united, however, in their emphasis on the conflicts present in the 
domain. The conflicts exist at different levels and have different impli- 
cations, but the analysis of incidents depends in large part on develop- 
ing an explicit description of the conflicts and the way in which the 
practitioners deal with them. (See Table 1, p. 52) 

Together the conflicts produce a situation for the practitioner that 
appears to be a maze of potential pitfalls. This combination of pres- 
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sures and goals in the work environment is what we call the n-tuple 
bind'1 (Cook and Woods, 1994). The practitioner is confronted with the 
need to follow a single course of action from myriad possible courses. 
How to proceed is constrained by both the technical characteristics of 
the domain and the need to satisfy the "correct" set of goals at a given 
moment chosen from the many potentially relevant ones. This is an 
example of an over-constrained problem, one in which it is impossible 
to maximize the function or work product on all dimensions simulta- 
neously. Unlike simple laboratory worlds with a best choice, real com- 
plex systems intrinsically contain conflicts that must be resolved by 
the practitioners at the sharp end. Retrospective critiques of the choices 
made in system operation will always be informed by hindsight (see 
Chapter 6). For example, if the choice is between obtaining more in- 
formation about cardiac function or proceeding directly to surgery with 
a patient who has soft signs of cardiac disease, the outcome will be a 
potent determinant of the "correctness" of the decision. Proceeding with 
undetected cardiac disease may lead to a bad outcome (although this is 
by no means certain), but obtaining the data may yield normal results, 
cost money, "waste" time, and incur the ire of the surgeon. Possessing 
knowledge of the outcome trivializes the situation confronting the prac- 
titioner and makes the "correct" choice seem crystal clear. 

This n-tuple bind is most easily seen in Incident #3 where strategic 
factors dominate. The practitioner has limited resources and multiple 
demands for them. There are many sources of uncertainty. How long 
will the in vitro fertilization take? It should be a short case but it 
may not be. The exploratory laparotomy may be cither simple or com- 
plex. With anesthetists of different skill levels, whom should she send 
to the remote location where that case will take place? Arterial recon- 
struction patients usually have associated heart disease, and the case 
can be demanding. Should she commit the most senior anesthetist to 
that case? Such cases are also usually long and committing the most 
experienced anesthetist will tie up that resource for a long time. What 
is the likelihood that a trauma case will come during the time when all 

"This term derives from the mathematical concept of a series of numbers required to 
define an arbitrary point in an n-dimensional space The metaphor here is one of a 
collection of factors that occur simultaneously within a large range of dimensions, i.e., 
an extension of the notion of a double bind. 
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the cases will be going on simultaneously (about an hour)? There are 
demands from several surgeons for their case to be the next to start. 
Which case is the most medically important one? The general rule is 
that an anesthetist has to be available for a trauma; she is herself an 
anesthetist and could step in but this would leave no qualified indi- 
vidual to go to cardiac arrests in the hospital or to the emergency room. 
Is it desirable to commit all the resources now and get all of the pend- 
ing cases completed so as to free up the people for other cases that are 
likely to follow? 

It is not possible to measure accurately the likelihood of the various 
possible events that she considers. As in many such situations in medi- 
cine and elsewhere, she is attempting to strike a balance between com- 
mon but lower consequence problems and rare but higher consequence 
ones. Ex post facto observers may view her actions as either positive 
or negative. On the one hand, her actions are decisive and result in 
rapid completion of the urgent cases. On the other hand, she has pro- 
duced a situation where emergent cases may be delayed. The outcome 
influences how the situation is viewed in retrospect. 

A critique often advanced in such situations is that "safety" should 
outweigh all other factors and be used to differentiate between options. 
Such a critique is usually made by naive individuals or administrative 
personnel not involved in the scene. Safety is not a concrete entity, 
and the argument that one should always choose the safest path mis- 
represents the dilemmas that confront the practitioner. The safest an- 
esthetic is the one that is not given; the safest airplane is the one that 
never leaves the ground. All large, complex systems have intrinsic 
risks and hazards that must be incurred in order to perform their func- 
tions, and all such systems have had failures. The investigation of such 
failures and the attribution and effect by retrospective reviewers are 
discussed in Chapter 6. 

What System Fails? Organizational and 
Cognitive Systems Perspectives 

Figure I (p. 21) is deliberately designed to represent the entire en- 
semble of operational system and organizational context. The ensemble 
is represented in Figure I through a single shape (hence, the small icon 
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used as a legend in the upper right corner). Organizational factors only 
operate through the constraints they impose on how the cognitive 
system at the sharp end adapts to meet the demands of the field of 
activity. However, one cannot understand or model a distributed cog- 
nitive system without reference to the larger organizational context in 
which it is embedded. 

A purely ergonomic approach errs if it examines human-machine 
interaction independent of the organizational context.1* Personally, we 
do not know how to study or model the "sharp end" without also de- 
veloping an understanding of the organizational context in which these 
activities take place and which shapes them1" (cf. for examples, Cook, 
Woods, and McDonald, 1991 and Moll van Charantc ct al., 1993 for 
how an understanding of the larger context was a part of studying groups 
of practitioners at the sharp end). But a purely organizational approach 
will miss or undervalue the adaptive response of the operational sys- 
tem to organizational constraints and to the demands of the field of 
activity. Organizational factors influence safety and risk through their 
impact on the distributed cognitive system at the sharp end. In the final 
analysis, it is sets of practitioners at the sharp end who confront di- 
rectly and tangibly the possibility of negative outcomes. Analyses that 
disembody the reality of personally confronting the consequences of 
decisions and actions miss a critical component of the incubation and 
development of incidents. 

Some would then sec that the solution is to layer several different 
successive analyses centered around the individual, around the group 
or team, and around organizational processes. II this "onion skin" view 
is a simple accretion of independent perspectives, it misses the dy- 
namic inter-relationships. But Hulchins (in press), Hollnagcl (1993), 
and others propose that a synthesis is possible if one sees (a) that indi- 
viduals are always embedded in larger distributed systems and organi- 
zational contexts and (b) that an expanded cognitive language pro- 
vides a tool for studies and models of the interactions within and among 

'"A purely ergonomic approach also errs if it only sees the interaction of individuals with 
particular devices in isolated tasks. 
''Similarly, to study people doing cognitive work requires studying and modeling the field 
of activity in which they work in terms of the demands imposed on cognitive systems in 
general (e.g.. Roth ct al., 1992). 
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these "systems." The cognitive system synthesis provides a way to ex- 
amine the linkages across prohlem demands and practitioner strate- 
gies, across practitioner activities and external artifacts or tools, across 
individuals and the distributed system in which they function, across 
operational systems and organizational contexts (e.g., Woods and Sarter, 
1993). Again, operations is as much a distributed multi-agent system 
as management or design; management and design are just as much 
human activities as operations. 

One can see the relationship of "sharp" and "blunt" ends as a kind of 
figure-ground. Strategies and activities at the "sharp" end stand out in 
relief against the ground of organizational context. When we shift our 
focal point to the "blunt end" itself, do we then study organizations di- 
rectly? Operational systems are not restricted to personnel who manage a 
dynamic process—anesthesiologists, power plant operators, pilots, space 
mission controllers, etc. Designers2" or managers are practitioners as well, 
who also function in an evolving world under various constraints. In other 
words, when we shift our focus from the operational system at the literal 
sharp end to designers or managers who work at the blunt end, we are 
now studying a different operational system that functions in a different 
organizational context. Recursively, what was the blunt end of one sys- 
tem becomes the sharp end of a new system. Figure 8 (p. 107) depicts 
how what is seen as field of activity, operational system, or organizational 
context, changes relative to one's focal point. 

Design Failures 

The system of people and artifacts involved in design activities also 
can be modeled as a cognitive system embedded in a larger organiza- 
tional context (Figure 8, p. 107). This design system provides techno- 
logical artifacts to the workplace where other people operate and man- 
age some kind of process. However, design activities are about more 
than the artifacts themselves; they also, explicitly or implicitly, re- 
shape the underlying field of practice. The design system, in a locally 

'"By designers we mean all of the people involved in the development and fielding of 
new technology. The kinds of people vary across many different engineering and non- 
engineering specialties. At various stages in the development and fielding, people will 
play different roles, e.g., people from the same specialty function differently early in 
concept identification as compared to late in integrating a "final" system into the field. 
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Figure 8. The system of people and artifacts involved in design activi- 
ties also can be modeled as a cognitive system embedded in a larger 
organizational context. 
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rational way, attempts to develop technology to influence this 
underlying operational world based on models about the relationship 
of technological artifacts and human performance, based on feedback 
about the effects of new technology on human performance in different 
settings, and based on multiple goals. Design systems exist in a 
larger organizational context that relates to economic, regulatory, 
and other factors that constrain the resources and frame the dilemmas 
faced by designers. 

Mismatches between demands and resources can lead to "failures" 
in design where characteristics of new technological artifacts create or 
contribute to new forms of error and failure in the operational setting 
(such as mode errors; see Chapter 5). Design failures include introduc- 
ing artifacts that, in actual practice, create new burdens and complexi- 
ties (knowledge, attentional, or strategic). This kind of clumsy use of 
technology represents "design error" because it creates conditions that 
predictably lead to "operator error" under some circumstances. In other 
words, characteristics of technological artifacts function as a kind of 
latent failure - a condition present in the system that can lead to failure 
if other triggering and potentiating factors are present. 

How do we establish that a design is erroneous from a cognitive 
system or human performance point of view? The criteria for calling a 
design erroneous are based on empirical results from investigations 
and experience with people who use such systems in various fields of 
practice. When these studies show how characeristics of computer- 
based technology contribute to the potential for error and failure, we 
develop new knowledge about the relationship between technology and 
human performance. For example, studies have found that devices 
which provide poor feedback to users about device state and behavior 
and which have multiple modes predictably produce mode errors (i.e., 
an action appropriate to one mode when the device is actually in an- 
other mode). Mode errors sometimes contribute to incidents and acci- 
dents if other potentiating factors are present. Thus, designing devices 
with the characteristics that encourage mode error is a kind of "design 
error." This perspective is detailed in Chapter 5 (cf, Figure 9, p. 125). 

It is important to rcmetnber that the label "error" - even the labels 
"design error" or "management error" - should be a starting point, not 
the stopping rule, for investigations. Remember that errors, even de- 
sign errors, are symptoms, not causes. What arc the factors that govern 
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the expression of design expertise and error? Design failures, when 
recognized as such, are governed by knowledge factors, attentional 
dynamics, or strategic factors. Designers may create devices with em- 
bedded error traps because of their buggy knowledge about the conse- 
quences for human cognition and behavior or a lack of knowledge about 
how to use technological powers to truly support cognitive activities. 
Researchers of human-computer cooperation may not have developed 
the necessary knowledge base. 

Designers also may proliferate modes because of workload or 
attentional factors. Today most new systems are justified in part be- 
cause of claimed or putative benefits on human performance. How- 

. ever, do the designers gather feedback about the actual effects of tech- 
nology change on the operational systems in question? Designers may 
be fixated on their model of how technological artifacts should influ- 
ence human performance rather than attuned to feedback about the ac- 
tual reverberations of technology change. Attentional and workload 
factors may push designers away from gathering such feedback in their 
particular case or transferring knowledge developed from other cases. 

Another factor that may lead designers to use technological possi- 
bilities clumsily is the method in which they make tradeoffs on strate- 
gic dilemmas. The cost of clumsy use of technology may not be appre- 
ciated (or may be rationalized away) and may not play a role in tradeoffs 
about how to prioritize resource investments during development. Given 
limited resources, time horizons, and the many different constraints to 
be satisfied for a successful final system, it is easy to see how designers 
can provide general purpose flexibility and defer responsibility forop- 
erability to trainers and practitioners. 

Characteristics of a computer-based device will shape the cognition 
and behavior of practitioners regardless of whether designers explic- 
itly attend to these factors (Woods, in press-b). For example, various 
design-shaping properties of the computer medium encourage certain 
patterns (e.g., they make it easy to proliferate modes or to provide inef- 
fective feedback) unless designers explicitly invest their energy and 
imagination in developing alternative ways to use the power of new 
graphic and data processing technologies. Properties of the develop- 
ment environments also make it easy for designers to use technology 
clumsily.  Woods et al. (1991) found that many design choices were 
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made implicitly, based on what was easy to accomplish with a particu- 
lar prototyping tool or software development environment. 

All these factors may operate together in various degrees to produce 
the avalanche of clumsy computer-based devices that inundate belea- 
guered practitioners (Norman, 1988). The relationship between com- 
puter technology and error is explored in the next chapter. 

Interim Summary 

Human performance in large systems and the failures of these 
systems are closely linked The demands that operating large, complex 
systems place on human performance are mostly cognitive. The 
difference between expert and inexpert human performance depends 
on timely and appropriate action that in turn is shaped by knowledge 
factors, attentional dynamics, and strategic factors in relation 
to the demands of the problems and given the constraints imposed 
by organizational context. Our brief examination of the cognitive 
factors involved behind the label of human error has demonstrated that 
human performance is complex in proportion to the complexity of the 
domain itself. Analyses of the human role, especially those that take 
place after an incident or accident, must provide a satisfactory account 
of that complexity and its impact on the distributed cognitive system 
at the sharp end. The schema represented in Figure 1 (p. 21) can pro- 
vide a framework for laying out the issues confronting practitioners at 
the sharp end. 



THE IMPACT OF THE CLUMSY USE OF COMPUTER 
TECHNOLOGY ON COGNITION, BEHAVIOR, AND ERROR 

Introduction 

This chapter describes several classic deficiencies in computerized 
devices and how these negatively influence practitioner cognition and 
behavior. Characteristics of computerized devices that shape cognition 
and behavior in ways that increase the potential for error are one type 
of latent failure that can contribute to incident evolution. The presence 
of these characteristics, in effect, represents a failure of design in terms 
of operability (i.e., a kind of design "error"). We will show why these 
device characteristics are in error, and we will show how the failure to 
design for effective human-computer cooperation increases the risk of 
bad outcomes. 

Technology Change Transforms Operational and 
Cognitive Systems 

There are several possible motivations for studying an operational 
system in relation to the potential for error and failure. The occurrence 
of an accident or a near miss is a typical trigger for an investigation. 
Cumulated evidence from incident data bases may also provide a trig- 
ger to investigate "human error." 

Another important trigger for examining the potential for system 
breakdown is at points of major technology change. Technology change 
is an intervention into an ongoing field of activity (Winograd and Flores, 

11 
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1987; Flores, Graves, Hartfield, and Winograd, 1988). When develop- 
ing and introducing new technology, one should realize that the tech- 
nology change represents new ways of doing things; it does not pre- 
serve the old ways with the simple substitution of one medium for an- 
other (e.g., paper for computer-based). 

Technological change is, in general, transforming the workplace 
through the introduction and spread of new computer-based systems. 
First, ubiquitous computerization has tremendously advanced our abil- 
ity to collect, transmit, and transform data. In all areas of human en- 
deavor, we are bombarded with computer-processed data, especially 
when anomalies occur (Woods, in press-b). But our ability to digest 
and interpret data has failed to keep pace with our abilities to generate 
and manipulate greater and greater amounts of data. Thus, we are 
plagued by data overload. 

Second, user interface technology has allowed us to concentrate this 
expanding field of data into one physical platform, typically a single 
visual display unit (VDU). Users are provided with increased degrees 
of flexibility for data handling and presentation in the computer inter- 
face through window management and different ways to display data. 
The technology provides the capability to generate tremendous net- 
works of computer displays as a kind of virtual perceptual field view- 
able through the narrow aperture of the VDU. These changes affect the 
cognitive demands and processes associated with extracting meaning 
from large fields of data (Woods, 1991; in press-b). 

Third, heuristic and algorithmic technologies expand the range of 
subtasks and cognitive activities that can be automated. Automated re- 
sources can, in principle, offload practitioner tasks. Computerized sys- 
tems can be developed that assess or diagnose the situation at hand, 
alerting practitioners to various concerns and advising practitioners on 
possible responses. These "intelligent" machines create joint cognitive 
systems that distribute cognitive work across multiple agents (Woods, 
1986; Roth et al., 1987; Hutchins, 1990). Automated and intelligent 
agents change the composition of the team and shift the human's role 
within that cooperative ensemble. 

Fourth, computerization and automation integrate or couple more 
closely together different parts of the system. Increasing the coupling 
within a system has many effects on the kinds of cognitive demands to 
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be met by the operational system. With higher coupling, failures pro- 
duce more side effects. A failure is more likely to produce a cascade of 
disturbances that spreads throughout the monitored process. Symptoms 
of faults may appear in what seem to be unrelated parts of the process 
(effects at a distance). These effects can make fault management and 
diagnosis much more complicated. Increased coupling may often cre- 
ate more opportunities for situations to arise with conflicts between 
different goals (cf., Woods, 19^8). And increasing the coupling within 
a system changes the kinds of system failures one expects to see (Perrow, 
1984; Reason, 1990). The latent failure model for disaster is derived 
from data on failures in highly coupled systems. 

Technology change creates the potential for new kinds of error and 
system breakdown as well as changing the potential for previous kinds 
of trouble. Take the classic simple example of the transition from an 
analog alarm clock to a digital one. With the former, errors are of im- 
precision—a few minutes off one way or another; with the advent of 
the latter, precision increases, but it is now possible for order-of-mag- 
nitude errors where the alarm is set to go off exactly 12 hours off (i.e., 
by confusing PM and AM modes). Design needs to occur with the pos- 
sibility of error in mind (Lewis and Norman, 1986). Analysis of the 
potential for system breakdown should be a part of the development 
process for all technology changes (Norman, 1983). This point should 
not be interpreted as part of a go/no go decision about new technology. 
It is not the technology itself that creates the problem; rather it is how 
the technological possibilities are utilized vis a vis the constraints and 
needs of the operational system (Norman, 1990a). Design to reduce 
errors and to enhance error recovery is part of the process of using 
technology skillfully rather than clumsily. 

The Clumsy Use of Computer Technology 

We usually focus on the perceived benefits of new automated or com- 
puterized devices and technological aids. Our fascination with the pos- 
sibilities afforded by technology in general often obscures the fact that 
new computerized and automated devices also create new burdens and 
complexities for the individuals and teams of practitioners responsible 
for operating, troubleshooting, and managing high-consequence sys- 
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terns. The demands may involve new or changed tasks such as device 
setup and initialization, configuration control, or operating sequences. 
Cognitive demands change as well, creating new interface manage- 
ment tasks, new attentional demands, the need to track automated de- 
vice state and performance, new communication or coordination tasks, 
and new knowledge requirements. These demands represent new lev- 
els and types of operator workload. 

The dynamics of these new demands are an important factor because 
in complex systems, human activity ebbs and flows, with periods of 
lower activity and more self-paced tasks interspersed with busy, high- 
tempo, externally paced operations where task performance is more 
critical (Rochlin et al., 1987). Technology is often designed to shift 
workload or tasks from the human to the machine. But the critical de- 
sign feature for well integrated cooperative cognitive work between 
the automation and the human is not the overall or time-averaged task 
workload. Rather, it is how the technology impacts low-workload and 
high-workload periods, and especially how it impacts the practitioner's 
ability to manage workload that makes the critical difference between 
clumsy and skillful use of the technological possibilities. 

A syndrome, which Wiener (1989) has termed "clumsy automation," 
is one example of technology change that in practice imposes new bur- 
dens as well as some of the expected benefits. Clumsy automation is a 
form of poor coordination between the human and machine in the con- 
trol of dynamic processes where the benefits of the new technology 
accrue during workload troughs, and the costs or burdens imposed by 
the technology occur during periods of peak workload, high-criticality, 
or high-tempo operations. Despite the fact that these systems are often 
justified on the grounds that they would help offload work from har- 
ried practitioners, we find that they in fact create new additional tasks, 
force the user to adopt new cognitive strategies, require more knowl- 
edge and more communication at the very times when the practitioners 
are most in need of true assistance (Cook, Woods, and Howie, 1990; 
Sarter and Woods, in press). This creates opportunities for new kinds 
of human error and new paths to system breakdown that did not exist in 
simpler systems (Woods et al., 1992). 
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Patterns in the Clumsy Use of Computer Technology 

To illustrate these new types of workload and their impact on practi- 
tioner cognition and hehavior let us examine two scries of studies, one 
looking at pilot interaction with cockpit automation, and the other look- 
ing at physician interaction with new information technology in the 
operating room. Both series of studies found that the henefits associ- 
ated with the new technology accrue during workload troughs, and the 
costs associated with the technology occur during high-criticality, or 
high-tempo operations (Wiener, 1989; Sartcr and Woods, 1992; 1994; 
Cook et al., 1990; Moll van Charante et al., 1993). 

Clumsy automation on the flightdeck 

Results indicate that one example of clumsy automation can he seen 
in the interaction hetween pilots and (light management computers 
(FMCs) in commercial aviation (e.g., Sarter and Woods, 1992; 1994). 
Under low-tempo operations pilots communicate instructions to the 
FMCs which then "fly" the aircraft. Communication hetween pilot and 
FMC occurs through a multi-function display and keyhoard. Instruct- 
ing the computers consists of a relatively effortful process involving a 
variety of keystrokes on potentially several different display pages and 
a variety of cognitive activities such as recalling the proper syntax or 
where data is located in the virtual display page architecture. Pilots 
speak of this activity as "programming the FMC." 

Cockpit automation is flexible also in the sense that it provides many 
functions and options for carrying out a given flight task under differ- 
ent circumstances. For example, the FMC provides at least five differ- 
ent mechanisms at different levels of automation for changing altitude. 
This customizability is construed normally as a benefit that allows the 
pilot to select the mode or option best suited to a particular flight situ- 
ation (e.g., time and speed constraints). However, it also creates a va- 
riety of new demands. For example, pilots must know about the func- 
tions of the different modes, how to coordinate which mode to use 
when, and how to "bumplessly" switch from one mode or level of au- 
tomation to another. In other words, the supervisor of automated re- 
sources must not only know something about how the system works. 
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but also know how to work the system. Monitoring and attentional de- 
mands are also created as the pilots must keep track of which mode is 
active and how each active or armed mode is set up to fly the aircraft 
(Sarter and Woods, 1992). 

In a series of studies on pilot interaction with this suite of automation 
and computer systems (Sarter and Woods, 1992; 1994), the data indi- 
cated that it was relatively easy for pilots to lose track of the automated 
systems' behavior during high-tempo and highly dynamic situations. 
For example, pilots would miss mode changes that occurred without 
direct pilot intervention during the transitions between phases of flight 
or during the high-workload descent and approach phases in busy air- 
space. These difficulties with system and mode awareness reduced 
pilots' ability to stay ahead of the aircraft. As. a result, when the pace of 
operations increased (e.g., in crowded terminal areas where the 
frequency of changes in instructions from air traffic control increases), 
pilots tended to abandon the flexible but complex modes of automa- 
tion and switch to less automated, more direct means of flight control. 
Note that pilots speak of this tactic as "escaping" from the FMC (Sarter 
and Woods, 1992). 

The loss of system awareness may not affect the individual pilot only; 
it also can impact the shared cognition across the crew. Interacting with 
the automation through multi-function controls and displays tends to 
suppress cues about the activities and intent of the other human crew 
member (for a counter-example of a low technology cockpit subsystem 
sceHutchins, 1991). Asaresult, the crew's ability to maintain a shared 
frame of reference or common situation assessment can break 
down and degrade communication and coordination across the crew. 
The threat of breakdowns in shared cognition is particularly important 
in more dynamic and complex flight contexts where effective coordi- 
nation across pilots is needed to cope with non-routine or novel events 
(e.g., Segal, 1993). 

To utilize highly flexible systems, the practitioner must learn about 
all the available options, learn and remember how to deploy them across 
the variety of real operational contexts that can occur, and learn and 
remember the interface manipulations required to invoke different 
modes or features. All of this represents new burdens on the practition- 
er to set up and manage these capabilities and features. Data on pilot 
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interaction with these types of systems indicates that pilots tend to be- 
come proficient or maintain their proficiency on a subset of modes or 
options. As a result, they try to manage the system within these stereo- 
typical responses or paths, underutilizing system functionality. In addi- 
tion, the results showed that some of the knowledge acquired in train- 
ing was available only theoretically, but that this knowledge was inert, 
i.e., the practitioners were not capable of applying the knowledge ef- 
fectively in differing flight contexts. 

Clumsy automation in the operating room: I. Centralizing 
data display 

Another study, this time in the context of operating room 
information systems, reveals some other ways that new technology 
creates unintended complexities and provokes practitioner coping 
strategies (Cook et al., 1990; Cook, Woods, McColligan, and 
Howie, 1991). In this case a new operating room patient-monitoring 
system was studied in the context of cardiac anesthesia. This and other 
similar systems integrate what was previously a set of individual 
devices, each of which displayed and controlled a single sensor 
system, into a single CRT display with multiple windows and a 
large space of menu-based options for maneuvering in the space of 
possible displays, options, and special features. The study consisted of 
observing how the physicians learned to use the new technology as 
it entered the workplace. 

By integrating a diverse set of data and patient monitoring 
functions into one computer-based information system, designers could 
offer users a great deal of customizability and options for the display of 
data. Several different windows could be called depending on how the 
users preferred to sec the data. However, these flexibilities all created 
the need for the physician to interact with the information system—the 
physicians had to direct attention to the display and menu system and 
recall knowledge about the system. Furthermore, the computer key- 
hole created new interface management tasks by forcing serial access 
to highly inter-related data and by creating the need to periodically 
declutter displays to avoid obscuring data channels that should be moni- 
tored for possible new events. 
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The problem occurs because of a fundamental relationship: the greater 
the trouble in the underlying system or the higher the tempo of opera- 
tions, the greater the information processing activities required to cope 
with the trouble or pace of activities (Woods ct al., 1992). For example, 
demands for monitoring, attcntional control, information, and commu- 
nication among team members (including human-machine communi- 
cation) all tend to go up with the tempo and criticality of operations. 
This means that the burden of interacting with the display system tends 
to be concentrated at the very times when the practitioner can least 
afford new tasks, new memory demands, or diversions of his or her 
attention away from patient state to the interface per se. 

The physicians tailored both the system and their own cognitive strat- 
egies to cope with this bottleneck. In particular, they were observed to 
constrain the display of data into a fixed spatially dedicated default 
organization rather than exploit device flexibility. They forced sched- 
uling of device interaction to low-criticality, self-paced periods to try 
to minimize any need for interaction at high-workload periods. They 
developed stereotypical routines to avoid getting lost in the network of 
display possibilities and complex menu structures. 

Clumsy automation in the operating room: II. Reducing the 
ability for recovery from error or failure 

This investigation started with a scries of critical incidents involving 
physician interaction with an automatic infusion device during cardiac 
surgery (Cook et al., 1992). The infusion controller was a newly intro- 
duced computer-based device used to control the flow of blood pres- 
sure and heart rate medications to patients during heart surgery. Each 
incident involved delivery of a drug to the patient when the device was 
supposed to be off or halted. Detailed debriefing of participants sug- 
gested that, under certain circumstances, the device would deliver drug 
(sometimes at a very high rale) with little or no evidence to the user 
that the infusion was occurring. A scries of investigations were done 
including observation of device use in context to identify: 

• characteristics of the device which make its operation difficult to 
observe and error prone and, 

• characteristics of the context of cardiac anesthesiology which 
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interact with the device characteristics to provide opportunities 
for unplanned delivery of drug.21 

In cardiac surgery, the anesthesiologist monitors the patient's physi- 
ological status (e.g., blood pressure, heart rate) and administers potent 
vasoactive drugs to control these parameters to desired levels based on 
patient baselines, disease type, and stage of cardiac surgery. The vaso- 
active drugs are administered as continuous infusion drips mixed with 
intravenous fluids. The device in question is one type of automatic 
infusion controller that regulates the rate of flow. The user enters a 
target in terms of drops per minute; the device counts drops that form 
in a drip chamber, compares this to the target, and adjusts flow. If the 
device is unable to regulate flow or detects one of several different 
device conditions, it is programmed to cease operation and emit an 
audible alarm and warning message. The interface controls consist of 
three multi-function buttons and a small LCD panel which displays 
target rate and messages. In clinical use in cardiac surgery up to six 
devices may be set up with different drugs that may be needed during 
the case. 

The external indicators of the device's state provide poor feedback 
and make it difficult for physicians to assess or track device behavior 
and activities. For example, the physician users were unaware of vari- 
ous controller behavioral characteristics such as overshoot at slow tar- 
get rates, "seek" behavior, and erratic control during patient transport. 
Alarms were remarkably common during device operation. The vari- 
ety of different messages were ambiguous—several different alarm 
messages can be displayed for the same underlying problem; the dif- 
ferent messages depend on operating modes of the device which are 
not indicated to the user. Given the lack of visible feedback, when 
alarms recurred or a sequence occurred, it was very difficult for the 
physician to determine whether the device had delivered any drug in 
the intervening period. 

The most intense periods of device use also were those time periods 
of highest cognitive load and task criticality for the physicians, i.e., the 
time period of coming off cardio-pulmonary bypass. It is precisely dur- 
ing these periods of high workload that the automated devices are sup- 

:iThis same device was referred to in the example used ai [he end of Chapter 2 and was 
involved in Incident #2 described in Chapter 4 
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posed to provide assistance (less user workload through more precise 
flows, smoother switching between drip rates, etc.)- However, this was 
also the period where the largest number of alarms occurred and where 
device troubleshooting was most onerous. 

Interestingly, users seemed quite aware of the potential for error and 
difficulties associated with device setup which could result in the de- 
vice not working as intended when needed. They sought to protect 
themselves from these troubles in various ways, although the strategies 
were largely ineffective. 

In the incidents, misassemblies or device problems led to inadvert- 
ent drug deliveries. The lack of visible feedback led physicians to think 
that the device was not delivering drug and was not the source of the 
observed changes in patient physiology. Large amounts of vasoactive 
drugs were delivered to brittle cardiovascular systems, and the physi- 
cians were unable to detect that the infusion devices were the source of 
the changes. Luckily in all of the cases, the physicians responded ap- 
propriately to the physiological changes with other therapies and avoided 
any adverse patient outcomes. The investigations revealed that various 
device characteristics led to an increased potential for erroneous as- 
sessments of device state and behavior. This played a role in the inci- 
dents because it impaired the physician's ability to detect and recover 
from erroneous actions and failures. Because of these effects, the rel- 
evant characteristics of the device can be seen as deficiencies from a 
usability point of view; the device design is "in error." 

The results of this series of studies directly linked, for the same de- 
vice and context, characteristics of computerized devices to increased 
potential for erroneous actions and impaired ability to detect and re- 
cover from errors. Furthermore, the studies directly linked the increased 
potential for erroneous setup and the decreased ability to detect errors 
as important contributors to critical incidents. In other words, design 
errors functioned as latent failures. 

The Impact of Clumsy Automation on Cognitive System 
Activities and Practitioner Behavior 

There are some important patterns in the results from the above 
studies and others like them. One is that characteristics of computer- 
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based devices and systems affect the potential for different kinds of 
erroneous actions and assessments. Characteristics of computer-based 
devices that influence cognition and behavior in ways that increase the 
potential for erroneous actions and assessments can be considered flaws 
in the human-computer cognitive system. These flaws represent 
one kind of source of latent failures that can reside within a complex 
human-machine system (Reason, 1990). Activating this type of latent 
failure in the presence of other potentiating factors leads incidents 
nearer to disaster. 

A second pattern is that the computer medium shapes the constraints 
for design. In pursuit of the putative benefits of automation, user 
customizability, and interface configurability and given some funda- 
mental properties of the computer as a medium for representation, it is 
easy for designers to unintentionally create a thicket of modes and op- 
tions, to create a mask of apparent simplicity overtop of underlying 
device or interface complexity, to create a large virtual perceptual field 
hidden behind a narrow keyhole (Woods, in press-b). 

One factor that contributes to clumsy use of technological possibili- 
ties is that new technology is often designed around "textbook " or rou- 
tine scenarios (Roth etal., 1987; Woods, 1991). However, design basis 
scenarios may be insufficient to test the ability of the distributed hu- 
man-machine cognitive system to handle difficult problems. Note that 
the distinction between a "textbook" or anticipated situation and one 
with unanticipated elements depends on the nature of the pre-planned 
routines available to guide problem solving. The demand-resource view 
suggests that the difficulty of a problem is in part a function of unan- 
ticipated situations or complicating factors. A complicating factor is 
some variation or difficulty that goes beyond the standard method for 
handling or responding to the situation (see the discussion of local ra- 
tionality in Chapter 4). Examples range from the relatively simple 
(underspecified instructions or human execution errors) to the com- 
plex (multiple failures or novel situations). The need to test a human- 
machine system by sampling complicating factors is guided by the need 
to measure the "brittleness" of the distributed cognitive system. 

However, there seems to be a basic correlation such that the more the 
trouble in the underlying system or the higher the tempo of operations, 
the greater the information-processing activities required to cope with 
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the trouble or pace of activities. For example, demands for monitoring, 
attentional control, information, and communication among team mem- 
bers (including human-machine communication) all tend to go up with 
the tempo and criticality of operations. Thus, the costs associated with 
clumsy uses of the technology will be minimal during textbook opera- 
tions but will increase during higher workload situations. 

A result that occurred in all the above studies and has recurred in 
other studies of the impact of new technology on practitioner cognitive 
activities is that practitioners actively adapted or tailored the informa- 
tion technology provided for them to the immediate tasks at hand in a 
locally pragmatic way, usually in ways not anticipated by the designers 
of the information technology (Roth et al., 1987; Flores et al., 1988; 
Cook, Woods, McColligan, and Howie, 1991; Hutchins, 1990). Tools 
are shaped by their users (Woods et al., 1992). 

New technology introduced for putative benefits in terms of human 
performance in fact introduced new demands and complexities into 
already highly demanding fields of practice. Practitioners developed 
and used a variety of strategies to cope with these new complexities. 
Because practitioners are responsible agents in the domain, they work 
to insulate the larger system from device deficiencies and peculiarities 
of the technology. This occurs, in part, because practitioners inevitably 
are held accountable for failure to correctly operate equipment, diag- 
nose faults, or respond to anomalies even if the device setup, opera- 
tion, and performance are ill-suited to the demands of the environment. 

In all of these studies practitioners tailored their strategies and 
behavior to avoid problems and to defend against device idiosyncra- 
sies. However, the results also show how these adaptations may be 
only partly successful. The adaptations could be effective, or only lo- 
cally adaptive, in other words, brittle to various degrees (i.e., useful in 
narrow contexts, but problematic in others). Practitioner tailoring may 
be inadequate because it is incomplete or ineffective, for example in- 
creasing the exposure of the system to other hazards. 

Finally, it would be easy to label the problems noted above as simply 
"human-computer interaction deficiencies." In some sense they are 
exactly that. But the label "human-computer interaction" (HCI) carries 
with it many different assumptions about the nature of the relationship 
between people and technology. The examples above illustrate defi- 
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ciencies that go beyond the concepts typically associated with the label 
"computer interface" in several ways. 

First, all of these devices more or less meet guidelines and common 
practices for human-computer interaction defined as simply making 
the needed data nominally available, legible, and accessible (see Woods, 
1991, and Woods, in press-b, for general treatments of the limits 
of design for data availability). The characteristics of the above sys- 
tems are problems because of the way they shape practitioner 
cognition and behavior in their field of activity. These arc not deficien- 
cies in an absolute sense; whether or not they are (laws depends on 
the context of use. 

Thus, the problems noted above cannot be seen without understand- 
ing device use in context. Context-free evaluations are unlikely to un- 
cover the important problems, determine why they are important, and 
identify criteria that more successful systems should meet (sec Woods 
and Sarter, 1993 for the general case and Cook, Potter, Woods, and 
McDonald, 1991 for one specific one). 

Third, the label HCI easily conjures up the assumption of a single 
individual alone, rapt in thought, but seeing and acting through the 
medium of a computerized device. The cases above and the examples 
throughout this volume reveal that failures and successes involve a sys- 
tem of people, machine cognitive agents, and machine artifacts embed- 
ded in context. Thus, it is important to see that the deficiencies, in some 
sense, arc not in the computer-based device itself. Yes, one can point to 
specific aspects of devices that contribute to problems (e.g., multiple modes, 
specific opaque displays, or virtual workspaces that complicate knowing 
where to look next), but the proper unit of analysis is not the device or the 
human. "Cause" should not be attributed either to the design or to the 
people Rather, the proper unit of analysis is the distributed cognitive 
system—characteristics of artifacts are deficient because of how they shape 
cognition and behavior across a distributed set of agents. Re-design of a 
clumsy device really should be about re-design of the distributed cogni- 
tive system rather than about the artifact per sc (although ultimately such 
a re-design eventually docs require and depend on specific characteristics 
of artifacts). Clumsiness is not really in the technology; clumsiness arises 
in how the technology is used relative to the context of demands aiul 
resources and agents and other tools (e.g., Norman, 1990b). 
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It is important to highlight this last point because of a potential 
mis-interpretation. We are not advocating abandonment of advanced 
computer-based technology. Technology is just a kind of power. 
We are trying to illustrate the difference between using the power 
of technology clumsily and skillfully from the point of view of the 
operational system. 

Behavior- and Cognition-Shaping Properties of 
Computer-Based Technology 

A Map: The Impact Flow Diagram 

Figure 9 (p. 125) provides an overall map of the process by which 
the clumsy use of new computer technology affects the cognition and 
behavior of people embedded in an operational system, creating the 
potential for latent failures which could contribute to incidents or acci- 
dents. The figure is a schematic of the results of research on the rela- 
tionship of computer technology, cognition, practitioner behavior, and 
system failure. We will refer to it as the Impact Flow Diagram because 
it maps how technology impacts cognition in context, how cognition 
impacts behavior in operational contexts, and how behavior can con- 
tribute to incident evolution. 

As illustrated in the Impact Flow Diagram (Figure 9, p. 125), there 
are a variety of characteristics of computer-based systems and devices 
that shape the cognitive activities of people. In particular, we can think 
of a computer-based information system in terms of how it represents 
the underlying process for someone in some goal and task context (cf., 
Woods, in press-b for a more complete description of this concept which 
is at the heart of representation aiding and design). Some properties of 
the information system as a representation arc problematic because of 
their impact on cognitive activities. For example, one can examine a 
prototype computerized device and notice that there are a large number 
of windows that could be opened and manipulated on a single VDU. 
Research indicates that if the computerized device has this characteris- 
tic, then it is likely that users may experience problems getting lost in 
the large space of display options, and it is likely that users will face 
new interface management burdens to manipulate the interface itself, 
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How Clumsy Use of Technology Produces 'Human Lrror' 
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Figure 9. This "Impact Flow Diagram" illustrates the relationship be- 
tween the design-shaping properties of the computer as a medium, the 
cognition-shaping properties of representations in the computer me- 
dium, and the behavior-shaping properties of cognitive systems. The 
impact flow relationships define a latent failure path for the clumsy use 
of technology. 



126 Behind Human Error 

for example, dc-cluttering IheVDU surface (Cook etal., 1990; 1991b; 
Woods, in press-b). Negative consequences will be larger if these data- 
management burdens tend to congregate at high-criticality, high-tempo 
periods of task performance. Another typical problem is low 
observability or opaque views where the computer graphics, through, 
for example, an over-reliance on displays of digital forms of raw val- 
ues, give the illusion of informing the observer about the state of the 
underlying process when they actually obscure the changes, events, 
and activities in the underlying process (e.g., Potter et al., 1992). 

These and other representational properties of computerized devices 
arc indicators of flaws because they contribute to human-computer sys- 
tems that tend to: 

• make things invisible, especially hiding "interesting" events, 
changes, and anomalies; 

• proliferate modes; 
• force serial access to highly related data; 
• proliferate windows and displays in virtual data space behind a 

narrow aperture viewport; 
• contain complex and arbitrary sequences of operations, modes, 

and mappings; 
• add new interface management tasks that tend to congregate at 

high-criticality and high-tempo periods of the task; 
• suppress cues about the activities of other team members, both 

machine and human (e.g., Norman, 1990a; 1990b). 
Note that it is only by examining how the computerized system rep- 

resents the behavior of the underlying process in question that one can 
sec these representational Haws. In other words, representational prop- 
erties arc bound to the context of the underlying process and the goals 
and tasks of the operational system that manages that process. 

Characteristics of devices shape cognitive activities across the dis- 
tributed system depending on the context of activities, demands, and 
goals in the particular field of activity. The representational properties 
impact cognitive systems (Figure 9, p. 125): 

• through increased demands on user memory, 
• by complicating situation assessment, 
• by undermining attcntional control skills (where to focus when), 
• add workload at high-criticality high-tempo periods, 
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• constrain the users' ability to develop effective workload man- 
agement strategies, 

• impair the development of accurate mental models of the func- 
tion of the device and the underlying processes, 

• decrease knowledge calibration (i.e., mislead users into thinking 
that their models are more accurate than they actually are), 

• undermine the cognitive aspects of coordination across multiple 
agents. 

These cognitive system changes arc important because they influ- 
ence how practitioners behave in various situations that can arise in a 
specific field of activity. In studies that look at the behavior-shaping 
consequences of these cognitive characteristics (e.g., Moll van Charantc 
ct al., 1993), one looks for: 

• increased potential for different kinds of erroneous actions and 
erroneous assessments of process state (e.g., mode errors); 

• impaired ability to detect and recover from failures, erroneous 
actions, or assessments; 

• how the users tailor their behavior and the device to make it into 
a more usable tool, especially brittle tailoring that creates vulner- 
abilities to human-machine system breakdowns in special circum- 
stances; 

• increased risk of falling behind in incident evolution (loss of situ- 
ation awareness and other breakdowns in attcntional dynamics); 

• automation surprises (Sarter and Woods, 1994) or other break- 
downs in coordination across multiple agents; 

• decreased learning opportunities. 
When investigators work backwards from an accident, they typically 

find that one or more of these types of problems in operational pro- 
cesses were among (he contributors to the incident evolution (e.g., 
Reason, 1990; Woods ct al., 1987; Woods, 1991). 

In other words, the Impact Flow Diagram traces a kind of latent fail- 
ure chain. The clumsy use of technological possibilities shapes the cog- 
nition and behavior of the people embedded in the operational system 
in predictable patterns. There are design-shaping properties of the com- 
puter medium that make it easy for designers to create devices with 
typical Haws in human-computer cooperation. These characteristics arc 
Haws because they create new cognitive demands and increase (he stress 
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on other cognitive activities. Behavior-shaping properties of cognitive 
systems link these effects to different kinds of operational consequences. 
As a result, these problems are latent failures that can contribute to 
incidents and accidents, if other potentiating factors are present. 

There is a very ironic state of affairs associated with the clumsy use 
of technology. The very characteristics of computer-based devices that 
have been shown to complicate practitioners' cognitive activities and 
contribute to errors and failures, through studies of the device in con- 
text, are generally justified and marketed on the grounds that they re- 
duce human workload and improve human performance. Examples of 
such putative claims include reduced skill requirements, greater atten- 
tion to the job, better efficiency, and reduced errors. Beware of superfi- 
cial and context-free claims about the impact of new technology on 
human-machine systems. Understanding or predicting the effects of 
technology change requires one to study and to model distributed cog- 
nitive systems in context in order to see the cognition-shaping proper- 
ties of the computer-based representations and the behavior-shaping 
properties of the cognitive system. When our purpose is to help create 
new cognitive tools, we should start, not with context-free evaluations 
of the current or proposed prototype computer-based devices, but by 
studying and modeling the distributed cognitive system, including the 
role of artifacts, in the context of the demands of the field of activity 
and the constraints imposed by the organizational context (see Figure 
I, p. 21). Our goal is to understand the processes within a particular 
system that govern the expression of error and expertise. The resulting 
model of the distributed cognitive system guides the identification of 
ways to use technological powers skillfully to help the operational sys- 
tem function more effectively. 

Classic Flaws in Human-Computer Cooperation: 
Designer "Error" 

This section provides a brief discussion of how human computer 
cooperation flaws can be thought of as designer errors that arise from 
properties of the computer as a medium for representation and from 
factors that influence how new technology is deployed. These charac- 
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teristics of computer-based devices are "flaws" because of how they 
shape the cognitive activities and behavior of practitioners. 

A complete treatment of "flaws" in human-computer cooperation 
would require a volume in its own right. Plus, it evokes another need— 
aiding the designer of human-computer systems in the development of 
systems that improve operational performance in a particular setting. 
This problem of aiding design reaches out even further into the nature 
of the relationship of human factors as a profession to other technical 
and professional areas and communities. Thus, this section is not in- 
tended as a designer's guide, but simply to help the reader see how 
technology change influences people and can result in new types of 
errors or failure paths (the relationships in the Impact Flow Diagram). 
First, we will provide an overview of some of the typical flaws and 
how they arise. Second, we will provide a comprehensive treatment of 
one of these flaws—mode error, including potential countermeasures. 
Finally, we will use the mode error case to illustrate the relationships 
captured in the Impact Flow Diagram. 

Penalties of Virtuality 

"Every parameter you can control, you must control."" 

A fundamental property of the computer as a medium for representa- 
tion is freedom from the physical constraints acting on the referent real 
world objects/systems (Hochberg, 1986, p. 22-2 to 22-3). In many me- 
dia (e.g., cinema), the structure and constraints operating in the physi- 
cal world will ensure that much of the appropriate "information" about 
relationships in the referent domain is preserved in the representation. 
On the other hand in the computer medium, the designer of computer 
displays of data must do all of the work to constrain or link attributes 
and behaviors of the representation to the attributes and behaviors of 
the referent domain. 

"W. Carlos' First Law of Digital Synthesized Music. 1992. 
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This property means that sets of displays of data in the computer 
medium can be thought of as a virtual perceptual field.23 It is a perceiv- 
able set of stimuli, but it differs from a natural perceptual field and 
other media for representation because there is nothing inherent in 
the computer medium that constrains the relationship between things 
represented and their representation. This freedom from the physical 
constraints acting on the referent real world objects is a double- 
edged sword in human-computer cooperation, providing at the same 
time the potential for very poor representations and the potential 
for radically new and more effective representations. 

The computer medium allows designers to combine multiple 
features, options, and functions onto a single physical platform. The 
same physical device can be designed to operate in many different 
contexts, niches, and markets simply by taking the union of all 
the features, options, and functions that are needed in any of these 
settings. In a sense, the computer medium allows one to create 
multiple virtual devices concatenated onto a single physical 
device. After all, the computer medium is multi-function—software 
can make the same keys do different things in different combinations 
or modes, or provide soft keys, or add new options to a menu 
structure; the CRT or other visual display unit (VDU) allows one 
to add new displays which can be selected if needed to appear on the 
same physical viewport. It is the ne plus ultra in modular media. 

But this means that a practitioner cannot have the device in one con- 
text without also importing part of the complexity from all of the other 
contexts. Concatenating multiple virtual devices on a single platform 
forces practitioners concerned with only a single niche to deal with the 
complexity of all the other niches as well. This is in contradiction to 
what people are observed to do to cope with complexity—people di- 
vide up a domain to segregate the complexity in ways that are mean- 
ingful, i.e., into a series of local contexts. Furthermore, it is a funda- 

:,lt would be perhaps more accurate io say that the computer medium can be thought of 
as an artificial perceptual field Woods (in press-b) uses the word "virtual" to play off the 
current fashion in software. The use of virtual, as in virtual reality, is creating a new 
connotation for the word: virtual—giving the appearance or suggestion of a naturally 
occurring phenomenon while only approximating or even missing its essence; refers 
especially to computerized devices and systems. 
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mental research result that human cognition and behavior are condi- 
tioned to the context in which they occur. 

The virtuality of computer-based information technology allows de- 
signers to develop new subsystems or devices with the appearance of 
simplicity by integrating diverse data, capabilities, and devices into a 
single multi-function CRT display and interface. But to do this pushes 
the designer to proliferate modes, to proliferate displays hidden behind 
the narrow viewport, to assign multiple functions to controls, to devise 
complex and arbitrary sequences of operation—in other words, to fol- 
low Don Norman's (1988) tongue-in-cheek advice on how to do things 
wrong in designing computer-based devices. Such systems appear on 
the surface to be simple because they lack large numbers of physical 
display devices and controls; however, underneath the placid surface 
of the CRT workstation there may be a variety of characteristics which 
produce cognitive burdens and operational complexities. 

For example, it is easy to design systems where a few keys do many 
things in combination (e.g., Cook, Woods, McColligan, and Howie, 1991). 
But from the practitioners' perspective, this is very likely to create com- 
plex and arbitrary control sequences. The result can be memory burdens 
and fertile ground for a variety of phenotypical action errors 
such as omissions, repetitions, and for genotypical patterns in action 
errors, e.g., various slips of action, lapses (Reason and Mycielska, 
1982). But practitioners will develop coping strategies to deal with 
the operational and cognitive clumsiness of these complexities—they 
create their own external memory aids (e.g., Norman, 1988).24 An alter- 
native technology-centered approach provides users with a generic 
keypad. The ultimate in flexibility in one sense, but, from a practitioner 
point of view, this makes all interactions the equivalent of "programming." 
As a result, the costs of interacting with the device's capabilities go up, 
which creates bottlenecks in high-tempo periods. How do practitioners 
cope? They escape—they abandon cooperative strategies with that 
device in high-tempo periods (Sarter and Woods, 1992; 1994). 

-•"This leads to an approach to looking for excessive memory burdens imposed by com- 
puter-based devices analogous to the advice from "Deep Throat" in the Watergate inves- 
tigations. As "Deep Throat" told Woodward to follow the money, so it is useful here to 
follow the paper—the notes attached near or on computer-based devices are strong clues 
about new memory burdens imposed by clumsy use of computer technology. 
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Keyhole property 

Another important property of the virtual perceptual field of com- 
puter-based display systems is that the viewport size (the windows/ 
VDUs available) is very small relative to the large size of the artificial 
data space or number of data displays that potentially could be exam- 
ined. In other words, the proportion of the virtual perceptual field that 
can be seen at the same time (physically in parallel) is extremely small. 
This property is often referred to as the keyhole effect (e.g., Woods, 
1984). Given this property, shifting one's "gaze" within the virtual 
perceptual field is carried out by selecting another part of the artificial 
data space and moving it into the limited viewport. 

To designers these properties appear quite simple—the computer 
medium seems to support multiple functions. A single physical device, 
the VDU, can be used to provide access in principle to any kind of 
view the designer, marketeer, or customer thinks relevant. But con- 
sider the cognition-shaping results of the characteristics of the typical 
computer-based systems produced with only this in mind. 

The norm is that the observer can see only one small portion of 
the total data field at a time or a very small number of the potentially 
available displays (cf., Cook et al., 1990 and Woods et al„ 1991 for 
examples). In addition, the default tendency is to use individual pieces 
of data as the base unit of organization with each piece of data placed in 
only one location within the virtual perceptual field (one "home"). The 
result appears to provide users with a great deal of user configurability; 
they can call up, into the physical viewports available, whichever view 
they desire to inspect at that time. Furthermore, since the data field is virtual, 
it is easy to proliferate displays and types of windows (via window 
management capabilities) each specialized for just one type of data. 

An example 

What are the cognitive consequences of the above properties? 
Computer-based devices with the characteristics discussed above 
impose cognitive burdens. The following example illustrates the extra 
workload that can be imposed when the structure of the interface forces serial 
search for highly inter-related data. 
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Consider, for example, an artificial intelligence (AI) system that is 
designed according to these norms (from Woods et al., 1991). Raw 
data is the basic unit of display—shown as digital values, several tiled 
windows provide viewports on a single CRT, users can call up a variety 
of displays including many different menus, and many different dis- 
plays that contain the sensor data on the state of the monitored process. 
This system also provides intelligent diagnosis and control capabilities 
(in this sense we might speak ofcit as being "animate" and agent-like in 
that it can act on its own). 

When an event occurs, the affected parameter values (a number or 
numbers) change hue from white (meaning—"normal"), to red (mean- 
ing—"the component is being tested"), or purple (meaning—"a diag- 
nosis has been performed and the component is in some sort of abnor- 
mal condition"). Assuming that the operator sees that an event has oc- 
curred at all (which is problematic on several grounds), all the practi- 
tioner knows is that this parameter is abnormal; he or she does not 
know in what way it is abnormal or why the AI system considers the 
change important or interesting in the current context. 

The practitioners have to decide, independent of the graphic and in- 
telligent capabilities of the "aiding" system, what other data to exam- 
ine to pursue this event and apparent anomaly further. The users have 
to decide where to look next in the virtual perceptual field beyond the 
narrow keyhole. The users have to decide whether this change is even 
important in the particular situation—should other events be investi- 
gated first? Is this change expected in the current context? Does this 
signal warrant interrupting the ongoing lines of reasoning with regard 
to diagnosis or response selection? 

If the practitioners decide to pursue the underlying event and its 
significance, they need to think of (he other related data that will 
support their evaluations. They have then to think of where these data 
reside in the virtual field and how to call up these displays. Relevant 
to this issue is whether the display called into the viewport contains 
reminders or prompts to the pertinent data, other displays, or naviga- 
tion commands. Is the sequence direct or complicated, perhaps involv- 
ing several layers of menu selections? For each menu or display 
called up, the practitioners must re-orient to the new view and search 
for the relevant item. 
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By the stage that the target data is found in the virtual space, practi- 
tioners may have opened several windows. Note how this creates a 
new operator interface management task—decluttering the workspace, 
where practitioners must remember to remove stale views and viewports. 
If decluttering is delayed, significant events in the monitored process 
may be missed. Or practitioners may only realize the need to declutter 
their virtual workspace when a new event has occurred that demands 
their attention. However, the decluttering task directs their attention to 
the interface itself when it should be focused on assessing the change 
in process state or evaluating how to respond to the change. 

The structure of the computer information system forces practition- 
ers into serial access to highly inter-related data. Users must search and 
assemble step by step and datum by datum the state of the process. 
Despite the graphic display capabilities of the system, the user must 
remember more not less (one example of what Norman calls the con- 
spiracy against human memory in the design of computerized devices). 
The representation of the monitored process in the computer medium 
is underutilized as an external memory. The practitioners must build 
and maintain their own mental model of the state of the monitored 
process, assessments, and activities of the intelligent system. Practi- 
tioner attention is diverted to the computer system itself (where is a 
datum located in the virtual space? which menu provides access? how 
to navigate to that location?). New interface-management tasks are cre- 
ated such as decluttering. What makes this example particularly ironic 
is that advanced graphic and intelligent processing technologies are 
available. However, these technological powers not only do not sup- 
port the relevant cognitive activities in dynamic fault management (the 
task domain), they actually create new cognitive demands. For ex- 
ample, they expand what Norman (1988) calls the "gulf of execution" 
(the difference between the practitioner's intentions and the actions 
allowed by the system) and the "gulf of evaluation" (the effort involved 
in interpreting the system's state relative to practitioner expectations). 

Forcing serial access to highly related data 

The structure of this computer-based system fragments data across 
different windows and displays, which forces the operator into a slow 



Impact of the Clumsy Use of Computer Technology 135 

serial search to collect and then integrate related data. The proliferation 
of windows degrades rather than supports the cognitive component of 
interface navigation—knowing where to look next, and finding the right 
data at the right time (Woods, 1984; Elm and Woods, 1985). 

How do we know where to look next in a virtual perceptual field like 
this (cf., Woods, 1984)? Suhstantive tasks and suh-task coordination 
involve more data than can he displayed on even a windowed worksta- 
tion. Thus, knowing where to look next in the data space available be- 
hind the limited viewports, and extracting information across multiple 
views is a fundamental cognitive activity. Yet, the default tendency in 
interface design is to leave out any orienting cues that indicate in men- 
tally economical ways whether something interesting may be going on 
in another part of the virtual perceptual field (Woods, 1992). Instead, 
the processes involved in directing where-to-look-ncxt are forced into 
a mentally effortful, high memory load, deliberative mode (in addition, 
the interface structure may create other cognitive problems in translat- 
ing intentions into specific actions). The observer must remember where 
the desired data is located, to remember and execute the actions neces- 
sary to bring that portion of the field into the viewport, given he knows 
what data are potentially interesting to examine next (Woods et al., 
1991). One can see the potential problems that derive from this key- 
hole property by imagining what it would be like to function with no 
peripheral vision or without other orienting perceptual systems to help 
determine where to look next, i.e., where to direct focal attention next. 

To recap, the proliferation of windows and displays tends to frag- 
ment data across an increasingly complex structure of the virtual per- 
ceptual field. This forces serial access to highly inter-related data and 
increases the cognitive load in deciding where to look next (see Cook 
et al., 1990; Cook, Woods, McColligan, and Howie, 1991 for one ex- 
ample). While the device may possess great flexibility for users to tai- 
lor their workspace by manipulating the number, size, location and other 
window parameters, this flexibility creates new physical and cognitive 
tasks that can increase practitioner workload during high-tempo opera- 
tions. If the extra interface management burdens tend to congregate at 
high-tempo, high-criticality periods, then there are constraints on prac- 
titioners' ability to find the right data at the right time. Practitioner 
attention shifts to the interface (where is the desired data located in the 
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display space?) and to interface control (how do I navigate to that 
location in the display space?) at the very times where his or her 
attention needs to be devoted most to assessing and managing the 
monitored process. 

Hiding interesting changes, events, and behaviors 

Typically in computer-based representations, the basic unit of dis- 
play remains an individual datum usually represented as a digital value, 
e.g., oxygen tank pressure is 297 p.s.i. (cf., Woods, 1991, or Woods et 
al., 1991 which contains examples of typical displays). Few attempts 
are made in the design of the representation of the monitored process 
to capture or highlight operationally interesting events—behaviors of 
the monitored process over time, (for one exception see Woods and 
Elias, 1988). This failure to develop representations that reveal change 
and highlight events in the monitored process has contributed to inci- 
dents where practitioners using such opaque representations miss op- 
erationally significant events (e.g., Frcund and Sharar, 1990; Cook et 
al., 1992; Moll van Charante et al., 1993). 

One well known accident where this representational deficiency con- 
tributed to the incident evolution (cf., Murray and Cox, 1989) was the 
Apollo 13 mission. In this accident, an explosion occurred in the oxygen 
portion of the cryogenics system (oxygen tank 2). The mission controller 
(the electrical, environmental, and communication controller or EECOM) 
monitoring this system was examining a screen filled with digital values 
(see Figure 10, p. 137, for a recreation of this display, the CSM ECS 
CRYO TAB display). After other indications of trouble in the spacecraft, 
he noticed, among a host of abnormalities in the systems he monitored, 
that oxygen tank 2 was depressurized (about 19 psi). In addition, most of 
the other mission controllers were seeing indications of trouble in the 
systems that they were responsible for. It took a precious 54 minutes as a 
variety of hypotheses were pursued before the team realized that the "com- 
mand module was dying," and that an explosion in the oxygen portion of 
the cryogenics system was responsible for the extensive and evolving 
pattern of disturbances. The digital display had hidden the critical event: 
two digital values, out of 54 changing digital numbers, had changed anoma- 
lously (see Figures 10, p. 137; 11, p. 139; and 12, p. 140). 
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So none of the three noticed the numbers for oxygen tank 2 during 
four particularly crucial seconds. At 55 hours, 54 minutes, and 44 
seconds into the mission, the pressure stood at 996 p.s.i.—high but 
still within accepted limits. One second later, it peaked at 1,008 p.s.i. 
By 55:54:48, it had fallen to 19 p.s.i .... If one of them had seen 
the pressure continue on through the outer limits, then plunge, he 
would have been able to deduce that oxygen tank 2 had exploded 
(see Figure 13, p. 141). It would have been a comparatively small 
leap . . .to have put the whole puzzle of multiple disturbances across 
normally unconnected systems together (Murray and Cox, 1989, p. 406). 

It was reported that the controller experienced a continuing nightmare 
for two weeks following the incident, in which "he looked at the screen 
only to see a mass of meaningless numbers. . . ." Finally, a new version 
of the dream came—he looked at the critical digitals "before the bang 
and saw the pressure rising. . . . Then the tank blew, and he saw the 
pressure drop and told Flight exactly what had happened" (Murray and Cox, 
1989, p. 407). 

The poor representation could be compensated for through human 
adaptability and knowledge; in other words, in Norman's terminology, 
knowledge-in-the-head can compensate for the absence of 
knowledge-in-the-world. But, what is the point of the computer as a 
medium for the display of data if it docs not reduce practitioner memory loads? 
And yet, in computer system after computer system (e.g., Woods et ah, 1991) 
we find that, despite the availability of new computational and 
graphic power, the end result is an increase in demands on practitioner 
memory. The contrast cannot be greater with studies of successful, but 
often technologically simple, cognitive artifacts that reveal how effective 
cognitive tools offload memory demands, support attentional control, and sup- 
port the coordination of cognitive work across multiple agents (e.g., 
Hutchins, 1991). 

To begin to move towards better representations that do not 
obscure the perception of events in the underlying system, there are three inter- 
related critical criteria in representation design (from Woods, in press-b): 

1. Put data into context: (a) put a given datum into the context of 
related values; (b) collect and integrate data about important domain 
issues. Data are informative based on relationships to other data, rcla- 
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tionships to larger frames of reference, and relationships to the inter- 
ests and expectations of the observer. The challenge is the context sen- 
sitivity problem—what is interesting depends on the context in which 
it occurs. 

2. Highlight change and events. Representations should highlight 
change/events and help reveal the dynamics of the monitored process. 
Events are temporally extended behaviors of the device or process in- 
volving some type of change in an object or set of objects. Recognizing 
an event involves recognition of both the object and the type of change. 
One key question is to determine what are "operationally interesting" 
changes or sequences of behavior, for example, highlight approach 
to a limit, highlight movement and rate of change, emphasize what 
event will happen next, and highlight significant domain events. Rep- 
resenting change and events is critical because the computer medium 
affords the possibility of dynamic reference—the behavior of the rep- 
resentation can refer to the structure and behavior of the referent ob- 
jects and processes. 

3. Highlight contrasts. Representations should highlight and support 
observer recognition of contrasts. Meaning lies in contrasts—some 
departure from a reference or expected course. Representing contrast 
means that one indicates the relation between the contrasting objects, 
states, or behaviors. One shows how the actual course of behavior fol- 
lows or departs from some reference or expected sequence of behavior 
given the relevant context. Representing contrast indicates both the 
contrasting states or behavior and their relationship (how behavior de- 
parts or conforms to the contrasting case). Simply color coding a num- 
ber or icon red (for danger), for example, shows that some anomaly is 
present, but it does not show the contrast of what is anomalous relative 
to what (Woods, 1992). 

But given that the computer representation is free from the physical 
constraints acting on the referent objects, support for event perception 
in the computer medium requires the designer to actively identify op- 
erationally interesting changes or sequences of behavior and to actively 
develop representations that highlight these events to the observer given 
the actual task context. The default representations typically available 
do not make interesting events directly available for the practitioner to 
observe (Flach, Hancock, Caird, and Vicente, in press). Rather, practi- 
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tioners are forced into a serial dcliherative mode of cognition to ab- 
stract change and events from the displayed data (typically digital rep- 
resentations of sensed data). 

This section has only briefly introduced a few of the typical ways 
that technology is used clumsily. The next section takes one human- 
computer problem—mode error, and attempts to explore it in more detail 
as an example and model for both practical concerns and research is- 
sues related to the clumsy use sf technology. 

Mode Error in Supervisory Control 

In this section we try to provide a comprehensive overview of mode 
error and possible countermeasures. Mode error is one kind of break- 
down in the interaction between humans and machines, especially com- 
puterized devices (Lewis and Norman, 1986). Norman (1988, p. 179) 
summarizes the source of mode error quite simply by suggesting that 
one way to create or increase the possibilities for erroneous actions is 
to ". . . change the rules. Let something be done one way in one mode 
and another way in another mode." When this is the case, a human 
user can commit an erroneous action by executing an intention in the 
way appropriate to one mode of the device when the device is actually 
in another mode. Put simply, multiple modes in devices create the po- 
tential for mode errors.2'' 

Mode error is inherently a human-machine system breakdown. It re- 
quires a user who loses track of the system's active mode configuration 
and a machine that interprets user input differently depending on the 
current mode of operation. To understand the potential for mode error 
one needs to analyze the computer-based device in terms of what modes 
and mode transitions are possible, the context of how modes may come 

"Another (more whimsical) way (o understand mode error is to consider the following 
story based on the travels of a wordly cognitive systems researcher. "While traveling in 
Europe, I visited a castle built by a Danish King. The castle was large, with many rooms 
and corridors, and it was easy to get lost. It was remarkable, in part, for the multiple 
moats, designed to prevent attackers from gaining access to the King. At one point I 
discovered a collection of coats of arms to which I wanted to return. In looking for that 
room later, however, I found that I had already crossed over one of the moats and had 
been searching for the room in entirely the wrong complex of buildings. I was on the 
wrong side of the moat and had thus committed my first 'moat error'" (Richard Cook, 
personal communication, 1993). 
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into effect in dynamic scenarios, and how the mode of the device is 
represented in these contexts. Mode error is a failure of the distributed 
cognitive system (Hutchins, in press). 

Several studies have shown how multiple modes can lead to errone- 
ous actions and assessments (e.g., Lewis and Norman, 1986; Cook, 
Potter, Woods, and McDonald, 1991), and several design techniques 
have been proposed to reduce the chances for mode errors (Monk, 1986; 
Sellen, Kurtenbach, and Buxton, 1992). These studies also illustrate 
how evaluation methods can and should be able to identify computer- 
ized devices which have a high potential for mode errors. 

Characteristics of the computer medium (e.g., its virtuality) and char- 
acteristics of design environments/processes make it easy for design- 
ers to proliferate modes and to create more complex interactions across 
modes. The result is new opportunities for mode errors to occur and 
new kinds of mode-related problems. Surprisingly, there is no single 
comprehensive treatment of mode errors or potential countermeasures 
available for designers (with the possible exception of Norman, 1988). 
Human-computer guidelines have been almost universally silent on the 
topic of mode errors, yet it is one of the common "design errors" in 
computer-based systems. 

This section provides an overview of the current knowledge and un- 
derstanding of mode error. We also suggest that it may be time to revise 
the traditional concept of mode error to account for changes in the na- 
ture of automated systems. Fulhcrmorc, we discuss possible ways to 
predict and prevent mode error especially in supervisory control of 
automated resources. 

The Classic Concept of Mode Error 

The concept of mode error was originally developed in the context 
of relatively simple computerized devices, such as word processors, 
used for self-paced tasks wherein the device only reacts to user inputs 
and commands. Mode errors in these contexts occur when an intention 
is executed in a way appropriate for one mode when, in fact, the system 
is in a different mode (see Norman, 1981). In this case, mode errors 
present themselves phenotypically as errors of commission. The mode 
error that precipitated the chain of events leading to the Strasbourg 
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accident (Monnier, 1992; Lenorovitz, 1992a), in part, may have been 
of this form—the pilot appears to have entered the correct digits for 
the planned descent given the syntactical input requirements (33 was 
entered, intended to mean an angle of descent of 3.3 degrees); 
however, the automation was in a different descent mode which 
interpreted the entered digits as a different instruction (as meaning 
a rate of descent of 3300 feet per minute). Losing track of which 
mode the system is in is a critical component of a mode error. One part 
of this breakdown in situation assessment seems to be that device or 
system modes tend to change at a different rhythm relative to other 
user inputs or actions. 

Norman (1981, 1988) classified mode errors as slips of action, but 
this seems problematic. In one sense a mode error involves a break- 
down in going from intention to specific actions. But in another sense 
a breakdown in situation assessment has occurred—the practitioner 
has lost track of device mode. Mode errors emphasize that the conse- 
quences of an action depend on the context in which it is carried out. 
On the surface, the operator's intention and the executed action(s) 
appear to be in correspondence; the problem is that the meaning of 
action is determined by another variable—the system's mode status. 
This component makes it difficult to simply categorize mode errors as 
either a slip of action or an intention formation problem; elements of 
both seem to be present in a unique mix. 

Designers should examine closely the mode characteristics 
of computerized devices and systems for the potential for creating 
this predictable form of human-computer breakdown. Multiple modes 
shape practitioner cognitive processing in two ways. First, the 
use of multiple modes increases memory and knowledge demands— 
one needs to know or remember the effects of inputs and the meanings 
of indications in the various modes. Second, it increases demands 
on situation assessment and awareness. The difficulty of these demands 
is conditional on how the interlace signals device mode (observability) 
and on characteristics of the distributed set of agents who manage 
incidents. The difficulty of keeping track of which mode the device is 
in also varies depending on the task context (time-pressure, interleaved 
multiple tasks, workload). 
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Design countcrmeasures to the elassic mode problems are straight- 
forward in principle: 

• Eliminate unnecessary modes (in effect, recognize that there is a 
cost in operability associated with adding modes for flexibility, 
marketing, and other reasons). 

• Look for ways to increase the tolerance of the system to mode 
error. Look at specific places where mode errors could occur and 
(since these are errors of commission) be sure that (a) there is a 
recovery window before negative consequences accrue and (b) 
that the actions are reversible. 

• Provide better indications of mode status and better feedback about 
mode changes. 

Mode Error and Automated Systems 

Human supervisory control of automated resources in event-driven 
task domains is a quite different type of task environment compared to 
the applications in the original research on mode error. Automation is 
often introduced as a resource for the human supervisor, providing him 
with a large number of modes of operation for carrying out tasks under 
different circumstances. The human's role is to select the mode best 
suited to a particular situation. 

However, this flexibility tends to create and proliferate modes of 
operation which create new cognitive demands on practitioners (Woods, 
1993b). Practitioners must know more—both about how the system 
works in each different mode and about how to manage the new set of 
options in different operational contexts. New atlcntional demands are 
created as the practitioner must keep track of which mode the device is 
in, both to select the correct inputs when communicating with the auto- 
mation and to track what the automation is doing now, why it is doing 
it, and what it will do next. These new cognitive demands can easily 
congregate at high-tempo and high-criticalily periods of device use, 
thereby adding new workload at precisely those lime periods where 
practitioners are most in need of effective support systems. 

These cognitive demands can be much more challenging in the con- 
text of highly automated resources, l'irsl, the flexibility of technology 
allows automation designers to develop much more complicated sys- 
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terns of device modes. Designers can provide multiple levels of auto- 
mation and more than one option for many individual functions. As a 
result, there can he quite complex interactions across the various modes 
including "indirect" mode transitions. As the numher and complexity 
of modes increase, it can easily lead to separate fragmented indications 
of mode status. As a result, practitioners have to examine multiple dis- 
plays, each containing just a portion of the mode status data, to build a 
complete assessment of the current mode configuration. 

Second, the role and capabilities of the machine agent in human- 
machine systems have changed considerably. In early devices, each 
system activity was dependent upon operator input; as a consequence, 
the operator had to act for an error to occur. With more advanced sys- 
tems, each mode itself is an automated function which, once activated, 
is capable of carrying out long sequences of tasks autonomously in the 
absence of additional commands from human supervisors. For example, 
advanced cockpit automation can be programmed to automatically con- 
trol the aircraft shortly after takeoff through landing. This is an increase 
in the apparent animacy and agency of the machine portion of a joint 
cognitive system. This increased capability of the automated resources 
themselves creates increased delays between user input and feedback 
about system behavior. As a result, the difficulty of error or failure 
detection and recovery goes up and inadvertent mode settings and tran- 
sitions may go undetected for long periods. This allows for errors of 
omission (i.e., failure to intervene) in addition to errors of commission 
in the context of supervisory control. 

Third, modes can change in new ways. Classically, mode changes 
only occurred as a reaction to direct operator input. In advanced tech- 
nology systems, mode changes can occur indirectly based on situational 
and system factors as well as operator input. In the case of highly auto- 
mated cockpits, for example, a mode transition can occur as an imme- 
diate consequence of pilot input. But it can also happen when a 
preprogrammed intermediate target (e.g., a target altitude) is reached 
or when the system changes its mode to prevent the pilot from putting 
the aircraft into an unsafe configuration. 

This capability for "indirect" mode changes, independent of direct 
and immediate instructions from the human supervisor, drives the de- 
mand for mode awareness. Mode awareness is the ability of a supervi- 
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sor to track and to anticipate the behavior of automated systems (Sarter 
and Woods, in press). Maintaining mode awareness is becoming in- 
creasingly important in the context of supervisory control of advanced 
technology which tends to involve an increasing number of interacting 
modes at various levels of automation to provide the user with a high 
degree of flexibility. Human supervisors arc challenged to maintain 
awareness of which mode is active and how each active or armed mode 
is set up to control the system, the contingent interactions between en- 
vironmental status and mode behavior, and the contingent interactions 
across modes. Mode awareness is crucial for any users operating a 
multi-mode system that interprets user input in different ways depend- 
ing on its current status. 

The complexity of modes, interactions across modes, and indirect 
mode changes create new paths for errors and failures. No longer are 
modes only selected and activated through deliberate explicit actions. 
Rather, pushing a button can result in the activation of different modes 
depending on the system status at the time of manipulation. The active 
mode that results may be inappropriate for the context, but detection 
and recovery can be very difficult in part due to long time-constant 
feedback loops. 

An example of such an inadvertent mode activation contributed to a 
recent major accident in the aviation domain (the Bangalore accident, 
e.g., Lenorovitz, 1990). In that case, the pilot put the automation into a 
mode called OPEN DESCENT during an approach without realizing it. 
In this mode aircraft speed was being controlled by pitch rather than 
thrust (as would have been the case in the desirable mode for this phase 
of flight, i.e., in the SPEED mode). As a consequence, the aircraft could 
not sustain the glidepath and maintain the pilot-selected target speed at the 
same time. As a result, the flight director bars commanded the pilot to fly the 
aircraft well below the required profile to try to maintain airspeed. It was not 
until 10 seconds before impact that the crew discovered what had happened, 
too late for them to recover with engines at idle. How could this happen? 

One contributing factor in this accident may have been several dif- 
ferent ways of activating the OPEN DESCENT mode (i.e., at least five). 
The first two options involve the explicit manual selection of the OPEN 
DESCENT mode. In one of these two cases, the activation of this mode 
is dependent upon the automation being in a particular state. 
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The other three methods of activating the OPEN DESCENT mode 
are indirect in the sense of not requiring any explicit manual mode 
selection. They are related to the selection of a new target altitude in a 
specific context or to protections that prevent the aircraft from exceed- 
ing a safe airspeed. In this case, for example, the fact that the automa- 
tion was in the ALTITUDE ACQUISITION mode resulted in the acti- 
vation of OPEN DESCENT mode when the pilot selected a lower alti- 
tude. The pilot may not have been aware of the fact that the aircraft was 
within 200 feet of the previously entered target altitude (which is the 
definition of ALTITUDE ACQUISITION mode). Consequently, he may 
not have expected that the selection of a lower altitude at that point 
would result in a mode transition. Because he did not expect any mode 
change, he may not have closely monitored his mode annunciations, 
and hence missed the transition. 

Display of data can play an important role when user-entered values 
are interpreted differently in different modes. In the following example, 
it is easy to see how this may result in unintended system behavior. In 
a current highly automated or "glass cockpit" aircraft, pilots enter a 
desired vertical speed or a desired flight path angle via the same dis- 
play. The interpretation of the entered value depends on the active dis- 
play mode. Although the verbal expressions for different targets differ 
considerably (for example: a vertical speed of two-thousand-five-hun- 
dred feet vs. a flight path angle of two-point-five degrees), these two 
targets on the display look almost the same (see Figure 14, p. 150). The 
pilot has to know to pay close attention to the labels that indicate mode 
status. He has to remember the indications associated with different 
modes, when to check for the currently active setting, and how to inter- 
pret the displayed indications. In this case, the problem is further ag- 
gravated by the fact that feedback about the consequences of an inap- 
propriate mode transition is limited. The result is a cognitively demand- 
ing task; the displays do not support a mentally economical, immediate 
apprehension of the active mode (Woods, 1992). Cook, Potter, Woods, 
& McDonald (1991) also found a kind of mode problem in displays 
where the same alarm messages meant different things in different 
modes. 

Coordination across agents in the distributed cognitive system is an- 
other important factor contributing to mode error in advanced systems. 
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Tracking system status and behavior becomes more difficult if it is 
possible for other users to interact with the system without the need for 
consent by all operators involved (the indirect mode changes are one 
human-machine example of this). 

This problem is most obvious when two experienced operators have 
developed different strategies of system use. When they have to coop- 
erate, it is particularly difficult for them to maintain awareness of the 
history of interaction with the system which may determine the effect 
of the next system input. In addition, the design of the interface to the 
automation may suppress cognitively economical cues about the ac- 
tivities of other agents within the distributed system (Hutchins, 1990; 
Woods, 1992). 

The demands for mode awareness are critically dependent on the 
nature of the interface between the human and machine agents (and as 
pointed out above between human agents as well). If the computerized 
device also exhibits another of the HCI problems we noted earlier— 
not providing users with effective feedback about changes in the state 
of a device, automated system, or monitored process—then losing track 
of which mode the device is in may be surprisingly easy, at least in 
higher workload periods. 

The above examples illustrate how a variety of factors can contrib- 
ute to a lack of mode awareness on the part of practitioners. Gaps 
or misconceptions in practitioners' mental models may prevent 
them from predicting and tracking indirect mode transitions or from 
understanding the interactions between different modes. The lack of 
salient feedback on mode status and transitions (low observability) 
can also make it difficult to maintain awareness of the current and 
future system configuration. In addition to allocating attention to the 
different displays of system status and behavior, practitioners have to 
monitor environmental states and events, remember past instructions 
to the system, and consider possible inputs to the system by other prac- 
titioners. If they manage to monitor, integrate, and interpret 
all this information, system behavior will appear deterministic and 
transparent. However, depending on circumstances, missing just 
one of the above factors can be sufficient to result in an automation 
surprise and the impression of an animate system that acts indepen- 
dently of operator input and intention. 
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Recognizing the Potential for Mode Error 

As illustrated in the above sections, mode error is a form of human- 
machine system breakdown. As systems of modes become more intercon- 
nected, more animate and agent-like (automated), and more event-driven, 
new types of mode-related problems are likely, unless the extent of 
communication between man and machine changes to keep pace with the new 
cognitive demands. 

To uncover the potential for mode error in supervisory control of dynamic 
systems, it is essential that the dynamic behavior of devices be tested in the 
context of scenarios that go beyond textbook cases. Sarter and Woods( 1994) 
have shown that one of the major mode-related problems for operators is to 
track mode transitions that do not immediately follow operator input. There- 
fore, it is not sufficient to look at mode annunciations statically without consid- 
ering their behavior in times of transition. Mode annunciations have to be 
evaluated in a dynamic context to determine whether they succeed in captur- 
ing the operator's attention in times of change. 

Dynamic testing involves both analytical and empirical approaches. The 
goal of the analytical approach is to lay out the functional structure of the 
system under all potential circumstances. One way to reach this goal is to 
create a state transition diagram which shows all possible system states and 
interactions between user and system. Such a diagram can help form hypoth- 
eses about potential problems in the system's functional design. 

While this analytical approach focuses on problems related to 
the intended use of the system, the empirical approach emphasizes 
the need to work with practitioners to determine for what purposes and 
in what ways the system is actually being used. Hypotheses generated 
through the analytical approach can guide empirical explorations which, 
in tum, can reveal unanticipated difficulties and the users' response or 
adaptation to them. Empirical investigations also provide information 
about users' mental mod-els of the device—another valuable pointer to latent 
mode-related problems. 

Countermeasures to Mode Error 

Typically, recommendations for countermeasures against mode er- 
ror fall into a few basic classes: 
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• reduce and simplify modes; 
• provide better feedback on mode status, changes, and the implica- 

tions of such changes; 
• provide training that (a) supports acquisition and maintenance of 

better mental models of mode behavior and interactions in differ- 
ent contexts and (b) supports learning how to coordinate modes 
in different and sometimes infrequent contexts; 

• use forcing functions; 
• develop new patterns of dbordination between human and ma- 

chine agents; 
• use machine intelligence to automate error detection. 
Designers frequently fail to appreciate the cognitive and operational 

costs of more and more complex modes. Often, there are pressures and 
other constraints on designers that encourage mode proliferation. But 
in particular cases the benefits of increased functionality may be more 
than counterbalanced by the costs of learning about all the available 
functions, the costs of learning how to coordinate these capabilities in 
context, and the costs of mode errors.26 Users frequently cope with the 
complexity of the modes by "re-designing" the system through pat- 
terns of use, e.g., few users may actually use more than a small subset 
of the resident options or capabilities (Rosson, 1983). However, a vari- 
ety of pressures may still lead managers, designers, marketeers, and 
even practitioners to claim that there is a need for highly flexible sys- 
tems with multiple capabilities, modes, and options. 

Improved mental models 

Mode errors tend to occur for two reasons: either the user misassesses 
the mode configuration of the system at a given point in time or he 
misses transitions (and the implications of such transitions) in mode 
status over time. The latter problem implies that the user does not pay 
attention to critical information at the right time. This occurs as a con- 
junction of several interacting factors. Knowledge factors can play a 
role in these breakdowns (cf., Sarter and Woods, 1992). One aspect of 
knowledge-related contributors seems to be gaps in practitioners' mental 

''Unless these costs are rationalized away, i.e., the additional training burden ends up 
being accomplished through on-the-job training, and the costs of mode errors are attrib- 
uted to the practitioner rather than to the design of the larger system. 
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model of the system. Another knowledge factor seems to be difficulties 
in learning how to coordinate and switch among the different modes 
and options in varying operational contexts—knowing how to work 
the system. The issue here is not that practitioners cannot use the sys- 
tem, but rather that they develop stereotypical methods and strategies 
based on the most frequently occurring situations. When events con- 
spire to throw them off of these familiar methods and paths, a variety 
of troubles can arise (see Sarter and Woods, 1992; 1994; Cook et al., 
1990; Cook, Woods, McColligan, and Howie, 1991 for more on this). 
Again, to achieve high reliability in human-machine systems, assess- 
ing operability in the context of situations that go beyond textbook 
cases is critical (see Chapter 4). 

Improved feedback 

Attentional dynamics play a critical role in mode problems. Given a 
busy environment (multiple tasks and monitoring for new events) and 
depending on the kind of feedback available, attention allocation strat- 
egies may not be sufficient, leading to missed mode transitions or to 
failures to appreciate the significance of a mode transition. Therefore, 
many have recommended that one way to reduce the risk of mode error 
is better display of mode status and behavior. 

But the rub is determining what are better display techniques for 
mode status. Most displays of modes simply provide alphanumeric la- 
bels that designate current mode (many times with no positional, re- 
dundant, or analogical cues other than a propositional tag or label it- 
self)-37 These are the types of displays that are typically available in 
the field studies that have documented mode error and awareness diffi- 
culties. To build effective indications of mode status, the first criterion 
is to develop displays that help practitioners detect and track mode 
changes and transitions (Norman, 1990a; Sarter and Woods, in press). 
In other words, highlight events not simply states; mode changes are 
important events which should stand out in any representation of the 
system (Woods, in press-b). Second, provide feedback that reveals the 

"Unfortunately, we have, more than once, seen devices with hidden modes, e.g.. Cook, 
Woods, McColligan, and Howie (1991). 
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implications of mode changes given the state of other inter-related fac- 
tors and given possihle future events or contingencies. 

Third, accentuate the differences between modes. How do users 
know when to check mode status? Remember modes change more 
slowly than other task rhythms; practitioners arc probably busy with 
other tasks and problems in situations where mode errors are particu- 
larly important relative to bad outcomes. Do not force monitoring 
behavior into an explicit decision to check whether mode status con- 
forms to expectations. Do not force users to "read" the display closely 
(an act of focal attention) and invoke extensive knowledge of system 
function to interpret its significance in the current context every 
time they decide they should check on mode status. Use analogical 
representation techniques so that practitioners can simply apprehend 
mode status and changes as part of their scan of other system state 
variables (Woods, 1992; Woods, in prcss-b). 

One approach to meeting the above criteria is to provide cues to signal 
mode status, automatic system activity, and mode changes that can be 
picked up through orienting perceptual systems (aural, kinesthetic or pe- 
ripheral vision).28 Monk (1986) suggests that the visual channel is not a 
good choice for conveying mode information in environments that al- 
ready require considerable visual processing. Adding yet another visual 
source of information in such environments further challenges attentional 
dynamics related to knowing where to focus attention when (however, 
this discounts the possibilities for visual displays that support peripheral 
access; Woods, 1992). Such visual overload could result in problems caused 
by the need for making tradeoff decisions about what channels to attend 
to. It is also not advisable to use visual feedback that requires an act of 
focal attention to pick up the significance if it is not clear that the operator 
will be continuously attending to the display. Monk suggests that aural 
feedback (e.g., keying-contingent sound) might be a more useful feed- 
back modality for such an environment. But auditory channels can be 
loaded as well. Aural feedback may also be too intrusive, forcing shifts of 
conscious attention which may be too distracting for mode indications 
relative to other activities in a time-shared multi-task environment. 

2"For an analogy, (hink of how we are implicitly aware of how we are physically situaled 
in the world, e.g., indoors/outdoors, orientalion, surfaces for support, without 
necessarily invoking conscious attention to these. 
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Another technique is to use kinesthctic feedback to increase mode 
awareness (Sellen et al., 1992). Their research focused on systems that 
involve only a limited number of modes which may not transfer to 
systems with more complex mode structures. However, the basic idea 
of using an otherwise free channel for mode information seems to be 
promising. In the aviation domain, kinesthctic feedback is successfully 
used for stall warnings, in which case the so-called "stick-shaker" (i.e., 
yoke vibration) warns the pilot of an imminent stall. This kind of feed- 
back is difficult to ignore but may not disrupt other ongoing activities 
(e.g., communication with ATC). 

Another dimension along which feedback can vary is in terms of 
who is generating it. Sellen et al. claim that user-maintained feedback 
is preferable to maintain mode awareness. It is questionable, however, 
whether this additional burden and responsibility are acceptable in most 
real-world settings. In many cases, system-provided feedback may be 
the only choice, and it will therefore be important to find ways to im- 
prove the communicative skills of machine agents. 

Another direction for improved feedback would be to provide better 
indications of the consequences of mode changes for future system 
behavior. Displays could project how the automated mode will behave 
or control the underlying process relative to other armed or relevant 
modes or environmental conditions. A mode change in a highly 
automated system can be also a change in the mode of control. 
For example, one mode transition in the case of an automated aircraft 
is also a change from control of aircraft speed by pitch to control 
of speed by thrust. Indicating the change in controlling parameter, 
the new constraints that are relevant (e.g., the target or limit values 
may change as well), or the future behavior of the system based on the 
new mode, all could be useful ways of supporting error detection or 
failure detection. 

Another concept is to pro\ ide displays that capture past instructions 
to the automation and the corresponding system behavior. Such "his- 
tory of interaction" displays could provide a visual trace of past and 
even projected system behavior under the current mode configura- 
tion. Visualizations of the history of changes in mode configuration 
could support practitioners in the timely detection of future problems 
and of mode errors. 
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Forcing functions 

Forcing functions constrain a sequence of user actions along particu- 
lar paths. These constraints are designed to reduce the chances of spe- 
cific actions leading to poor outcomes (Lewis and Norman, 1986). Forc- 
ing functions can take a variety of forms as pointed out hy Lewis and 
Norman. The system can prevent the user from expressing impossible 
intentions (a "gag" response), it can react to illegal actions by doing 
nothing, or it can guess or explore with the user what the user's inten- 
tion was and then help translate this intention into a legal action ("Self- 
correct," "Teach me," or "Let's Talk About It" styles). The problem 
with such forcing functions with respect to mode error is that they re- 
quire (a) that there is only one legal action or strategy for each inten- 
tion or (b) that a system is capable of inferring the user's intention so 
that it can judge the acceptability of the practitioner's actions. Such a 
system would also require access to information on the overall situa- 
tion and context which may determine whether an action is appropri- 
ate. Without these capabilities, it would have to question almost any 
action, just in case, and it would become a nagging advisor, second- 
guessing all actions. 

Coordinating human and machine agents 

Aiding mode awareness is also connected to issues about how to 
coordinate the activities of human practitioners and machine agents 
(Billings, 1991). One approach that has been suggested is "manage- 
ment by consent" which requires that all members of the human team 
agree to any change in modes before it is activated. This approach could 
help the operators to build a memory trace of all prior system interac- 
tions. This should enable them to better predict future system behavior. 
The problem with this technique is that it involves the "dilemma of 
delegation." If automation and team work are supposed to reduce the 
burden on the operator by taking over and sharing tasks, then it seems 
counterproductive to require that all input be checked and agreed to by 
every member of the team. 

Another interesting approach might also be to eliminate any defaults 
in mode settings. Past mode settings should always be deactivated once 
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a new target is entered, thus forcing the practitioner to deliberately se- 
lect a desired configuration for any system behavior to occur. This 
would contribute to a more consistent command structure. While this 
would be a cumbersome approach, it might prevent errors due to a lack 
of awareness of past mode settings. 

Overall, what is important to note is how changes that seem to be 
just about technology (i.e., automation) raise questions about the 
human's role and about the coordination of people and machine 
agents in a distributed cognitive system. One docs not just design a 
computerized artifact; one also is designing the operating conditions 
for a distributed cognitive system. 

Mode Error as Designer Error 

Mode error illustrates how the costs of clumsy use of technological 
possibilities are seen in "human error." Recognizing that such 
problems are symptoms of clumsy automation directs our attention 

to the people and organizations involved in design. What techniques 
will counter the proliferation of modes in the design process? How do 
we reduce designer "error" related to this aspect of the clumsy use 
of technology? Remember there arc design-shaping aspects of the 
technology itself that encourage mode proliferation—the virtuality 
and keyhole properties—as well as the processes and organizational 
factors involved in developing computer-based devices (e.g., economic 
and marketing factors). Searching out each device with mode-related 
problems and developing custom countcrmeasures to combat mode 
error in that context are likely to be a very inefficient way to reduce 
mode error (we may not even be able to keep up the proliferation 
of ever more complex modes afforded by technological and other 
driving forces). How do we get designers to balance the costs of 
mode error against other costs and benefits in the design process? 
How do we make it easy for designers to use technological possibilities 
in ways that do not create the potential for mode errors? These 
questions pose interesting dilemmas for technologists, managers, and 
human factors researchers. 



Impact of the Clumsy Use of Computer Technology 159 

The Impact Diagram Revisited: The Case of Mode Error 

At this stage we should be able to use the issue of mode error to walk 
through the Impact Diagram (Figure 9, p. 125). We have indicated 
how various properties of computer technology and the larger organiza- 
tional context for design can encourage the proliferation of more complex 
device modes. One can suspect that a device, when fielded, will encour- 
age the potential for mode error by examining its mode-related properties 
in relation to the demands of the field of practice—what modes are present, 
what mode transitions occur, are there indirect mode changes, how au- 
tonomous is the system in different modes, what situations include com- 
plicating factors that can challenge mode awareness, and how are the vari- 
ous modes and mode changes represented in these contexts? 

The mode characteristics of the system shape the information process- 
ing involved in remembering and tracking device modes along with two 
other factors: the characteristics of the displays for indicating mode and 
the distributed set of agents who manage incidents. Mode proliferation 
has two kinds of impacts on the cognitive system. First, multiple modes 
increase memory and knowledge demands. One must know about the 
different modes, which actions do what in which mode, or which indica- 
tions mean what in which mode. Second, mode proliferation increases 
demands on situation assessment and awareness as practitioners must keep 
track of what mode the device is in (a mode error is, in part, a breakdown 
in this situation assessment demand). 

The difficulties in tracking device modes can vary depending on the 
task context (time pressure, interleaved multiple tasks, workload) and 
depending on how the interface depicts device mode. However, if the 
device also exhibits another of the flaws in computer-based representa- 
tions that we noted earlier—not providing users with effective feedback 
about changes in the state of a device, automated system, or monitored 
process—then losing track of which mode the device is in may be surpris- 
ingly easy, at least in higher workload periods. 

In terms of the behavior of people embedded within the operational 
system, the questions of interest include these: Do mode errors occur? 
What contextual factors contribute to their occurrence (workload, distrac- 
tions)? What factors affect practitioners' ability to recover from mode 
errors when they do occur? 
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Design is shaped by properties of the computer medium and by the 
organizational context in which design occurs. These factors make it 
easy for designers to proliferate modes. The computer medium makes 
it easy to put several virtual devices on a single physical platform (this 
is attractive because one can build or market a single device for a 
variety of customers or a variety of niches, e.g., the operating room, 
critical care medicine, and nursing homes). But such generic devices 
are likely to possess multiple modes and potentially complex interac- 
tions between modes. Automation is another aspect of technology 
change that can lead to mode-related cognitive demands. When the 
mode of the system also can change in response to situation or system 
factors independent of practitioner input, the human practitioners 
face new demands for tracking system mode changes over time—mode 
awareness. As a result, we see new forms of breakdown: surprises 
created by indirect mode changes and errors of omission as well as 
commission in managing multiple modes. 

The bottom line is that, as technological change proceeds, mode- 
related problems are becoming more and more commonplace (e.g., 
Lewis and Norman, 1986; Cook, Potter, Woods, and McDonald, 1991; 
Moll van Charante et al., 1993; Sarter and Woods, in press). Further- 
more, we are already beginning to see incident and accident reports 
where mode-related problems are important contributing factors (e.g., 
Strasbourg: Monnier, 1992; or Bangalore: Lenorovitz, 1990). 

Let us explore some of the reactions to one of these incidents (the 
Strasbourg aircraft crash) to see more about the dynamic that links 
technology change to error. As we described earlier., the accident in- 
vestigation reports indicate a mode error in pilot interaction with cockpit 
automation seems to have been an important factor. The crew appar- 
ently entered a number thinking that the automation was in an angle 
of descent mode when it was actually in a rate of descent mode; their 
entry, 33, was interpreted as an instruction to fly at a rate of descent of 
3300 feet/minute rather than the intended 3.3 degrees angle of de- 
scent. The crew's inability to detect the mode error within the time 
available, less than a minute, also played a role in the accident as well 
as a variety of other contributing factors (Monnier, 1992). 
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Following the accident several people in the aviation industry 
noted a variety of previous incidents in which similar mode errors 
had occurred: 

Firstly, British Airways had had an incident early in its A320 op- 
eration when the aircraft had inadvertently been flown on Rate of 
Descent when the pilots thought they were flying Flight Path 
Angle. This resulted in a ground proximity warning and subse- 
quent go-around. ... It then came to light that another operator 
had two similar incidents on record .. . (Seaman, 1992, p. 3).29 

This captures the latent failure chain illustrated in Figure 9 (p. 125). 
The proliferation of modes and the opaque indications of the state and 
the behavior of the automation (Norman, 1990b; Sarter and Woods, in 
press) creates or exacerbates cognitive demands. Sometimes, 
given demanding and busy task contexts, a breakdown occurs—a mode 
error. This triggers a need for error detection and recovery. However, 
the automated system provides only weak feedback about the mode 
configuration, given the cognitive context, and provides little or no 
indication of the consequences of this mode configuration for the ac- 
tual flight context. In other words, there is weak feedback and low 
observability in the interaction between the crew and their automated 
partners. Given that this erroneous action occurs, other contributors 
are necessary for the incident to evolve further along the path to disas- 
ter. The incidents on record reveal other cases where events proceeded 
far enough to be picked up by the formal incident-reporting mecha- 
nisms in this industry. 

However, note that in the aftermath of the accident it is easy to focus 
on the particular manifestation of the mode-related problems. The ex- 
ternal appearance of the error (phenotype) was a confusion of rate of 
descent and flight path angle modes. In one sense this is totally appro- 
priate—one specific path for mode errors with safety consequences to 
occur in this setting is confusing these particular modes (given the cur- 
rent form of interaction and feedback between crew and automation). 
But in another sense this response is incomplete. Remember, incident- 

!'Remarks by Captain C. Seaman, Head of Safety. British Airways 
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reporting systems had picked up several precursor incidents. If one can 
only interpret incidents in terms of phenotypes, then it is very difficult 
to see incidents as precursors of larger troubles, should other factors go 
wrong at the same time. Seeing these incidents as an indicator of the 
general question of mode-related problems in crew-automation inter- 
action could spur a deeper examination of the potential for these kinds 
of problems throughout the human-machine system. 

There is another reason why it is important to see the deeper 
error-related categories, or genotypes, indicated by specific data or 
incidents. The inherent variability of real systems and environments 
means that the particular incidents that have been observed may not be 
direct indicators of a particular vulnerability, but rather indicators of a 
type of problem that can contribute to incident evolution towards di- 
saster. Wagenaar and Reason (1990) discuss this type/token problem at 
greater length. 

The latent failure map depicted in the Impact Flow diagram (Figure 
9, p. 125) points out that operational systems are adaptive. Practition- 
ers attempt to adapt their behavior and to shape the artifacts they inter- 
act with to meet their responsibilities and goals. 

I subsequently learnt that our own Training Captains had 
developed some ad hoc specific preventative training to 
avoid just this sort of event, even though there was a marked 
reluctance on the part of the BA A320 pilots, that I met, to ac- 
knowledge that there might be a shortcoming in ergonomic de- 
sign (Seaman, 1992, p. 3). 

People in operational systems have some perception of the hazards 
that affect their ability to meet their responsibilities and goals, such as 
clumsily designed technology. Based on these incomplete perceptions, 
people attempt to adapt through the means available to them. In this 
case, people in the training department developed some specific things 
that they thought might address the specific problem. 

But there is danger if one only sees the specific external form of the 
error (the phenotype of the erroneous action). 



Impact of the Clumsy Use of Computer Technology 163 

In other words, we arc using the adaptability of the human being 
to make up for a shortfall in the system, a shortfall which sits 
there as a trap ready to catch a poor unsuspecting soul who may 
one day find it as part of an accident chain (Seaman, 1992, p. 4). 

Thus, it is easy to fall back on individual people as causal units, rather 
than examine the larger system in which they arc embedded. The inci- 
dents, accidents, and data from .studies point to larger dynamics in pilot 
interaction with current cockpit automation, such as mode-related prob- 
lems, that have ". . . much more to do with our failure, as an industry, 
to appreciate, recognize, and correct some of the traps that we were 
laying for flight crews to fall into" (Seaman, 1992, p. 4). 

The next few sections explore further the issues about how practition- 
ers adapt to accommodate new technology, and about why it seems 
so hard to appreciate the significance of Haws in human-computer 
cooperation. 

Tailoring Tasks and Systems 

Practitioners Adapt to Accommodate New Technology 

In developing new information technology and automation, the 
conventional view seems to be that new technology makes for better 
ways of doing the same task activities. We often act as if domain prac- 
titioners were passive recipients of the "operator aids" that the tech- 
nologist provides/or them. However, this view overlooks the fact that 
the introduction of new technology represents a change from one way 
of doing things to another. 

The design of new technology is always an intervention into 
an ongoing world of activity. It alters what is already going 
on—the everyday practices and concerns of a community of 
people—and leads to a resettling into new practices... (Florcs 
etal., 1988, p. 154). 

Practitioners are not passive in this process of accommodation 
to change. Rather, they are an active adaptive element in the person- 
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machine ensemble, usually the critical adaptive portion (e.g., Hutchins, 
1990). Multiple studies have shown that practitioners adapt informa- 
tion technology provided for them to the immediate tasks at hand in 
a locally pragmatic way, usually in ways not anticipated by the design- 
ers of the information technology (Roth ct al., 1987; Flores el al., 1988; 
Cook et al., 1990; Cook, Woods, McColligan, and Howie, 1991; 
Hutchins, 1990). Tools arc shaped by their users. Or, to state the point 
more completely, artifacts are shaped into tools through skilled use in 
a field of activity. This process, in which an artifact is shaped by its 
use, is a fundamental characteristic of the relationship between design 
and use. 

There is always ... a substantial gap between the design or con- 
cept of a machine, a building, an organisational plan or whatever, 
and their operation in practice, and people are usually well able 
to effect this translation. Without these routine informal capaci- 
ties most organisations would cease to function (Hughes, Randall, 
and Shapiro, 1991, p. 319). 

Studies have revealed several types of practitioner adaptation to the 
impact of new information technology, that Cook, Woods, McColligan, 
and Howie (1991) termed system tailoring and task tailoring. In sys- 
tem tailoring, practitioners adapt the device and context of activity to 
preserve existing strategies used to carry out tasks (e.g., adaptation fo- 
cuses on the setup of the device, device configuration, how the device 
is situated in the larger context). In task tailoring, practitioners adapt 
their strategies, especially cognitive processing strategies, for carrying 
out tasks to accommodate constraints imposed by new technology. 

System tailoring types of adaptations tend to focus on shaping the 
device itself to fit the strategies of practitioners and the demands of the 
field of activity. For example, in one study (Cook et al., 1990; Cook, 
Woods, McColligan, and Howie, 1991), practitioners set up the new 
device in a particular way to minimize their need to interact with the 
new technology during high criticality/tcmpo periods. This occurred 
despite the fact that the practitioners' configurations neutralized many 
of the putative advantages of the new system (the flexibility to perform 
greater numbers and kinds of data manipulation). Note that system tai- 
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loring frequently results in only a small portion of the "in principle" 
device functionality actually being used operationally. 

Task tailoring types of adaptations tend to focus on how practition- 
ers adjust their activities and strategies given constraints imposed by 
characteristics of the device. For example, serial display of data and 
the proliferation of windows create new data management tasks: (a) 
how to find related data through a narrow keyhole into a large virtual 
data space; (b) when and how to dcclutter the display as different views 
and windows accumulate. Practitioners may tailor the device itself, for 
example, trying to re-make it into a spatially dedicated, parallel-form 
display. But they may still need to tailor their activities. For example, 
they may need to learn when to schedule the new decluttering task 
(e.g., devising external reminders) to avoid being caught in a high criti- 
cality situation where their first need is to reconfigure the display so 
that they can "see" what is going on in the monitored process. 

Task and system tailoring represent coping strategies for dealing with 
clumsy aspects of new technology. We have observed a variety of in- 
ter-related coping strategics employed by practitioners to tailor the sys- 
tem or their tasks (Roth ct al„ 1987; Cook ct al., 1990; Cook, Woods, 
McColligan, and Howie, 1991; Sartcr and Woods, 1991). One class of 
coping behaviors relates to workload management to prevent bottle- 
necks from occurring at high-tempo periods. For example, we have 
observed practitioners force device interaction to occur in low-workload 
periods to minimize the need for interaction at high-workload or high- 
criticality periods. We have observed practitioners abandon coopera- 
tive strategies and switch to single-agent strategies when the demands 
for communication with the machine agent are high, as often occurs 
during high-criticality and high-tempo operations. 

Another class of coping strategics relates to spatial organization. We 
have consistently observed that users constrain "soft," serial forms of 
interaction and display into a spatially dedicated default organization. 

Another consistent observation is that, rather than exploit device flex- 
ibility, we sec practitioners externally constrain devices via ad hoc stan- 
dards. Individuals and groups develop and stick with stereotypical routes 
or methods to avoid getting lost in large networks of displays, complex 
menu structures, or complex sets of alternative methods. For example, 
Figure 15 (p. 167) shows about 50% of the menu space for a computer- 
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ized patient-monitoring information system used in operating rooms 
(Cook et al., 1990). We sampled physician interaction with the system 
for the first three months of its use during cardiac surgery. The high- 
lighted sections of the menu space indicate the options that were actu- 
ally used hy physicians during this time period. This kind of data is 
typical—to cope with complexity, users throw away functionality to 
achieve simplicity of use tailored to their perceptions of their needs. 

Studies of practitioner adaptation to clumsy technology consistently 
observe users invent "escapes"—ways to abandon high-complexity 
modes of operation and to retreat to simpler modes of operation when 
workload gets too high (Roth, et al., 1987; Cook ct al., 1990; Cook, 
Woods, McColligan and Howie, 1991; Moll van Charante et al., 1993; 
Sarter and Woods, 1994). 

Finally, observations indicate that practitioners sometimes learn ways 
to "trick" automation, e.g., to silence nuisance alarms. Practitioners 
appear to do this in an attempt to exercise control over the technology 
(rather than let the technology control them) and to get the technology 
to function as a resource or tool for their ends (e.g., Roth et al., 1987). 

Note these forms of tailoring arc as much a group as an individual 
dynamic. Understanding how practitioners adaplivcly respond to the 
introduction of new technology and understanding the limits of their 
adaptations are critical for understanding how new automation creates 
the potential for new forms of error and system breakdown. 

Brittle Tailoring as a Latent Failure 

Practitioners (commercial pilots, anesthesiologists, nuclear power 
operators, operators in space control centers, etc.) are responsible, not 
just for device operation but aiso for the larger system and performance 
goals of the overall system. Practitioners tailor their activities to insu- 
late the larger system from device deficiencies and peculiarities of the 
technology. This occurs, in part, because practitioners inevitably are 
held accountable for failure to correctly operate equipment, diagnose 
faults, or respond to anomalies even if the device setup, operation, and 
performance are ill-suited to the demands of the environment. 

However, there are limits to a practitioner's range of adaptability, 
and there are costs associated with practitioners' coping strategies, es- 
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pecially in non-routine situations when a variety of complicating fac- 
tors occur (Woods, 1990a). These costs or limits represent a kind of 
latent failure in complex, high-consequence systems (Reason, 1990) 
whose effects are visible only when other events and circumstances 
combine with the latent failure to produce critical incidents. Thus, new 
burdens introduced by clumsy use of technology can create new path- 
ways to disaster. Ironically, these types of incidents typically are la- 
beled "human errors," while the human skills required to cope with the 
effects of these complexities are unappreciated except by the belea- 
guered practitioner. Paradoxically, practitioners' adaptive, coping re- 
sponses often help to hide the corrosive effects of clumsy technology 
from designers. 

Note the paradox: because practitioners are responsible, they work 
to smoothly accommodate new technology. As a result, practitioners' 
work to tailor the technology can make it appear smooth, hiding the 
clumsiness from designers. 

We need to understand more about how practitioners adapt tools to 
their needs and to the constraints of their field of activity. These adap- 
tations may be inadequate or successful, misguided or inventive, brittle 
or robust. When failures occur, understanding how those failures came 
about means understanding how the community of practitioners has 
tailored the artifacts and their strategics relative to the constraints of 
that field of activity. Research on computer-based artifacts should in- 
clude investigations to understand the mutual shaping that goes on be- 
tween practitioners and technological artifacts. 

Why is it Hard to Find and to Appreciate the 
Significance of the Clumsy Use of Technology? 

If flaws in the interaction of people and computer-based devices are 
so obvious in hindsight, why is it so hard to recognize them prior to the 
harsh glare of poor outcomes? If many of these Haws in computer- 
based devices are classic in that we sec them repeated over and over 
again in different specific contexts and across different fields of activ- 
ity, why then is it so easy to treat them as small local glitches rather 
than recognize them as a general type of design error? 
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Sources of Misattribution 

The contribution of clumsy technology to incidents is easily missed 
because of a variety of factors. One is the belief that operability is the 
responsibility of operational personnel and not the responsibility of 
designers. Because operators are responsible, they tailor the artifacts 
and their activities to try to make the system work. But their tailoring 
obscures the role of clumsy design. An outsider can easily focus on the 
contrast—operators usually make the system work; so failures can be 
attributed to the operators involved in a specific incident. However, a 
deeper understanding of the operational system uncovers the interact- 
ing constraints acting on it and uncovers how the operational system 
has adapted over time to try to meet the challenges and goals of the 
field of practice given the resources and constraints. Understanding the 
dynamics of the operational system (Figure I, p. 21) and how it has 
adapted as a system to balance demands with resources and constraints 
usually reveals that a variety of systemic factors contribute to an inci- 
dent, not simply "human error." 

The complexity of individual incidents in particular fields of prac- 
tice makes it easy to see them as idiosyncratic or unusual events and 
makes it easy to miss deeper contributors or larger trends. Even when 
design factors are raised, it is easy to rationalize why flaws in com- 
puter-based systems from an operability point of view are small or un- 
important contributors. For example, the HCI flaws can be rational- 
ized as the "learning curve" for any new device. However, this misses 
the process by which operational systems adapt around clumsy com- 
puter-based systems. In addition, poor HCI is so common in many fields 
of practice that it becomes simply part of the job for practitioners to 
work around the clumsiness of these artifacts. For example. Cook, 
Woods, and McDonald (1991) examined all of the incidents that oc- 
curred over six months in one medical service. They found that when 
incidents involved clumsy computer-based systems, factors related to 
human-computer interaction rarely were part of the institutional review. 
Instead, in cases involving clumsy technology, the focus was on the 
individuals involved and the need for them to adopt strategies to work 
around the clumsiness of these systems. 
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Myths About Cognitive Systems 

Why is it so difficult to move beyond the person at the sharp end as a 
"cause" to an incident? In part, this difficulty is due to some myths 
about how human cognition functions in context that can be grouped 
under the heading of equi-availability myths. 

Equi-Availability Myth 1: If data is physically available, then its sig- 
nificance should be appreciated in all contexts. 

This misses the fact that focusing in on the critical subset of relevant 
data, out of a very large field of available data, is a substantive cogni- 
tive activity in dynamic multi-task fields of activity (Woods, 1986; 
Woods, 1992; Woods, in press-a). In critical incidents it is usually the 
case that all of the data relevant in hindsight was physically available 
to the people at the sharp end, but the people did not find and interpret 
the right data at the right time. In addition, this myth is a part of a 
general trend by some people to see "attention" as a motivational or 
effort factor (e.g., the people involved in an incident didn't "try hard 
enough"). The term "vigilance" has been used in this sense in the anes- 
thesiology community for example (Cook, Woods, and McDonald, 
1991), in contrast to the technical sense of the term as a cognitive pro- 
cess and skill (Gopher, 1991). 

Equi-Availability Myth 2: If people demonstrate knowledge in some 
context, then that knowledge should be available in all contexts. 

Actually, the activation of knowledge-in-context is a fundamental 
cognitive process—human memory is a context-cued retrieval system 
(see the discussion of knowledge factors in Chapter 4). Education 
research has focused extensively on the problem of inert knowledge— 
knowledge that can be demonstrated in one context (e.g., test 
exercises) is not activated in other contexts where it is relevant 
(e.g., ill-structured problems). Inert knowledge consists of isolated facts 
that are disconnected from how the knowledge can be used to accom- 
plish some purpose. This research emphasizes the need to 
"conditionalize" knowledge to its use in different contexts as a funda- 
mental teaching strategy. 

These two myths make it hard to see latent failures in human-ma- 
chine system design. They are based on ignorance about the structure, 
function, and dynamics of cognitive systems. They fail to take into 
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account how knowledge is activated in different contexts, how the fo- 
cus of attention shifts when there are multiple channels and tasks to he 
juggled by practitioners, and how tradeoffs between different goals or 
possible outcomes are set when practitioners are faced with irreducible 
uncertainty and time pressure. These are the processes in distributed 
cognitive systems that govern the expression of expertise and of error. 

Designer Error? 

Finally, we should consider what the label of "designer error" means. 
It is easy to see the theme of this chapter as "designer error," rather than 
"operator error," is sometimes responsible for incidents. Or similarly, 
work on error and failure that implicates the importance of organiza- 
tional factors (e.g., Reason, 1990) can easily be misinterpreted as sim- 
ply substituting management error for operator error in many 
cases. Managers and designers and maintainers are human, as well. 
Operations is as much a distributed multi-agent system as manage- 
ment or design; management and design are just as much human 
activities as operations. 

Labeling an incident as management or designer error risks the same 
traps as the indiscriminate use of the label operator error. They are all a 
form of assuming that the label "human error" is the end of an investi- 
gation rather than the beginning. Design failures, when recognized as 
such, can be governed by knowledge factors, attentional dynamics, stra- 
tegic factors, demand-resource mismatches, and organizational con- 
straints. The same factors govern the expression of error and expertise 
for designers and managers as well as for those embedded at the sharp 
end of systems. 
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6 

THE COMPLEXITY OF ERROR 

We have covered many different aspects of research on human error 
and the evolution of system failures up to this point. The results indi- 
cate that the story of human error is markedly complex (Rasmussen et 
al., 1987; Reason, 1990; Hollnagel, 1993). The story of error is com- 
plex because there are multiple contributors to an incident or disaster, 
each necessary but only jointly sufficient. Furthermore, the story of 
error is complex because: 

• some of the contributors are latent, lying in wait for other trigger- 
ing or potentiating factors, 

• the human performance in question involves a distributed system 
of interacting people at the sharp end and organizational elements 
at the blunt end, 

• the same factors govern the expression of both expertise and 
error, 

• the context in which incidents evolve plays a major role in human 
performance at the sharp end, 

• people at the blunt end create dilemmas and shape tradeoffs among 
competing goals for those at the sharp end, and 

• the way technology is deployed shapes human performance, 
creating the potential for new forms of error and failure. 

In this chapter, we will explore another factor that contributes to the 
complexity of error: the hindsight bias, which demonstrates that the 
attribution of error after-the-fact is a process of social and psychologi- 
cal judgment rather than an objective conclusion. We will explore the 
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consequences of the hindsight bias for error analysis and conclude with 
some pointers about how to go behind the label "human error." 

Evaluating Human Performance 

Attributing System Failures to Practitioners 

System failures, near failures, and critical incidents are the usual trig- 
gers for investigations of human performance. When critical incidents 
do occur, human error is often seen as a cause of the poor outcome. In 
fact, large complex systems can be readily identified by the percentage 
of critical incidents that are considered to have been caused by human 
error; the rate for these systems is typically about 75%. The repeated 
finding of about three-quarters of incidents arising from human error 
has built confidence in the notion that there is a human error problem 
in these domains. Indeed, the belief that fallible humans are respon- 
sible for large system failures has led many system designers to use 
more and more technology to try to eliminate the human operator from 
the system or to reduce the operator's possible actions so as to forestall 
these incidents. 

Attributing system failure to the human operators nearest temporally 
and spatially to the outcome ultimately depends on the judgment by 
someone that the processes in which the operator engaged were faulty 
and that these faulty processes led to the bad outcome. Deciding which 
of the many factors surrounding an incident are important and what 
level or grain of analysis to apply to those factors is the product of 
human processes (social and psychological processes) of causal attri- 
bution. What we identify as the cause of an incident depends on with 
whom we communicate, on the assumed contrast cases or causal back- 
ground for that exchange, arid on the purposes of the inquiry. 

For at least four reasons it is not surprising that human operators 
are blamed for bad outcomes. First, operators are available to blame. 
Large and intrinsically dangerous systems have a few, well identified 
humans at the sharp end. Those humans are closely identified with 
the system function so that it is unlikely that a bad outcome will occur 
without having them present. Moreover, these individuals are charged, 
often formally and institutionally, with ensuring the safe operation 
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as well as the efficient functioning of the system. For any large system 
failure there will be a human in close temporal and physical relation- 
ship to the outcome (e.g., a ship captain, pilot, air traffic controller, 
physician, nurse). 

The second reason that human error is often the verdict after acci- 
dents is that it is so difficult to trace backward through the causal chain 
of multiple contributors that are involved in system failure 
(Rasmussen,1986). It is particularly difficult to construct a sequence 
that goes past the people working at the sharp end of the system. To 
construct such a sequence requires the ability to reconstruct, in detail, 
the cognitive processing of practitioners during the events that pre- 
ceded the bad outcome. The environment of the large system makes 
these sorts of reconstructions extremely difficult. Indeed, a major area 
of research is development of tools to help investigators trace the cog- 
nitive processing of operators as they deal with normal situations, with 
situations at the edges of normality, and with system faults and fail- 
ures. The incidents described in Chapter 4 are unusual in that substan- 
tial detail about what happened, what the participants saw, and practi- 
tioner actions was available to researchers. In general, most traces of 
causality will begin with the outcome and work backwards in time un- 
til they encounter a human whose actions seem to be, in hindsight, 
inappropriate or sub-optimal. Because so little is known about how 
human operators process the multiple conflicting demands of large, 
complex systems, incident analyses rarely demonstrate the ways in 
which the actions of the operator made sense at the time. 

The third reason that human error is often the verdict is paradoxical: 
human error is attributed to be the cause of large system accidents be- 
cause human performance in these complex systems is so good. Fail- 
ures of these systems are, by almost any measure, rare and unusual 
events. Most of the system operations go smoothly; incidents that oc- 
cur do not usually lead to bad outcomes. These systems have come to 
be regarded as safe by design rather than by control. Those closely 
studying human operations in these complex systems are usually im- 
pressed by the fact that the opportunity for large-scale system failures 
is present all the time and that expert human performance is able to 
prevent these failures. As the performance of human operators im- 
proves and failure rates fall, there is a tendency to regard system per- 
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formance as a marked improvement in some underlying quality of the 
system itself, rather than the honing of skills and expertise within the 
distributed operational system to fine edge. The studies of aircraft car- 
rier flight operations by Rochlin et al., (1987) point out that the quali- 
ties of human operators are crucial to maintaining system performance 
goals and that, by most measures, failures should be occurring much 
more often than they do. As consumers of the products from large com- 
plex systems such as health care, transportation, and defense, society is 
lulled by success into the belief that these systems are intrinsically low- 
risk and that the expected failure rate should be zero. Only catastrophic 
failures receive public attention and scrutiny. The remainder of the sys- 
tem operation is generally regarded as unflawed because of the low 
overt failure rate, even though there are many incidents that could be- 
come overt failures. Thorough accident analyses indicate that prior to 
an accident one can often find precursor incidents in which a similar 
set of circumstances or conditions arose, although the incident did not 
proceed as far along the accident chain. 

This ability to trace backward with the advantage of hindsight is the 
fourth major reason that human error is so often the verdict after acci- 
dents. Studies have consistently shown that people have a tendency to 
judge the quality of a process by its outcome; information about out- 
come biases their evaluation of the process that was followed. Also, 
people have a tendency to consistently exaggerate what could have 
been anticipated in foresight (Fischhoff, 1975). Typically, hindsight bias 
in evaluations makes it seem that participants failed to account for in- 
formation or conditions that should have been obvious• or behaved 
in ways that were inconsistent with the (now known to be) significant 
information. Thus, knowledge of a poor outcome biases the reviewer 
toward attributing failures to system operators. But to decide what would 
be obvious to practitioners in the unfolding problem requires investi- 
gating many factors about the evolving incident, the operational sys- 
tem and its organizational context such as the background of normal 
occurrences, routine practices, knowledge factors, attentional demands, 
strategic dilemmas, and other factors. 

'"When someone claims that something should have been obvious, hindsight bias is vir- 
tually always present. 
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The psychological and social processes involved in judging whether 
or not a human error occurred are critically dependent on knowledge of 
the outcome, something that is impossible before the fact. Indeed, it is 
clear from the studies of large system failures that hindsight bias is the 
greatest obstacle to evaluating the performance of humans in complex 
systems. 

The Biasing Effect of Outcome Knowledge 

Outcome knowledge influences our assessments and judgments of 
past events. These hindsight or outcome biases have strong implica- 
tions for how we study and evaluate accidents, incidents, and human 
performance. 

As mentioned in Chapter 2, whenever one discusses human 
error, one should distinguish between outcome failures and defects 
in the problem-solving process. Outcome failures are defined in terms 

of a categorical shift in consequences on some performance dimen- 
sion. Generally, these consequences are directly observable. Out- 
come failures necessarily are defined in terms of the language of the 
domain, e.g., for anesthesiology sequelae such as neurological deficit, 
reintubation, myocardial infarction within 48 hours, or unplanned 
ICU admission. Military aviation examples of outcome failures 
include an unfulfilled mission goal, a failure to prevent or mitigate the 
consequences of some system failure on the aircraft, or a failure to 
survive the mission. An outcome failure provides the impetus for an 
accident investigation. 

Process defects, on the other hand, are departures from some stan- 
dard about how problems should be solved. Generally, the process de- 
fect, if uncorrected, would lead to, or increase the risk of, some type of 
outcome failure. Process defects can be defined in domain terms. For 
example in anesthesiology, some process defects may include insuffi- 
cient intravenous access, insufficient monitoring, regional versus gen- 
eral anesthetic, and decisions about canceling a case. They may also be 
defined psychologically in terms of deficiencies in some cognitive or 
information processing function: for example, activation of knowledge 
in context, mode errors, situation awareness, diagnostic search, and 
goal tradeoffs. 
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People have a tendency to judge a process by its outcome. In the 
typical study, two groups are asked to evaluate human performance in 
cases with the same descriptive facts but with the outcomes randomly 
assigned to be either bad or neutral. Those with knowledge of a poor 
outcome judge the same decision or action more severely. This is re- 
ferred to as the outcome bias (Baron and Hershey, 1988) and has been 
demonstrated with practitioners in different domains. For example, 
Caplan, Posner, and Cheney (1991) found an inverse relationship be- 
tween the severity of outcome and anesthesiologists' judgments of the 
appropriateness of care. The judges consistently rated the care in cases 
with bad outcomes as substandard while viewing the same behaviors 
with neutral outcomes as being up to standard even though the care 
(i.e., the preceding human acts) was identical. Similarly, Lipshitz (1989) 
found the outcome bias when middle-rank officers evaluated the deci- 
sions made by a hypothetical officer. Lipshitz points out that judgment 
by outcomes is a fact of life for decision makers in politics and organi- 
zations. In other words, the label "error" tends to be associated 
with negative outcomes. 

It may seem reasonable to assume that a bad outcome stemmed from 
a bad decision, but information about the outcome is actually irrelevant 
to the judgment of the quality of the process that led to that outcome 
(Baron and Hershey, 1988). The people in the problem do not intend to 
produce a bad outcome (Rasmussen et al., 1987). Practitioners at the 
sharp end are responsible for action when the outcome is in doubt and 
consequences associated with poor outcomes are highly negative. If 
they, like their evaluators, possessed the knowledge that their process 
would lead to a bad outcome, then they would use this information to 
modify how they handled the problem. Ultimately, the distinction be- 
tween the evaluation of a decision process and evaluation of an out- 
come is important to maintain because good decision processes can 
lead to bad outcomes and good outcomes may still occur despite poor 
decisions. 

Other research has shown that once people have knowledge of an 
outcome, they tend to view the outcome as having been more probable 
than other possible outcomes. Moreover, people tend to be largely un- 
aware of the modifying effect of outcome information on what they 
believe they could have known in foresight. These two tendencies col- 
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lectively have been termed the hindsight bias. Fischhoff (1975) origi- 
nally demonstrated the hindsight bias in a set of experiments that 
compared foresight and hindsight judgments concerning the 
likelihood of particular socio-historical events. Basically, the bias 
has been demonstrated in the following way: participants are told 
about some event, and some are provided with outcome information. 
At least two different outcomes are used in order to control for one 
particular outcome being a priori more likely. Participants are then 
asked to estimate the probabilities associated with the several possible 
outcomes. Participants given the outcome information are told to 
ignore it in coming up with their estimates, i.e., to respond as if they 
had not known the actual outcome, or in some cases are told to 
respond as they think others without outcome knowledge would re- 
spond. Those participants with the outcome knowledge judge the out- 
comes they had knowledge about as more likely than the participants 
without the outcome knowledge. 

The hindsight bias has proven to be robust; it has been demonstrated 
for different types of knowledge: episodes, world facts (e.g., Wood, 
1978; Fischhoff, 1977), and in some real-world settings. For example, 
several researchers have found that medical practitioners exhibited a 
hindsight bias when rating the likelihood of various diagnoses (cf., 
Fraser, Smith, and Smith, 1992). 

Experiments on the hindsight bias have shown that (a) people over- 
estimate what they would have known in foresight, (b) they also over- 
estimate what others knew in foresight (Fischhoff, 1975), and (c) they 
actually misremember what they themselves knew in foresight 
(Fischhoff and Beyth, 1975).11 

Fischhoff (1975) postulated that outcome knowledge is immediately 
assimilated with what is already known about the event. A process 
of retrospective sense-making may be at work in which the whole 
event, including outcome, is constructed into a coherent whole. This 
process could result in information that is consistent with the outcome 
being given more weight than information inconsistent with it. 

"This misremembering may be linked to (he work on reconstructive memory, in which a 
person's memories can be changed by subsequent information, e.g., leading questions 
may change eyewitnesses memories; see Loftus, E. (1979). Eyewitness testimony. Cam- 
bridge, MA: Harvard University Press. 
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It appears that when we receive outcome knowledge, we imme- 
diately make sense out of it by integrating it into what we already 
know about the subject. Having made this reinterpretation, 
the reported outcome now seems a more or less inevitable out- 
growth of the reinterpreted situation. Making sense out of what 
we are told about the past is, in turn, so natural that we may be 
unaware that outcome knowledge has had any effect on us.... In 
trying to reconstruct our foresightful state of mind, we will re- 
main anchored in our hindsightful perspective, leaving the re- 
ported outcome too likely looking (Fischhoff, 1982, p. 343). 

It may be that judges rewrite the story so that the information is caus- 
ally connected to the outcome. A study by Wasserman, Lempert, and 
Hastie (1991) supports this idea. They found that people exhibit more 
of a hindsight bias when they are given a causal explanation for the 
outcome than when the outcome provided is due to a chance event (but 
see Hasher, Attig, and Alba, 1981, for an alternative explanation; see 
Hawkins and Hastie, 1990, for a summary). 

Taken together, the outcome and hindsight biases have strong impli- 
cations for error analyses. 

• Decisions and actions having a negative outcome will be judged 
more harshly than if the same process had resulted in a neutral or 
positive outcome. We can expect this result even when judges are 
warned about the phenomenon and have been advised to guard 
against it (Fischoff, 1975, 1982). 

• Judges32 will tend to believe that people involved in some 
incident knew more about their situation than they actually 
did. Judges will tend to think that people should have seen 
how their actions would lead up to the outcome failure. Typical 
questions a person exhibiting the hindsight bias might 
ask are these: "Why didn't they see what was going to happen? 
It was so obvious!" Or, "How could they have done X? It was 
clear it would lead to K!" 

Hence it is easy for observers after-the-fact to miss or underemphasize 
the role of cognitive, design, and organizational factors in incident evo- 
lution. For example, a mode error was probably an important contribu- 
,!We use this term to mean any person who judges some action or decision. 
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tor to the Strasbourg crash of an Airbus A-320. As we have seen, this 
error form is a human-machine system breakdown that is tied to design 
problems. Yet people rationalize that mode error does not imply the 
need for design modifications: 

While you can incorporate all the human engineering you want 
in an aircraft, it's not going to work if the human does not 
want to read what is presented to him, and verify that he hasn't 
made an error.11 

Similarly, in the aftermath of the AT&T's Thomas Street outage, it is 
easy to focus on individuals at the sharp end and ignore the larger 
organizational factors. 

Its terrible ah the incident in New York was (pause) all avoidable. 
The alarms were were ah ah disarmed; no one paid attention to 
the alarms that weren't disarmed; that doesn't have anything to 
do with technology, that doesn't have anything to do with com- 
petition, it has to do with common sense and attention to detail.M 

In this case, as in others, hindsight biases the judgment of the com- 
mentator. A detailed examination of the events leading up to the Tho- 
mas Street outage shows how the alarm issue is, in part, a red herring 
and clearly implicates failures in the organization and management of 
the facility (see FCC, 1991). 

In effect, judges will tend to simplify the problem-solving situation 
that was actually faced by the practitioner. The dilemmas facing the 
practitioner in situ, the uncertainties, the tradeoffs, the attentional de- 
mands, and the double binds, all may be under-emphasized when an 
incident is viewed in hindsight. A consideration of practitioners' re- 
sources and the contextual and task demands that impinge on them is 
crucial for understanding the process involved in the incident and for 
uncovering process defects. 

"Remarks by Y. Benoist, Director of Flight Safety, Airbus Industrie, 1992; quoted in 
Lenorovitz( 1992b). 
"Remarks by Richard Liebhaber of MCI commenting on AT&T's Thomas Street outage 
that occurred on September 17, 1991; from the MacNeil-Lehrer Report, PBS. 
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In summary, these biases play a role in how practitioners' actions 
and decisions are judged after-the-fact. The biases illustrate that attrib- 
uting human error or other causes (e.g., software error) for outcomes is 
a psychological and social process of judgment. These biases can lead 
us to summarize the complex interplay of multiple contributors with 
simple labels such as lack of attention or willful disregard. These bi- 
ases can make us miss the underlying factors which could be changed 
to improve the system for the future, e.g., lack of knowledge or double 
binds induced by competing goals. Furthermore, the biases illustrate 
that the situation of an evaluator after-the-fact who does not face 
uncertainty and risk, and who possesses knowledge of outcome, is 
fundamentally different from that of a practitioner in an evolving 
problem. 

So whenever you hear someone say (or feel yourself tempted to 
say) something like: Why didn't they see what was going to happen? 
It was so obvious! or, How could they have done X? It was clear it 
would lead to Y] Remember that error is the starting point of an inves- 
tigation; remember that the error investigator builds a model of how 
the participants behaved in a locally rational way given the knowledge, 
attentional demands, and strategic factors at work in that particular field 
of activity. This is the case regardless of whether one is attributing 
error to operators, designers, or managers. In other words, it is the re- 
sponsibility of the error investigator to explore how it could have been 
hard to see what was going to happen or hard to project the conse- 
quences of an action. This does not mean that some assessments or 
actions are not clearly erroneous. But adoption of the local rationality 
perspective is important to finding out how and why the erroneous ac- 
tion could have occurred. A local rationality analysis is essential to go 
beyond the usual window dressing of blame and train, a little more 
technology will be enough, or only follow the rules recommendations 
in order to develop effective countermeasures. 

Some research has addressed ways to debias judges. Simply telling 
people to ignore outcome information is not effective (Fischhoff, 1975). 
In addition, telling people about the hindsight bias and to be on guard for 
it does not seem to be effective (Fischhoff, 1977; Wood, 1978). Strongly 
discrediting the outcome information can be effective (Hawkins and Hastie, 
1990), although this may be impractical for conducting accident analyses. 
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The method that seems to have had the most success is for judges to 
consider alternatives to the actual outcome. For example, the hind- 
sight bias may be reduced by asking subjects to explain how each of 
the possible outcomes might have occurred (Hoch and Lowenstein, 
1989). Another relatively successful variant of this method is to ask 
people to list reasons both for and against each of the possible out- 
comes (von Winterfeldt and Edwards, 1986; Fraseretal, 1992).M This 
is an example of the general ptoblem-solving strategy of considering 
alternatives to avoid premature closure. 

This work has implications for debiasing judges in accident analysis. 
But first we need to ask the basic question: What standard of compari- 
son should we use to judge processes (decisions and actions) rather 
than outcomes? 

Standards for Assessing Processes Rather Than Outcomes 

We have tried to make clear that one of the recurring problems in study- 
ing error is a confusion over whether the label is being used to indicate 
that an outcome failure occurred or that the process used is somehow 
deficient. The previous section showed that outcome knowledge biases 
judgments about the processes that led to that outcome. But it seems com- 
mon sense that some processes are better than others for maximizing the 
chances of achieving good outcomes regardless of the presence of irre- 
ducible uncertainties and risks. And it seems self-evident that some pro- 
cesses are deficient with respect to achieving good outcomes, e.g., rel- 
evant evidence may not be considered, meaningful options may not be 
entertained, contingencies may not have been thought through. But how 
do we evaluate processes without employing outcome information? How 
do we know that a contingency should have been thought through except 
through experience? This is especially difficult given the infinite variety 
of the real world, and the fact that all systems are resource-constrained. 
Not all possible evidence, all possible hypotheses, or all possible contin- 
gencies can be entertained by limited resource systems. So the question 
is: What standards can be used to determine when a process is deficient? 

'This technique is in the vein of a Devil's Advocate approach, which may be a promis- 
ing approach to guard against a variety of breakdowns in cognitive systems (see Schwenk 
and Cosier. 1980). 



184 Behind Human Error 

There is a loose coupling between process and outcome; not all pro- 
cess defects are associated with bad outcomes, and good process can- 
not guarantee success given irreducible uncertainties, time pressure, 
and limited resources. But poor outcomes are relatively easy to spot 
and to aggregate in terms of the goals of that field of activity (e.g., lives 
lost, radiation exposure, hull losses, reduced throughput, costs, lost hours 
due to injuries). Reducing bad outcomes generally is seen as the ulti- 
mate criterion for assessing the effectiveness of changes to a complex 
system. However, the latent failure model of disasters suggests that 
measuring the reliability of a complex, highly coupled system in terms 
of outcomes has serious limitations. One has to wait for bad outcomes 
(thus one has to experience the consequences). Bad outcomes may be 
rare (which is fortunate, but it also means that epidemiological ap- 
proaches will be inappropriate). It is easy to focus on the unique and 
local aspects of each bad outcome obscuring larger trends or risks. Bad 
outcomes involve very many features, factors, and facets.Which were 
critical? Which should be changed? 

If we try to measure the processes that lead to outcomes, we need to 
define some standard about how to achieve or how to maximize the 
chances for successful outcomes given the risks, uncertainties, tradeoffs, 
and resource limitations present in that field of activity. The rate of 
process defects may be much more frequent than the incidence of overt 
system failures. This is so because the redundant nature of complex 
systems protects against many defects. It is also because the systems 
employ human operators whose function is, in part, to detect such pro- 
cess flaws and adjust for them before they produce bad outcomes 
(Incident #2 in Chapter 4 is an example of this). 

Process defects can be specified locally in terms of the specific field 
of activity (e.g., these two switches are confusable). But they also can 
be abstracted relative to models of error and system breakdown (this 
erroneous action or system failure is an instance of a larger pattern or 
syndrom-mode error, latent failures, etc.). This allows one to use indi- 
vidual cases of erroneous actions or system breakdown, not as mere 
anecdotes or case studies, but rather as individual observations that can 
be compared, contrasted, and combined to look for, explore, or test 
larger concepts. It also allows for transfer from one specific setting to 
another to escape the overwhelming particularncss of cases. 
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Standards for Evaluating Good Process 

But specifying a process as defective in some way requires an act of 
judgment about the likelihood of particular processes leading to suc- 
cessful outcomes given different features of the field of activity. What 
dimensions of performance should guide the evaluation, e.g., efficiency 
or robustness; safety or throughput? This loose coupling between pro- 
cess and outcome leaves us with a continuing nagging problem. De- 
fining human error as a form of process defect implies that there exists 
some criterion or standard against which the activities of the agents in 
the system have been measured and deemed inadequate. However, what 
standard should be used to mark a process as deficient? 

We do not think that there can be a single and simple answer to this 
question. Given this, we must be very clear about what standards are 
being used to define error in particular studies or incidents; otherwise, 
we greatly retard our ability to engage in a constructive and empiri- 
cally grounded debate about error. All claims about when an action or 
assessment is erroneous in a process sense should he accompanied 
with an explicit statement of the standard used for defining departures 
from good process. 

One kind of standard about how problems should be handled is 
a normative model of task performance. This method requires detailed 
knowledge about precisely how problems should be solved, i.e., nearly 
complete and exhaustive knowledge of the way in which the system 
works. Such knowledge is, in practice, rare. At best, some few compo- 
nents of the larger system can be characterized in this exhaustive 
way. As a result, normative models rarely exist for complex fields 
of activity where bad outcomes have large consequences. There are 
great questions surrounding how to transfer normative models 
developed for much simpler situations to these more complex fields 
of activity (Klein et al., 1993). For example, laboratory-based norma- 
tive models may ignore the role of lime or may assume resource unlim- 
ited cognitive processing. 

Another standard is the comparison of actual behavior to standard 
operating procedures (e.g., standards of care, policies, and procedures). 
These practices are mostly compilations of rules and procedures that 
are acceptable behaviors for a variety of situations. They include vari- 
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ous protocols (e.g., the Advanced Cardiac Life Support protocol for 
cardiac arrest), policies (e.g., it is the policy of the hospital to have 
informed consent from all patients prior to beginning an anesthetic), 
and procedures (e.g., the chief resident calls the attending anesthesi- 
ologist to the room before beginning the anesthetic, but after all neces- 
sary preparations have been made). 

Using standard procedures as a criterion may be of limited value 
either because they are codified in ways that ignore the real nature of 
the domain36 or because the coding is underspecified and therefore too 
vague to use for evaluation. For example, one senior anesthesiologist 
replied, when asked about the policy of the institution regarding the 
care for emergent Caesarean-sections, "Our policy is to do the right 
thing." This seemingly curious phrase in fact sums up the problem 
confronting those at the sharp end of large, complex systems. It recog- 
nizes that it is impossible to comprehensively list all possible situa- 
tions and appropriate responses because the world is too complex and 
fluid. Thus the person in the situation is required to account for the 
many factors that are unique to that situation. What sounds like a non- 
sense phrase is, in fact, an expression of the limitations that apply to all 
structures of rules, regulations, and policies (cf. e.g., Suchman, 1987; 
Rothetal., 1987). 

One part of this is that standard procedures underspecify many of the 
activities and the concomitant knowledge and cognitive factors required 
to go from a formal statement of a plan to a series of temporally struc- 
tured activities in the physical world (e.g., Roth et al., 1987; Suchman, 
1987). As Suchman puts it, plans are resources for action, an abstrac- 
tion or representation of physical activity. Procedures cannot, for both 
theoretical and practical reasons, completely specify all activity. 

In general, procedural rules are underspecified and too vague to be 
used for evaluation if one cannot determine the adequacy of perfor- 

"1t is not unusual, for example, (o have a large body of rules and procedures that are not 
followed because to do so would make the syslem intolerably inefficient. The work to 
rule method used by unions to produce an unacceptable slowdown of operations is an 
example of the way in which reference to standards is unrealistic. In this technique, the 
workers perform their tasks to an exact standard of the existing rules, and the system 
performance is so degraded by the extra steps required to conform to all the rules that it 
becomes non-functional (e.g., see Hirschhorn, 1993). 
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mance before the fact. Thus, procedural rules such as the anesthetic 
shall not begin until the patient has been properly prepared for surgery, 
or stop all unnecessary pumps are undcrspceified.17 The practitioner 
on the scene must use contextual information to define when this pa- 
tient is properly prepared or what pumps are unnecessary at this stage 
of a particular nuclear power plant incident. Ultimately, it is the role of 
the human at the sharp end to resolve incompleteness, apparent contra- 
dictions, and conflicts in order to satisfy the goals of the system. 

A second reason for the gap between formal descriptions of work 
and the actual work practices is that the formal descriptions underesti- 
mate the dilemmas, interactions between constraints, goal conflicts, 
and tradeoffs present in the actual workplace (e.g.. Cook, Woods, and 
McDonald, 1991; Hirschhorn, 1993). In these cases, following the rules 
may, in fact, require complex judgments as illustrated in the section on 
double binds (Chapter 4). Using standard procedures as a criterion for 
error may hide the larger dilemma created by organizational factors 
while providing the administrative hierarchy the opportunity to assign 
blame to operators after accidents (e.g., sec Lauber, 1993 and the 
report on the aircraft accident at Drydcn, Ontario; Moshansky, 1992). 

Third, formal descriptions tend to focus on only one agent or one 
role within the distributed cognitive system. The operators' tasks in a 
nuclear power plant are described in terms of the assessments and 
actions prescribed in the written procedures for handling emergencies. 
But this focuses attention only on how the board operators (those 
who manipulate the controls) act during textbook incidents. Woods has 
shown through several converging studies of actual and simulated 
operator decision making in emergencies (hat the operational system 
for handling emergencies involves many decisions, dilemmas, and 
other cognitive tasks that are not explicitly represented in the proce- 
dures (sec Woods et al., 1987, for a summary). Emergency operations 
involve many people in different roles in different facilities beyond the 
control room. For example, operators confront decisions about whether 
the formal plans are indeed relevant to the actual situation they arc 
facing, and decisions about bringing additional knowledge sources to 
bear on a problem. 

"These rules are laken from actual procedures used in aneslhesiology and nuclear power 
emergencies respectively. 
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All these factors are wonderfully illustrated by almost any cognitive 
analysis of a real incident that goes beyond textbook cases. One of 
these is captured by a study of one type of incident in nuclear power 
plants (see Roth et al., 1992 ). In this case, in hindsight, there is a pro- 
cedure that identifies the kind of problem and specifies the responses 
to this particular class of faults. However, handling the incident is actu- 
ally quite difficult. First, as the situation unfolds in time, the symptoms 
are similar to another kind of problem with its associated procedures 
(i.e., the incident has a garden path quality; there is a plausible but 
erroneous initial assessment; see Chapter 4 for more on garden path 
problems). The relationship between what is seen, the practitioner's 
expectations, and other possible trajectories is critical to understanding 
the cognitive demands, tasks, and activities in that situation. Second, 
the timing of events and the dynamic inter-relationships among vari- 
ous processes contain key information for assessing the situation. This 
temporally contingent data is not well represented within a static plan, 
even if its significance is recognized by the procedure writers. Ulti- 
mately, to handle this incident, the operators must step outside of the 
closed world defined by the procedure system. 

Standard practices and operating procedures may also miss the fact 
that for realistically complex problems there is often no one best method. 
Rather, there is an envelope containing multiple paths, each of which 
can lead to a satisfactory outcome (Rouse et al., 1984; Woods et al., 
1987). Consider the example of an incident scenario used in a simula- 
tion study of cognition on the fiightdcck in commercial aviation (Sarter 
and Woods, 1994; note that the simulated scenario was based, in part, 
on an actual incident). To pose a diagnostic problem with certain char- 
acteristics (e.g., the need to integrate diverse data, the need to recall 
and re-interpret past data in light of new developments, etc.), the inves- 
tigators set up a series of events that would lead to the loss of one 
engine and two hydraulic systems (a combination that requires the crew 
to land the aircraft as soon as possible). A fuel tank is underfuelled al 
the departure airport, but the crew does not realize this, as the fuel 
gauge for that tank has been declared inoperative by maintenance. In 
any aircraft, there are standards for fuel management, i.e., how to feed 
fuel from the different fuel tanks to the engines. The investigators ex- 
pected the crews to follow the standard procedures, which in this con- 
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text would lead to the engine loss, the loss of one of the hydraulic 
systems, and the associated cognitive demands. And this is indeed what 
happened except for one crew. This one flight engineer, upon learning 
that one of his fuel tank gauges would be inoperative throughout the 
flight, decided to use a non-standard fuel management configuration to 
ensure that, just in case of any other troubles, he would not lose an 
engine or risk a hydraulic overheat. In other words, he anticipated some 
of the potential interactions between the lost indication and other kinds 
of problems that could arise and then shifted from the standard fuel 
management practices. Through this non-standard behavior, he pre- 
vented all of the later problems that the investigators had set up for the 
crews in the study. 

Did this crew member commit an error? If one's criterion is depar- 
ture from standard practices, then his behavior was erroneous. If one 
focuses on the loss of indication, the pilot's adaptation anticipated 
troubles that might occur and that might be more difficult to recognize 
given the missing indication. By this criterion, it is a successful adapta- 
tion. But what if the pilot had mishandled the non-standard fuel man- 
agement approach (a possibility since it would be less practiced, less 
familiar)? What if he had not thought through all of the side effects of 
the non-standard approach, did the change make him more vulnerable 
to other kinds of troubles? 

Consider another case, this one an actual aviation incident from 1991 
(we condensed the following from an unpublished incident report to 
reduce aviation jargon and to shorten and simplify the sequence of 
events): 

Climbout was normal, following a night heavy weight departure 
under poor weather conditions, until approximately 24,000 ft when 
numerous caution/warning messages began to appear on the cockpit's 
electronic caution and warning system (CRT-based information 
displays and alarms about the aircrafts mechanical, electric, and en- 
gine systems). The first of these warning messages was OVHT ENG 
1 NAC, closely followed by BLEED DUCT LEAK L, ENG 1 OIL 
PRESSURE, FLAPS PRIMARY, FMC L, STARTER CUTOUT 1, 
and others. Additionally, the #1 engine generator tripped off the line 
(generating various messages), and the #1 engine amber REV indi- 
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cation appeared (indicating a #1 engine reverse). In general, the 
messages indicated a deteriorating mechanical condition of the air- 
craft. At approximately 26,000 ft, the Captain initiated an emergency 
descent and turnback to the departing airport. The crew, supported 
by two augmented crew pilots (i.e., a total of four pilots), began to 
perform numerous (over 20) emergency checklists (related to the 
various warnings messages, the need to dump fuel, the need to fol- 
low alternate descent procedures, and many others). In fact, the air- 
craft had experienced a serious pylon/wing fire. Significantly, there 
was no indication of fire in the cockpit information systems, and the 
crew did not realize that the aircraft was on fire until informed of 
this by ATC during the landing roll out. The crew received and had 
to sort out 54 warning messages on the electronic displays, repeated 
stick shaker activation, and abnormal speed reference data on the 
primary flight display. Many of these indications were conflicting, 
leading the crew to suspect number one engine problems when that 
engine was actually functioning normally. Superior airmanship and 
timely use of all available resources enabled this crew to land the 
aircraft and safely evacuate all passengers and crew from the burn- 
ing aircraft. 

The crew successfully handled the incident; the aircraft landed safely 
and passengers were evacuated successfully. Therefore, one might say 
that no errors occurred. On the other hand, the crew did not correctly 
assess the source of the problems, they did not realize that there was a 
fire until after touchdown, and they suspected number one engine prob- 
lems when that engine was actually functioning normally. Should these 
be counted as erroneous assessments? Recall, though, that the display 
and warning systems presented an "electronic system nightmare" 
as the crew had to try to sort out an avalanche of low level and conflict- 
ing indications in a very high-workload and highly critical situation.18 

"The incident occurred on a flight with two extra pilots aboard (the nominal crew is 
two). They had to manage many tasks in order to make an emergency descent in very 
poor weather and with an aircraft in deteriorating mechanical condition. Note the large 
number of procedures which had to be coordinated and executed correctly. How the 
extra crew contributed to the outcome or how well a standard sized crew would have 
handled the incident would be an interesting question to pursue using the neutral ob- 
server criteria (see the next section). 
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The above incidents help to exemplify several points. Assessing good 
or bad process is extremely complex; there are no simple answers or 
criteria. Standard practices and procedures provide very limited weak 
criteria for defining errors as bad process. What can one do then? It 
would be easy to point to other examples of cases where commentators 
would generally agree that the cognitive process involved was defi- 
cient on some score. One implication is to try to develop other methods 
for studying cognitive processes that provide better insights about why 
systems fail and how they may be changed to produce higher reliability 
human-machine systems (Rochlin et al., 1987; Reason, 1990). 

Neutral Observer Criteria 

The practitioners at the sharp end are embedded in an evolving con- 
text. They experience the consequences of their actions directly or in- 
directly. They must act under irreducible uncertainty and the ever-present 
possibility that in hindsight their responses may turn out wrong. As one 
critical care physician put it when explaining his field of medicine: 

We're the ones who have to do something. It is their job to interpret 
situations that cannot be completely specified in detail ahead of time. 
Indeed, it is part of practitioners' tacit job description to negotiate the 
tradeoffs of the moment. 

It is easy when blessed with the luxury of hindsight to lose the per- 
spective of someone embedded within an evolving situation and expe- 
riencing the full set of interacting constraints that they must act under. 
But this is the perspective that we must capture if we are to understand 
how an incident evolved toward disaster. One technique for understand- 
ing the situated practitioner represents a third approach to develop a 
standard of comparison. One could use an empirical approach, one that 
asks what would other similar practitioners have thought or done in 
this situation? De Keyser and Woods (1990) called this kind of empiri- 
cally based comparison the neutral observer criterion. To develop a 
neutral observer criterion, one collects data to compare practitioner 
behavior during the incident in question to the behavior of similar prac- 
titioners at various points in the evolving incident and in similar or 
contrasting cases. In practice, the comparison is usually accomplished 
by using the judgment of similar practitioners about how they would 
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behave under similar circumstances. Neutral observers make judgments 
or interpretations about the state of the world, relevant possible future 
event sequences, and relevant courses of action. The question is whether 
the path taken by the actual problem-solver is one that is plausible to 
the neutral observers. One key is to avoid contamination by the hind- 
sight bias; knowledge about the later outcome may alter the neutral 
observer's judgment about the propriety of earlier responses. One func- 
tion of neutral observers is to help define the envelope of appropriate 
responses given the information available to the practitioner at each 
point in the incident. Another function is to capture the real dilemmas, 
goal conflicts, and tradeoffs present in the actual workplace. In other 
words, the purpose is to capture the ways that formal policies and pro- 
cedures underspecify the demands of the field of practice. 

An example occurred in regard to the Strasbourg aircraft 
crash (Monnier, 1992). Mode error in pilot interaction with cockpit 
automation seems to have been a contributor to this accident. Follow- 
ing the accident several people in the aviation industry noted a variety 
of precursor incidents for the crash where similar mode errors 
had occurred, although the incidents did not evolve as far toward 
negative consequences. This data provides us with information 
about what other similar practitioners have done, or would have done, 
when embedded in the context of commercial air transport. It indicates 
that a systemic vulnerability existed based on the design, rather than a 
simple case of human error. 

Our research, and that of others, is based on the development of neu- 
tral observer criteria for actions in complex systems. This method in- 
volves comparing actions that were taken by individuals to those of 
other similar practitioners placed in the same or contrasting situation. 
Note that this is a strong criterion for comparison and it requires that 
the evaluators possess or gather the same sort of expertise and experi- 
ence as was employed during the incident. It does not rely on compar- 
ing practitioner behaviors with theory, rules, or policies. It is particu- 
larly effective for situations where the real demands of the system are 
poorly understood and where the pace of system activity level is fast 
(i.e., in large, complex systems). 
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Error Analysis as Causal Judgment 

Error and accident analysis is one case where lay people, scientists, 
engineers, managers, or regulators make causal judgments or attribu- 
tions. Causal attribution is a psychological and social judgment pro- 
cess that involves isolating one factor from among many contributing 
factors as a cause for the event to be explained. Strictly speaking, there 
are almost always several neecssary and sufficient conditions for 
an event. But people distinguish among these necessary and sufficient 
conditions focusing on some as causes and relegating others to a back- 
ground status as enabling conditions. In part, what is perceived as cause 
or enabling condition will depend on the context or causal background 
adopted (see Hart and Honorc, 1959; also see Cheng and Novick, 1992). 
Consider a classic example used to illustrate this point. Oxygen is typi- 
cally considered an enabling condition in an accident involving fire, as 
in the case of a dropped cigarette. However, people would generally 
consider oxygen as a cause if a (Ire broke out in a laboratory where 
oxygen was deliberately excluded as part of an experiment. 

Current models of causal attribution processes hold that people at- 
tempt to explain the difference between the event in question and some 
contrasting case (or set of cases). Rather than explaining an event per 
se, one explains why the event occurs in the target case and not in some 
counterfactual contrast case (Hilton, I990).w The critical point is that 
there are degrees of freedom in how an event, such as an accident, is 
explained, and the explanation chosen depends, in part, on the con- 
trasting case or cases adopted. Thus, in a neutral observer approach, 
the investigator tries to obtain data on different kinds of contrast cases, 
each of which may throw into relief different aspects of the dynamics 
of the incident in question. 

"Some relevant factors for establishing a causal background or contrast case are the 
dimensions originally proposed by Kelley (1973): consensus, distinctiveness, and con- 
sistency. Consensus refers to the agreement between the responses of other people and 
the response of a particular person regarding a particular stimulus on a particular occa- 
sion; distinctiveness refers to the disagreement between the particular person's responses 
to some particular stimulus and other stimuli on the particular occasion; and consistency 
refers to the agreement between the way a particular person responds to a particular 
stimulus on different occasions (sec Cheng and Novick. 1992) 
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Interactional or contrast case models of causal attribution help us to 
understand the diversity of approaches and attitudes toward human error 
and disasters. If someone asks another person why a particular incident 
occurred and if the shared background between these people is that causes 
of accidents are generally major equipment failures, environmental stresses, 
or misoperation, then it becomes sensible to respond that the incident was 
due to human error. If one asks why did a particular incident occur, when 
the shared background concerns identifying who is financially respon- 
sible (e.g., a legal perspective), then it becomes sensible to expect an an- 
swer that specifies the person or organization that erred. If questioner and 
respondent only appear to have a shared background (because both use 
the words human error) when they, in fact, have different frames of refer- 
ence for the question, then it is not surprising to find confusion. 

In some sense, one could see the research of the 1980s on error as fram- 
ing a different background for the question: Why did this incident occur? 
The causal background for the researchers involved in this intensive and 
cross-disciplinary examination of error and disaster was: How do we de- 
velop higher reliability human-machine systems? This causal background 
helped to point these researchers toward system-level factors in the man- 
agement and design of the complex processes. In addition, when this ques- 
tion is posed by social and behavioral scientists, they (not so surprisingly) 
find socio-technical contributors, as opposed to reliability engineers who 
pointed to a different set of factors (Hollnagel, 1993). The benefit of the 
socio-technical background as a frame of reference for causal attribution 
is that it heightens our ability to go beyond the attribution of human error 
in analysis of risk and in measures to enhance safety.40 

The background for a neutral observer approach to analyzing cogni- 
tive process and error comes from the local rationality assumption, i.e., 
people do reasonable things, given their knowledge, objectives, point 
of view, and limited resources. However, an accident is by definition 
unintentional; people do not intend to act in ways that produce nega- 
tive consequences (excepting sabotage). Error analysis traces the prob- 
lem-solving process to identify points at which limited knowledge and 

4"lt seems lo us that psychological processes of causal attribution apply as well to re- 
searchers on human error as they do to non-behavioral scientists. One could imagine a 
corollary to William James' Psychologists Fallacy in which psychologists suppose that 
they are immune from the psychological processes that they study. 
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processing lead to breakdowns. Process-tracing methods arc used to 
map out how the incident unfolded over time, what the available cues 
were, which cues were actually noticed by participants, and how they 
were interpreted. Process tracing attempts to understand why the 
particular decisions/actions were taken, i.e., how did it make sense to 
the practitioners embedded in the situation (Woods, 1993a). 

The relativistic notion of causal attribution suggests that we 
should seek out and rely on a broad set of contrast cases in explaining 
the sequence of events that led to an outcome. We explain why the practition- 
ers did what they did by suggesting how that behavior could have been 
locally rational. Todo this we need to understand behavior in the case in ques- 
tion relative to a variety of different contrast cases-what other practitioners 
would have done in the situation or in similar situations. 

Error as Information 

One of the themes reverberating throughout this book is that 
human error represents a symptom rather than a cause. In this 
view error is, in part, a form of information about the functioning of 
the system in which those people are embedded (Rasmusscn, 1986). We can 
use the information role to go behind the label "human error" and learn about 
how to improve human-machine, socio-technical systems. Lanir (1986) has 
developed a framework that captures how organizations can react to disaster. 

A Fundamental Surprise 

On March 28, 1979, the U.S. nuclear industry and technologists 
were rocked by the Three Mile Island accident (TMI). The consterna- 
tion that resulted was due to more than the fact that it was the worst 
nuclear accident up to that time or the radiological consequences per se. 
Rather, the accident is a case of what Lanir (1986) terms fundamental 
surprise.41 A fundamental surprise, in contrast to a silualional surprise, is a 
sudden revelation of the incompatibility between one's self-perception and 
his environmental reality. Examples include the launch of Sputnik for the 
U.S., and the Yom Kippur war for Israel. 

"Perhaps the best w;iy ID grasp l.anir's concept of fundamental surprise is through an 
apocryphal story about Noah Webster, the well-known lexicographer (from I.anir. 19X6). 
Lanir tells the story and then explains the concept this way: (amimuetl im /». IW>) 
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One day, he arrived home unexpectedly to find his wife in the arms of his servant. 
"You surprised me," said his wife. 'And you have astonished me," responded Webster. 
Webster's precise choice of words captured an important difference between his situa- 
tion and that of his wife. 

One difference between surprise and astonishment is the different level of intensity 
associated with the two: astonishment is more powerful and extensive than surprise. Indeed, Mr. 
Webster's situation possesses an element of shock. His image of himself and his relations with 
his wife were suddenly and blatantly proven false. This was not the case for Mrs. Webster who, 
although surprised by the incident, still could maintain her image of herself, her environment, 
her husband, and the relations between them. Indeed, even if Mrs. Webster had taken all the 
steps she viewed as necessary to prevent the incident, she had to assume that there was some 
possibility of her unfaithfulness eventually being revealed. For Mrs. Webster, the failure was due 
to an external factor. Although she was uncertain about the external environment she was not 
uncertain about herself. 

In contrast. Mr. Webster's astonishment revealed unrecognized uncertainty extending far 
beyond his wife, his servant, or other external factors. For him, comprehending the event's 

significance required a holistic re-examination of his self-perceptions in relation to his environ- 
ment. Although this surprise offered Mr. Webster a unique opportunity for self awareness, it 
came at the price of refuting his deepest beliefs. 

A second distinction between surprise and astonishment lies in one's ability to define 
in advance the issues for which one must be alert. Surprises relate to specific events, 
locations, and time frames. Their demarcations are clear. Therefore, it is possible, in principle, 
to design early warning systems to prevent them. In contrast, events providing 
astonishment affect broad scopes and poorly demonstrated issues. Mr. Webster's shocking 
incident revealed only the "tip of an iceberg." 

Another distinction concerns the value of information. Mrs. Webster lacked one item 
of information which, had she had it in advance, would have allowed preventing her 
surprise: the information that her husband would return early that day. No single piece 
of information could have prevented Mr. Webster's astonishment. In most cases, the 
ciiucal incident is preceded by precursors from which an outside observer could have deduced 
the stale of the couple's relations. Sucn observers should be less prone to the tendency to inter- 
pret information in ways that suit one's own world view, belittling or even ignoring the diagnos- 
tic value of information that contradicts it. 

A fourth distinction between fundamental surprise and astonishment is in the ability to learn 
from the event. For Mrs. Webster, the learning process is simple and direct. Her early warning 
mechanisms were ineffective. If given a second chance, she might install a mechanism to reduce 
the possibility of being caught in a similar situational surprise. 

Mr. Webster might attempt an explanation that would enable him to comprehend it without 
having to undergo the painful process of acknowledging and alerting a Hawed world view. For 
example, he might blame the servant for "attacking his innocent wife." If it were established that 
the servant was not primarily at fault, he might explain the incident as an insignificant, momen- 
tary lapse o . his wife's behalf. In more general terms, we may say that Mr. Webster's tendency 
to seek external, incidental reasons reflects the human tendency to behave as though astonish- 
ment is merely a surprise and, thus, avoid recognition of the need to experience painful "self 
learning. I .anir refers to Mrs. Webster s type of sudden discovery as a "situational surprise" and 
Mr. Webster's sudden revelation of the incompatibility of his self-perception with this environ- 
mental reality as a "fundamental surprise." 
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The TMI accident was more than an unexpected progression of faults; 
it was more than a situation planned for hut handled inadequately; it 

was more than a situation whose plan had proved inadequate. The TMI 
accident constituted a fundamental surprise in that it revealed a hasic 
incompatibility between the nuclear power industry's view of itself and reality. 
Prior to TMI, the industry could and did think of nuclear power as a purely 
technical system where all problems were in the form of some engineering 
technical area or areas, and the solutions to these problems lay in those engi- 
neering disciplines. TMI graphically revealed the inadequacy of that world 
view because the failures were in the socio-tcchnical system and not due to 
pure technical factors (a single equipment or mechanical flaw) or to a purely 
human failure (gross incompetence or deliberate failures). 

Prior to TMI, the pre-planning for emergencies consisted of consider- 
ing large equipment failures; however, it did not consider a compounding 
series of small failures interacting with inappropriate human assessments 
of the situation and therefore erroneous actions. Prior to TMI, risk analy- 
sis also focused on large machine failures, not on the concatenation of 
several small failures, both machine and human. The kind of interaction 
between human and technical factors that actually occurred was incon- 
ceivable to the nuclear industry as a whole prior to TMI. 

The post-TMI nuclear industry struggled to cope with, and adjust to, 
the revelations of TMI. The process of adjustment involved the phases 
associated with fundamental surprise described by Lanir. First, the sur- 
prise event itself occurs. Second, reaction spills over the boundaries of the 
event itself to include issues that have little to do with the triggering cvent- 
crises. Third, these crises provide the opportunity for fundamental learn- 
ing which, in turn, produces practical changes in the world in question. 
Finally, the changes are absorbed and a new equilibrium is reached. 

The immediate investigations of the TMI accident focused 
heavily on the mutual interaction between technical systems and 
people. The proposed changes that resulted from these investigations 
addressed the basic character of the joint human-machine system. 
These included providing new kinds of representations of the state of 
the plant, restructuring the guidance for board operators on how to 

handle abnormal conditions, and restructuring the organization of 
people in various facilities and their roles in handling different problems 
created by accidents. 
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However, in the process of carrying through on these and other les- 
sons learned, the U.S. nuclear industry shifted direction and treated the 
accident as if it was nothing more than a situational surprise. They 
began to focus on localized and purely technological solutions, what 
could be termed the fundamental surprise error, after Lanir's analysis 
(cf., Reason, 1990).42 This occurred despite the fact that the revelations 
of TMI continued to re-occur in other major incidents in the U.S. nuclear 
industry (e.g., the Davis-Bessc nuclear power plant incident, see US 
NRC, 1985) as well as in other risky technological worlds. While the 
post-TMI changes clearly have improved aspects of the socio-techni- 
cal system through such things as new sensors, new analyses of pos- 
sible accident conditions, new guidance on how to respond to certain 
accident conditions, and changes in emergency notification procedures, 
the basic socio-technical system for operating plants and responding to 
failures has not changed (Moray and Hucy, 1988). 

As this case illustrates, incidents and accidents are opportunities for 
learning and change. But learning from the fundamental surprise may 
be partial and ineffective. The fundamental surprise often is denied by 
those involved. They interpret or redefine the incident in terms of local 
and specific factors as if it were only a situational surprise. The nar- 
rower interpretation can lead lo denial of any need to change or to attri- 
bution of the cause to local factors with well bounded responses-the 
fundamental surprise error. 

The label human error is a good example of a narrow interpretation 
that avoids confronting the challenges raised by the fundamental sur- 
prise. The fundamental surprise associated with the failures of large 
complex systems is that one must look for reliability in the larger sys- 
tem of interacting people and machines (cf., recall the examples of 
human-machine system failures re-intcrprctcd as simply human error 
cited earlier in this chapter). If the source of the incident is human 
error, then only local responses arc needed which do not change the 
larger organization or system. Curing human error in this local sense 
only requires sanctions against the individuals involved, injunctions to 
J?ln general, the fundamental surprise error is re-interpreting a fundamental surprise as 
merely a situational surprise which then requires no response or only a limited response. 
For the context of complex system failures, research results indicate that a specific ver- 
sion of this error is re-interpreting a human-machine system breakdown as being due to 
purely human factors. 
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try harder or follow the procedures more carefully, or some remedial 
adjustments in the training programs. Even more comfortable for the 
technologist is the thought that human error indicates that the people in 
the system are an unreliable component. This leads to the idea that just 
a little more technology will be enough (Woods, 1991), that purely 
technological responses without consideration of human-machine sys- 
tems or larger organizational factors can produce high-reliability orga- 
nizations. As a result of these rationalizations, the opportunity to learn 
from the fundamental surprise is lost. 

As in the case of TMI, disasters in a variety of industries have been 
and continue to be unforeseen. As in the case of TMI, these accidents 
point to the interaction of people, technology, and the larger organiza- 
tion in which practitioners at the sharp end are embedded (Reason, 
1990). The Thomas St. network failure challenges the larger organiza- 
tion and management systems (FCC, 1991); the Strasbourg and Ban- 
galore crashes (Monnier, 1992; Lenorovitz, 1990) point to the human- 
machine cognitive system and the problems that can arise in coordina- 
tion between people and automatic systems with many interacting 
modes. Before the fact, the accidents are largely inconceivable to the 
engineering and technological communities. As a result, Wagenaar and 
Groeneweg (1987) and Lanir (1986) have termed these accidents as 
impossible, in the sense that the event is outside the closed world of a 
purely technical language of description. The challenge of fundamen- 
tal surprise is to acknowledge these impossible events when they occur 
and to use them as sources of information for expanding the language 
of description. For us, the challenge is to expand the language of de- 
scription to include systems of intertwined people and machines as in 
the cognitive system language used in Chapters 4 and 5. 

What is Human Error, Anyway? 

There are at least two different ways of interpreting human perfor- 
mance in complex systems. The conventional way views human per- 
formance as the source of errors that can be eliminated by restricting 
the range of human activity or eliminating the performer from the sys- 
tem. According to this view, human error is seen as a distinct category 
that can be counted and tabulated. 



200 Behind Human Error 

The second approach views human performance as the means for 
resolving the uncertainties, conflicts, and competing demands inherent 
in large, complex systems (Hollnagel, 1993). Regulatory bodies, ad- 
ministrative entities, economic policies, and technology development 
organizations can affect both the conflicts practitioners confront and 
the resources available to practitioners for resolving those conflicts. 
The analyses guided by this approach explicitly avoid the term "human 
error" because it obscures more than it reveals. 

The label "human error" is a judgment made in hindsight. After the 
outcome is clear, any attribution of error is a social and psychological 
judgment process, not a narrow, purely technical, or objective analysis. 
Different judges with different background knowledge of the events 
and context, or with different goals, will judge the performance of 
human practitioners differently. In a real sense, then, for scientists and 
investigators there is no such thing as human error (cf. Hollnagel, 1993). 
Human error does not comprise a distinct category of human perfor- 
mance. Recognizing the limits of the label "human error" can lead us 
in new more fruitful directions for improving the performance of 
complex systems. 

As the many incidents, sprinkled throughout this book suggest, hu- 
man performance is not simply either adequate or inadequate. Nor is it 
either faulty or fault-free. Rather, human performance is as complex 
and varied as the domain in which it is exercised. Credible evaluations 
of human performance must be able to account for all of the complex- 
ity that confronts the practitioner. This is precisely what most evalua- 
tions of human performance do not do; they simplify the situations and 
demands confronting practitioners until it is obvious that the practition- 
ers have erred. By stripping away the complexities and contradictions 
inherent in operating these large systems, the evaluators (a) eliminate 
the richness of detail that might help to show how the activities of the 
practitioners were locally rational and (b) fail to see the bottlenecks 
and dilemmas that challenge practitioner expertise and skill. 

So how should we view a failure in a large, complex system? If a 
bad outcome is seen as yet another incident involving one or more 
human errors by some practitioners (i.e., if we adopt the conventional 
view), what shall we do then? The options are few. We can try to train 
people to remediate the apparent deficiencies in their behavior. We can 
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try to remove the culprits from the scene or, at least, prevent these 
kinds of people from becoming practitioners. We can try to police 
practitioner activities more closely. 

However, many of the changes occurring in large complex systems, 
including those made in the name of reducing the human error prob- 
lem, may make these systems more brittle and increase the apparent 
contribution of human error (Cook and Woods, 1994). In response to 
incidents, organizations generate more rules, regulations, policies, and 
procedures that make it more likely that practitioners will be found to 
have erred by post incident analyses (i.e., erred in the sense of being 
discrepant with some aspect of standard policies). Emphasis on increas- 
ing efficiency generates more pressure on practitioners, exacerbating 
double binds. Increased use of technology can create new burdens and 
complexities for already beleaguered practitioners, and create new 
modes of failure. Even the burgeoning volume of data and knowledge 
in every field of practice plays a role: for example, increasing the like- 
lihood of inert knowledge problems (Feltovich et al., 1989). In the 
face of these pressures, a quality management system that steadfastly 
maintains that human error is the root cause of system failures can be 
relied on to generate a huge volume of error statistics. 

This book suggests quite a different approach. System failures can 
be viewed as a form of information about the system in which people 
are embedded. They do not point to a single independent (and human) 
component (a culprit) as the source of failure. Instead, system failures 
indicate the need for an analysis of the decisions and actions of indi- 
viduals and groups embedded in the larger system that provides re- 
sources and imposes constraints. To study human performance and sys- 
tem failure requires studying the function of the system in which prac- 
titioners are embedded. In general, failures tell us about situations where 
knowledge is not brought to bear effectively, where the attentional de- 
mands are extreme, or where the n-tuple bind is created. Knowledge 
of these systemic features allows us to see how human behavior is shaped 
and to examine alternatives for shaping it differently. 

In this view, the behavior that people, in hindsight, call human error 
is the end result of a large number of factors coming to bear at the sharp 
end of practice. Social and psychological processes of causal attribution 
lead us to label some practitioner actions as human error and to regard 
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other actions as acceptable performance. Hindsight bias leads us to see 
only those forks in the road that practitioners decided to take—we see 
"the view from one side of a fork in the road, looking back" (Lubar, 1993, 
p. 1168). This view is fundamentally flawed because it does not reflect 
the situation confronting the practitioners at the scene. The challenge we 
face as evaluators of human performance is to re-construct what the view 
was like or would have been like had we stood on the same road. 

The schema of knowledge factors, attentional dynamics, and strate- 
gic factors presented in Chapter 4 provides one means of categorizing 
the activities of teams of practitioners.43 The model of large system 
failure arising from the concatenation of the consequences of multiple 
small latent conditions provides an explanation for the mysteriously 
unique appearance of failures. The latent failure model also explains 
the limited success achieved by the pursuit of first causes. It also sug- 
gests that the role of human practitioners in large systems may be, in 
part, to uncouple elements of the system to minimize the propagation 
of consequences from latent failures resident in the system (Perrow, 
1984). The cognitive systems perspective integrates problem demands, 
cognitive factors at the sharp end, and the organizational factors which 
influence the tradeoffs and dilemmas faced by practitioners. The Im- 
pact Flow diagram (Figure 9, p. 125) shows how technology change, 
especially the clumsy use of technological possibilities, shapes the cog- 
nition and behavior of practitioners. The social and psychological pro- 
cesses of causal attribution provide a model for studying how people 
come to label some human assessments and actions human error. All of 
these concepts provide the means to go behind the label "human error." 

If You Think You Have a Human Error Problem, 
What Should You Do? 

How should one proceed if there is a perception of a human error 
problem to be investigated? Or more broadly, how should one proceed 
to develop high reliability organizations (Rochlin et al., 1987)? 

•"The team need not be entirely human; the same schema may be used for evaluating the 
performance of machine expert systems and the performance of teams of human and 
machine cognitive agents. 
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In many cases, the concerned parties are already investing effort 
to collect reports on the incidents that occur within the system in 
question (e.g., the Aviation Safety Reporting System at NASA; or see 
Boeing, 1993; Cooper ct al., 1984). There are many issues associated 
with how to collect incident data well (e.g., anonymity for the report- 
ers). But even when the collection mechanism is well tuned, tracking 
sets of accidents, by itself, will not be enough to help answer the im- 
portant questions about high-reliability human-machine systems. One 
problem is that it may detect risks too late, after the costs of the conse- 
quences of accidents have been incurred. After the fact, with benefit of 
hindsight, we often look back and find precursor incidents and signals 
that could have indicated a pre-existing vulnerability. We need concep- 
tual frameworks for seeing and appreciating the significance of such 
precursors. For example, the concept of mode error helps us under- 
stand a variety of specific erroneous actions and incidents on highly 
automated flightdecks such as the Strasbourg or Bangalore accidents 
(see Chapter 5). A second problem is that incident data bases typically 
are organized, indexed, and reported only in terms of the language of 
domain, which means they capture only the external expression or phc- 
notype of erroneous actions. Thus, it is easy to see the risks too nar- 
rowly. One can get lost in the variety and particularness of the inci- 
dents captured in this way and miss larger, deeper patterns that are 
precursors to accidents. 

If you perceive a human error problem, the first step is to recognize 
that the label in itself is no explanation and no guide to countermea- 
sures. When you hear or arc tempted to use the label human error, stop; 
whenever you are tempted to say, how could these practitioners (whether 
operators, designers, or managers) have been so blind or so ignorant or 
whatever, stop; remember erroneous actions arc the starting point for 
an investigation. 

But then, how should one proceed? Erroneous assessments and ac- 
tions are symptoms about underlying mismatches in the operational 
system in question. Investigate the background of the erroneous ac- 
tions to discover these mismatches. To do this, the investigation will 
need to look at more than just the error itself; the systems in which the 
practitioners are embedded need to be studied. Build a model of how 
the participants behaved in a locally rational way given the knowledge. 
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attentional demands, and strategic factors at work in that particular field 
of activity (see Chapter 4). This means one must understand the knowl- 
edge, attentional, and strategic demands that operate in this field of 
activity normally, at the margins of normality, and in different kinds of 
abnormal conditions. In other words, investigate the larger system in 
which the incident occurred, and do not focus exclusively on the par- 
ticular incident and participants. 

Explore how it could have been hard to see what was going to 
happen or hard to project the consequences of an action. Find ways 

to avoid taking the position of the omniscient observer, to avoid the 
hindsight bias. Try to understand what it is like to act in the field of 
activity, to confront uncertainty under time pressure and with 
limited resources. The demands of the situation may include many 
constraints such as uncertainty, time pressure, goal conflicts, and 
limited resources which are not usually considered in normative 
models of behavior (e.g., Woods, 1988; Klein et al., 1993). To 
accomplish this, one must skirt the dangers of the outcome or 
hindsight biases. Outcome knowledge biases our view of the events 
and processes leading up to that outcome. We weigh evidence differ- 
ently than the participants. We underemphasizc the role of resource 
and attentional constraints. We overestimate the knowledge available 
to the people in the situation. In general, judges with outcome knowl- 
edge will tend to simplify the problem-solving situation that was actu- 
ally faced by the practitioners. The uncertainties, the large data space, 
and the number of potential actions and diagnostic paths that were 
faced by the practitioners all may be underemphasized when a task or 
incident is viewed in hindsight with knowledge of outcome. 

Go beyond phenotypical or domain language descriptions and 
look for genotypical patterns in your incident data. Incidents, analyzed 
at a deeper level, can be used as a kind of data to reveal more than the 
risk inherent in some particular incident. Seen in this way, incidents 
can point to instances of larger trends or function as evidence for the 
role of different kinds of error genotypes. Do not become fixated on 
the risk inherent in that particular incident alone; look at the risk of 
latent failure types and other genotypical factors that pushes incident 
evolution farther down the path toward disaster (e.g., Woods, 1990a; 
Hollnagel, 1993). 
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Expertise and error are context bound. A great deal of information 
is lost if erroneous actions are counted and aggregated as if they 
were homogenous. The contextual information is critical in the search 
for deeper patterns. First, understand the context in which the behavior 
occurs, the particularncss and variety of contributing factors. Then 
escape from particularncss through using and modifying concepts 
about deeper patterns. The patterns are not context free, but cross-con- 
textual. Seeing the patterns requires looking and abstracting across par- 
ticular contexts. 

To find patterns in the stream of events and incidents, one needs 
conceptual looking glasses. Thus, study and apply knowledge of dif- 
ferent kinds of genotypical patterns that lead to erroneous actions and 
assessments. These concepts provide a mechanism for abstracting larger 
patterns from the flow of behavior. Using concepts to abstract from 
individual cases is critical if one is to recognize the latent vulnerabili- 
ties signaled by these accident precursors (Reason, 1990). 

Invest in expanding the research base about systematic patterns 
of breakdown in distributed cognitive systems. This means we need 
a kind of complementarity between local concerns (e.g.. How do I im- 
prove this particular system?) and a broader, longer-term view. Each 
particular setting also functions as a kind of laboratory for learning 
about the deeper patterns so that wc can make long-run progress as 
well (Woods, 1993a). 

Do not rely just on incident data. Tracking sets of incidents, by itself, 
will not be enough to help answer the important questions about high- 
reliability human-machine systems. Go out and look at the relevant 
operational system in other ways, for example, through audits for la- 
tent failures (Reason, 1990), through directed surveys, and through field 
studies, among other approaches. Looking at incidents too narrowly or 
at a superficial level makes it very easy to miss the role of latent fac- 
tors, especially the clumsy use of technology (for an example, see Moll 
von Charante et al., 1993). 

The topic of automation surprises provides a good example of meth- 
ods that can be orchestrated to seek out and understand latent factors. 
Based on a variety of concerns about the impact of new levels of auto- 
mation in commercial air transport, Wiener (1989) surveyed pilot opin- 
ion about the new generation of glass cockpits. His survey included 
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a tantalizing question and response. A fairly large number of respon- 
dents agreed with the statement: In the automation, there are still 
things that happen that surprise me. The fact that pilots reported 
being surprised by the behavior of the automated systems intrigued 
Sarter and Woods (1992): In what circumstances did these surprises 
occur? Were there patterns? What factors influenced this breakdown 
in awareness or coordination between the human crew and their 
automated partners? Sarter and Woods used several techniques 
(soliciting specific cases from pilots; observing pilots during their 
glass cockpit training) to build a corpus of automation surprises to help 
answer these questions. The results helped in the design of a field ex- 
periment to investigate patterns in pilot coordination with cockpit au- 
tomation (Sarter and Woods, 1994). Understanding the patterns under- 
lying automation surprises (e.g., indirect mode changes) led to new 
research directions, (e.g., mode awareness), new design directions (e.g., 
techniques to provide enhanced feedback about modes, mode transi- 
tions and displays of what may happen next; sec Chapter 5), and new 
training directions (e.g., exploratory training to enhance the flexible 
use of knowledge, Feltovich et al., 1993). 

One theme of this book has been that the clumsy use of computer 
technology is a kind of latent failure which can contribute to incidents 
and accidents (see Chapter 5 and Figure 9, p. 125). The effects of the 
clumsy use of technological possibilities can be seen without waiting 
for accidents to occur. First, we can look for cognition-shaping charac- 
teristics of computer-based devices. For example, one can examine a 
prototype computerized device and notice that there are a large number 
of windows that could be opened and manipulated on a single VDU. 
But if this capability is orchestrated clumsily, then the system will force 
serial access to highly related data and create new interface manage- 
ment burdens, for example, de-cluttering the VDU surface (Cook et 
al., 1990; Cook, Woods, McColligan, and Howie, 1991; Woods, in press- 
b). Negative consequences will be larger if these data management 
burdens tend to congregate at high-criticality, high-tempo periods of 
task performance. 

Second, we can measure the impact of the clumsy use of technology 
in terms of the impact on the cognitive activities of agents in the dis- 
tributed system. Properties of the computer-based technology may in- 
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crease demands on user memory, undermine attentional control skills 
(where to focus when), or impair the development of accurate mental 
models of the function of the device and the underlying processes. 

A third place to see the impact of clumsy use of technology, short of 
waiting for incidents, is to examine the behavior of the people embed- 
ded in an operational system. If memory demands are high, practition- 
ers are likely to develop their own aiding strategics (e.g., notes, exter- 
nal reminders) to compensate or to simplify how they use the techno- 
logical devices to reduce the need to remember so much. If there is a 
proliferation of displays, windows, and options, practitioners have been 
observed to tailor the device and their strategics to reduce the knowl- 
edge and attentional demands. For example, they may set up the device 
in ways to avoid interacting with it during high-tempo periods. 

However, the ability to adapt around the clumsiness and complexi- 
ties is limited; user tailoring may be ineffective or brittle if certain events 
or circumstances arise (see Chapter 5). Various erroneous actions may 
slip through practitioners' defenses and be revealed as mode errors or 
automation surprises. Poor feedback about the state of the computer- 
based systems may hinder their ability to detect and recover from fail- 
ures, erroneous actions or assessments. Examining the operational sys- 
tem for these kinds of effects of the clumsy use of technological possi- 
bilities can reveal latent problems before one or another becomes a 
contributing factor in a more serious incident. 

See incidents and investigations of your operational system as 
opportunities to learn-to engage in fundamental learning about your 
organization, to learn how it constrains or supports the people at the 
sharp end. Recognize and explore goal conflicts. Hiding or suppress- 
ing dilemmas and tradeoffs will exacerbate their potential for havoc. 
This point can be stated another way: beware of the fundamental sur- 
prise error in your response to an incident or an accident. (The funda- 
mental surprise error is to rc-intcrpret an event that challenges basic 
assumptions as if it were merely due to narrow local factors.) Incidents 
are, by definition, unpleasant surprises (Lanir, 1986). But, however un- 
pleasant, incidents arc opportunities to learn. Because they arc unpleas- 
ant, it is tempting to see surprises only in terms of specific, local, and 
well bounded channels. However, the result is only the usual recom- 
mendations of "blame and train."   "a little more technology will be 
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enough," "be more vigilant (try harder)," or "only follow the rules." 
The outcome and hindsight biases, in particular, undermine our ability 
to learn fundamentally from failure. Start with the assumption that 
incidents are evidence of a fundamental surprise. Then ask, How 
did events go beyond our model of where accidents come from? 
How are these events evidence of other failure modes/paths or 
other factors that we have not recognized or invested resources 
to address? Incidents are opportunities for the organization to learn 
about itself and its relationship to larger systems and stakeholders. 

A corollary to the fundamental surprise error is the fallacy of think- 
ing that "just a little more technology will be enough." Human error is 
not some deficiency or flaw or weakness that resides inside people. It 
cannot be treated by appealing to technology and trying to eliminate 
people as unreliable or unpredictable system elements. 
"Human error" is a symptom, a kind of information about the 
functioning of the system in which those people are embedded 
(Rasmussen, 1986). One must understand this system, which is funda- 
mentally a distributed multi-agent system, a human-machine system, a 
cognitive system, to know how to use technological powers skillfully 
as opposed to clumsily (see Chapter 4). 

Recognize that there are no absolute, single "causes" for accidents. 
There are many factors that contribute to incidents and disasters. 
Therefore, always keep a set in mind; do not focus on only a single 
factor in isolation (Chapter 3). Which of these many factors we focus 
on and the level or grain of analysis that we apply to those factors are 
the products of human processes (social and psychological processes) 
of causal attribution. What wc identify as causes depends on whom we 
are communicating to, on the assumed contrast cases or causal back- 
ground for that exchange, and on the purposes of the inquiry. Thus, the 
subset of contributors to an incident or disaster that are seen as causal 
will be different depending on the purposes of the investigation. If 
the investigation takes place for liability purposes, the concerns 
will be to decide who pays for damages or consequences, how to 
limit liability judgments, or how to deflect responsibility for damages 
to other parties. If it is done for funereal44 purposes, the concerns 
will be how do we put the losses, often very personal losses, behind us, 
reassert our faith and trust in using the implicated operational system, 
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and resume normal activities (e.g., after an aviation disaster, people 
still need to get back on an airplane and make use of air transport sys- 
tems). If it is done for political (power) purposes, incidents may be 
used as clubs or levers in struggles for control within or across organi- 
zations. But if the goal is improving the reliability of the distributed 
human-machine system, the concerns should be to learn about how the 
overall system is vulnerable to failure, to develop effective strategies 
for change, and to prioritize investment. 

Perhaps the greatest clue to the reliability of an organization lies in 
its reaction to failure. Do not use investigations simply to justify the 
organization's motives (all of us, wherever placed in an organization, 
want to and try to do a good job). Do not investigate with the a priori 
goal of finding out how others failed. Rochlin et al. (1987) and Westrum 
(1993) report on specific organizations where timely and accurate in- 
formation flow is rewarded and valued, even when the information is 
about one's own erroneous actions or about problems in the system 
(e.g., the Aviation Safety Reporting System (ASRS) for commercial 
air transport). These organizations did not react to such information 
with punishment for the involved parties or policies that would have 
the effect of suppressing information flow. 

From these and other cases, one important measure of the reliability 
of an organization, in the sense of resilience or robustness, may be how 
it responds to evidence of failures. Lower reliability organizations tend 
to react with a search for culprits. Their reactions can take several forms: 
exhortations (or punishments) presumed to increase practitioners' vigi- 
lance or attention to detail,'" removal or exile of the culprits,46 or mecha- 
nisms to attempt to regiment operators in order to protect management 
from the apparent unreliability or unpredictability of operational person- 
nel (i.e., either injunctions to closely follow the rules or the introduction 

44Accident investigation, in part, can fulfill some of the roles of a funeral after a tragedy, 
a ritual marking the resolution of the tragedy that assists the healing process and pro- 
motes one's ability to go on with normal activities. 
"This can take a variety of forms such as bulletins issued to be more careful in 
certain operational contexts, notices sent to read the manual (as occurred in the case 
investigated in Moll van Charante et al., 1993). or exhortations to follow standard poli- 
cies more closely. 
•"The view seems to be our people do not err; if they do. we fire them. (See 
Norman, 1990b.) 
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of more automation). On the other hand, higher reliability organizations 
tend to see failures as opportunities to learn and change (Rochlin et al., 
1987; Westrum, 1993). 

Learning from error is difficult, both for individuals and for organiza- 
tions. As systems become more complex and highly coupled (Perrowian 
complexity; Perrow, 1984; Woods, 1988), the ability to recognize failure 
is degraded. When failures involve multiple factors, it is easy to interpret 
or rationalize them in many different ways. And it also becomes more 
difficult to respond constructively to failure (e.g., seeing possible direc- 
tions for change), in part, because the greater coupling increases the re- 
verberations of change. As Perrowian complexity increases, the special- 
ization of agents in the system goes up as well. As a result, no one person 
or group can see the whole situation. 

But we have a responsibility, which is driven by the consequences that 
can accompany failure, to maximize the information value of such poten- 
tially expensive feedback. Achieving higher reliability in human-machine 
systems demands that we look directly, honestly, and intensely in every 
way at incidents, disasters, and their precursors. If we label events as hu- 
man error and stop, what have we learned? As the many examples and 
concepts in this volume illustrate, the answer is very little. The label "hu- 
man error" is a judgment made in hindsight. Failures occur in systems 
that people develop and operate for human purposes. Such systems are 
not and cannot be purely technological; they always involve people at 
various levels and in various ways. We cannot pretend that technology 
alone, divorced from the people who develop, shape, and use it, will be 
enough. Failure and success are both forms of information about the sys- 
tem in which people are embedded. The potential for constructive change 
lies behind the label "human error." 
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