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ABSTRACT

There is currently a trend in nuclear power plants (NPPs) toward introducing digital technology into safety and
non-safety systems. However, this equipment has characteristics different from older analog equipment and is
susceptible to additional failure modes. Inadequate integration of digital systems into operating and maintenance
practices, and inadequate understanding of the intricacies of software-based digital systems on the part of
technicians and operators, can result in failures that render systems inoperable. Digital systems impose new
demands on personnel for the testing, troubleshooting, servicing, and repair of hardware and software. This may
become increasingly important as licensees, using the on-line maintenance capabilities of digital systems, perform
more maintenance while the plant is at-power. The objective of this study was to establish human factors review
guidance for the maintainability of digital systems based on a technically valid methodology. To support this
objective, a characterization was developed for describing design features and practices important to maintaining
digital systems. Then, technical information related to human performance in maintenance was reviewed.
Information was drawn from nuclear power, process control, and aerospace domains and included reviews of
maintenance practices and digital system failures. This information provided the technical basis on which
guidelines were developed for reviewing design features that support maintenance. For some aspects the technical
basis was insufficient to develop guidance; these were identified as issues to be addressed in future research.
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EXECUTIVE SUMMARY

The Human-System Interface Design Review Guideline, NUREG-0700, Rev. 1, was developed to provide guidance
on human factors engineering (HFE) to the U.S. Nuclear Regulatory Commission (NRC). The NRC staff uses
NUREG-0700 for (1) reviewing the submittals of human-system interface (HSI) designs prepared by licensees or
applicants for a license or design certification of a commercial nuclear power plant (NPP), and (2) conducting
reviews of HSIs that could be undertaken as part of an inspection or other type of regulatory review involving HSI
design or incidents involving operator performance. It describes those aspects of the HSI design review that are
important to identifying and resolving human engineering discrepancies that could adversely affect plant safety.
NUREG-0700 also details HFE guidelines for assessing implementations of HSI design.

In developing NUREG-0700, Rev. 1, several topics were identified as “gaps,” because there was an insufficient
technical basis upon which to develop guidance. One such topic is the integration of advanced HSI technology into
conventional NPPs. The NRC is currently sponsoring research at Brookhaven National Laboratory (BNL) to (1)
better define the effects of changes to HSIs brought about by applying digital technology on personnel performance
and plant safety, and (2) develop guidance on HFE to support safety reviews if a review of plant modifications or
HSIs is necessary. This guidance will be integrated into NUREG-0700 and will be used to provide the NRC staff
with the technical basis to ensure that the modifications or HSI designs do not compromise safety.

The results of this project will contribute to satisfying the NRC’s goals of (1) maintaining safety, (2) increasing
public confidence, (3) increasing regulatory efficiency and effectiveness, and (4) reducing unnecessary burden.

Based upon literature, interviews, and site visits, the maintainability of digital systems was identified as an
important human performance topic having potential safety significance. There is a trend in nuclear power plants
(NPPs) toward introducing digital technology into safety and non-safety systems. There are many reasons for this,
including the need to replace old equipment due to the high costs of maintaining it or the lack of support from
vendors, and also the desire to enhance instrumentation and control (I&C) capabilities, the plant’s performance,
and reliability. Almost all analog systems in a NPP can be replaced with digital ones. These replacements may be
of individual subsystems and components, or of entire systems.

Digital equipment has characteristics that differ from older analog equipment. Digital equipment is susceptible to
different types of faults, the fault initiators may be different, and these faults may have different effects on plant
performance. Reviews of digital systems found that software errors and inadvertent actions by personnel,
particularly during maintenance, were leading causes of failures. Recent failures of digital systems in U.S. NPPs
illustrate how the inadequate integration of digital systems into operating and maintenance practices, and
inadequate understanding of the intricacies of software-based digital systems on the part of technicians and
operators, caused them to become inoperable. The events also show that digital systems are susceptible to different
failure modes than analog systems. These characteristics impose new demands on maintenance personnel for
testing, troubleshooting, servicing, and repairing hardware and software. Maintainers must understand the
characteristics of digital equipment, which may be more complex than older technologies; some skills learned for
maintaining older equipment may be inadequate or inappropriate for digital equipment. Thus, while the human
performance considerations associated with maintaining conventional equipment are relatively well understood,
those associated with maintaining digital equipment are less clear.

The objective of this study was to develop HFE guidance, based on a valid methodology, to support reviews of
maintainability aspects of digital system upgrades for existing plants. Our focus was HSI design. We recognize
that other topics, such as software development and personnel selection and training, are important to maintaining
digital systems. However, they are outside the scope of the current development effort and are being addressed by
other NRC research projects. The objective was addressed through the following tasks:
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*  Development of a framework for characterizing aspects of digital systems, test equipment, maintenance
procedures, and training aids important to maintenance

*  Development of a technical basis for this topic using information sources that are highly valid, such as existing
human factors standards, industry experience, and research on human performance

*  Development of HFE review guidance for evaluating design features that support the maintainability of digital
systems, following a format consistent with NUREG-0700, Rev. 1

» Identification of human performance considerations important to maintaining digital systems for which
additional research is needed to develop NRC review guidance

The status of each will be briefly addressed below.
Characterization Framework

Existing systems were reviewed to identify the dimensions and characteristics along which the maintainability
aspects of digital systems can be defined. Characterization was important because it provided a structure within
which the reviewer could request information about a system, and with which to structure the guidance. The
characterization was organized into the following four dimensions:

* Digital systems characteristics important to maintenance

+  Testing and troubleshooting equipment
— manual versus automatic test equipment
— portable test equipment
—  built-in test equipment
— display formats of test equipment
— advanced troubleshooting aids

*  Maintenance procedures
*  Training aids
Technical Basis Development

Many sources of information were examined during this guidance development effort. Documents included
existing human factors standards and guidelines, handbooks, and reviews of industrial incidents and maintenance
practices. Additional information was obtained by visiting sites that used digital systems, and by interviewing
subject matter experts from multiple domains either in-person or via telephone.

Based on our review, we concluded that the unique characteristics of digital systems can pose significant
maintenance challenges. Computer-based processors, the key features of digital systems, add a degree of
complexity that may not have existed in earlier I&C systems. Many interconnections can exist between digital
components, subsystems, and systems, so that a single fault may affect many parts of a digital system. In some
cases, the failure of a seemingly insignificant device, such as a ribbon on a peripheral printer, can start a cascade of
failures that affect overall system performance. Also, the automatic capabilities of digital systems can change the
system’s configuration without direct input from personnel. For example, digital systems can automatically switch
control capabilities between redundant processors but give little indication to maintenance personnel. Also,
because software is a key component of digital systems, digital systems are highly susceptible to failures from
software-related problems, such as its incorrect installation. In some cases, the effects of software-related problems
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are immediately apparent, such as when they actuate a safety system. In other cases, the effects may not be
immediately apparent and may result in inoperable or improperly operating systems that provide few indications of
their condition. Another result may be undesirable system behavior that is triggered when a particular
combination of conditions occurs.

With these characteristics, digital systems may be more susceptible to mistakes and slips during maintenance than
conventional analog equipment. Mistakes can result from incorrect assessments of situations due to the subtlety of
some operating and failure modes of digital systems. Thus, plant personnel may fail to notice automatic transfers
of control between redundant processors. Such errors during maintenance have resulted in safety system
actuations. Mistakes can also result if maintenance is inadequately planned. This may occur when maintenance
and operations personnel fail to fully consider the unique characteristics of digital systems. Because of the
complex relationships between components, subsystemns, and systems, maintenance work can produce unexpected
interactions within them. Predicting these interactions can be very demanding, so a formal analysis should be
undertaken before conducting maintenance. Additional, informal analyses of conditions and effects may be
required when troubleshooting, removing, replacing, and restarting (rebooting) equipment. Contributing factors
may include inadequate or incomplete maintenance procedures and technical information from vendors.

The unique characteristics of digital systems can make them highly susceptible to failures from improperly
executed but correctly planned actions (slips). Some slips include failure to follow steps properly (e.g., when
rebooting a processor during on-line maintenance), mode errors (e.g., failure to recognize the current system
mode), keying errors, and connection errors (e.g., connecting test equipment to the wrong port or wrong system).
Some of these slips may reflect the poor transfer of maintenance skills leamed on older equipment. For example,
rebooting digital equipment may be quite different from restarting comparable analog equipment.

Troubleshooting is one area of maintenance that has been extensively studied in human factors research. Isolating
a fault to a particular component within a digital system can impose high cognitive demands, requiring an
extensive knowledge of the digital system and a great degree of troubleshooting skill. Demands on long-term
memory, including recalling heuristics, testing practices, and unique characteristics of the equipment, may be quite
high and may result in errors. In addition, the need to remember symptoms and organize test hypotheses can
impose high demands on short-term and working memory. However, the human performance concerns associated
with troubleshooting digital equipment appear to have more of an economic effect than a safety one for the nuclear
industry. Because digital equipment is modular, malfunctions can be readily corrected by replacing circuit boards
and other parts until the failure is found. Thus, the affected system can be rapidly restored to proper operation, and
the task of troubleshooting the removed piece of equipment can be performed later.

Troubleshooting can place high demands on the maintenance organizations of NPPs. Many resources, including
personnel, test equipment, materials, and time, may be devoted to trying to identify faults in the components
removed from plant systems. For many of them, the original test results indicating that the component is faulty
cannot be duplicated. As aresult, the fault may never be found. This represents a drain on human resources,
which may indirectly affect plant safety. If resources are diverted to troubleshooting, then fewer resources may be
available for properly maintaining other equipment in the plant. Thus, off-line troubleshooting may indirectly
threaten plant safety. However, other concems, such as preventing mistakes and slips, may challenge plant safety
more directly.

The human factors considerations associated with digital systems can be addressed in many ways. Design-oriented
solutions may be applied to the maintenance-system interfaces of digital equipment and test devices to reduce
maintenance errors. Administrative solutions may be applied in selecting and training of maintenance personnel
and developing maintenance procedures.
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HFE Review Guidelines

Once the technical information was assembled, a draft set of guidelines was developed. In general, guidelines
were only developed for those aspects of maintainability that, in our interpretation, are supported by the literature.
Extensive use was made of existing standards and guidelines that have undergone peer review. The HFE design
guidelines were developed in the standard format adopted in NUREG-0700, Rev. 1. They are organized in eight
sections addressing the following topics: general considerations, instrument cabinets and racks, equipment
packaging, fuses and circuit breakers, labeling and marking, adjustment controls, test points and service points,
and test equipment.

Some of these topics support maintenance personnel in understanding the arrangement and status of components
in digital systems; this guidance may reduce the likelihood of mistakes. For example, the topic, packaging of
internal components, provides guidance for organizing digital equipment into individual modules to support
maintenance personnel in searching for and isolating malfunctions. The topic, adjustment controls, provides
guidance to ensure that maintenance personnel have adequate feedback when adjusting plant equipment. The
topics, failure detection and isolation and test equipment, consider the presentation of test information to support
personnel in detecting faults. Some topics represent good design practices that may reduce the likelihood of
inadvertent actions (slips). For example, the packaging topic contains guidelines for preventing modules from
being installed incorrectly and preventing functionally different modules from being interchanged. The labeling
and marking topic contains guidelines that ensure that test points, service points, and components are properly
designated to reduce their likelihood of being incorrectly identified by the maintainer. In addition, many topics
contain good design practices to improve the overall efficiency of maintenance. This can improve system
availability by reducing the time required for surveillance tests, preventive maintenance, and corrective
maintenance.

The guidance was peer reviewed and revised. The new guidance will be integrated into the existing guidance in
NUREG-0700, Rev. 1. '

Remaining Human Performance Issues

Where there was insufficient information for the technical basis upon which to develop valid design review
guidance, an issue was defined. Two issue areas were identified: (1) policies, procedures, and practices for
ensuring maintainability, and (2) specified design topics in digital technology. For the first, we propose further
research to develop process-oriented guidance, in a format compatible with NUREG-0711. Guidance should be
developed for the appropriate elements of NUREG-0711 to specifically address considerations related to the
maintainability of digital systems. The following are some of the specific topics included: HFE program
development, HSI design, training, procedures, the development of automated test equipment and maintenance
aids, and verification and validation of maintenance.

For the second area, further research should address the development of supplemental human factors guidance on
specific digital technologies. While the guidance presented in this document is based on principles applicable to a
broad range of technologies, digital technology continues to evolve at a rapid rate. Hence, human factors
considerations related to the features of digital systems that are not explicitly addressed in the guidance developed
in this document may be encountered in the future. The following topics were identified as being particularly
important to maintaining digital systems: features that support on-line maintenance, advanced features of test and
diagnosis equipment, and features of circuit cards and data buses that are related to maintenance errors.
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1 INTRODUCTION

1.1 Background

The Human-System Interface Design Review Guideline, NUREG-0700, Rev. 1 (O’Hara, Brown, Stubler, Wachtel,
and Persensky, 1996), was developed to provide guidance on human factors engineering (HFE) to the U.S. Nuclear
Regulatory Commission (NRC). The NRC staff uses NUREG-0700 for (1) reviewing the submittals of human-
system interface (HSI) designs prepared by licensees or applicants for a license or design certification of a
commercial nuclear power plant (NPP), and (2) conducting reviews of HSIs that could be undertaken as part of an
inspection or other type of regulatory review involving HSI design or incidents involving operator performance. It
describes those aspects of the HSI design review that are important to identifying and resolving human engineering
discrepancies that could adversely affect plant safety. NUREG-0700 also details HFE guidelines for assessing
implementations of HSI design.

In developing NUREG-0700, Rev. 1, several topics were identified as “gaps,” because there was an insufficient
technical basis upon which to develop guidance (O’Hara, 1994; O’Hara, Brown, and Nasta, 1996). One such topic
is the integration of advanced HSI technology into conventional NPPs. The NRC is currently sponsoring research
at Brookhaven National Laboratory (BNL) to (1) better define the effects of changes to HSIs brought about by
applying digital technology on personnel performance and plant safety, and (2) develop guidance on HFE to
support safety reviews if a review of plant modifications or HSIs is necessary. This guidance will be integrated into
NUREG-0700 and will be used to provide the NRC staff with the technical basis to ensure that the modifications or
HSI designs do not compromise safety.

The results of this project will contribute to satisfying the NRC’s goals of (1) maintaining safety, (2) increasing
public confidence, (3) increasing regulatory efficiency and effectiveness, and (4) reducing unnecessary burden.

Based upon literature, interviews, and site visits, the maintainability of digital systems was identified as an
important human performance topic (O’Hara, Stubler, and Higgins, 1996). There is a trend in nuclear power
plants (NPPs) toward introducing digital technology into safety and non-safety systems. There are many reasons
for this, including the need to replace old equipment due to the high costs of maintaining it or the lack of support
from vendors, and also the desire to enhance instrumentation and control (I&C) capabilities, the plant’s
performance, and reliability. Almost all analog systems in a NPP can be replaced with digital ones. These
replacements may be of individual subsystems and components, or of entire systems.

Digital equipment has characteristics that differ from older analog equipment. Digital equipment is susceptible to
different types of faults, the fault initiators may be different, and these faults may have different effects on plant
performance. Reviews of digital systems found that software errors and inadvertent actions by personnel,
particularly during maintenance, were leading causes of failures. Recent failures of digital systems in U.S. NPPs
illustrate how the inadequate integration of digital systems into operating and maintenance practices, and
inadequate understanding of the intricacies of software-based digital systems on the part of technicians and
operators, caused them to become inoperable. The events also show that digital systems are susceptible to different
failure modes than analog systems. These characteristics impose new demands on maintenance personnel for
testing, troubleshooting, servicing, and repairing hardware and software. Maintainers must understand the
characteristics of digital equipment, which may be more complex than older technologies; some skills learned for
maintaining older equipment may be inadequate or inappropriate for digital equipment. Thus, while the human
performance considerations associated with maintaining conventional equipment are relatively well understood,
those associated with maintaining digital equipment are less clear.

This report documents the guidance developed for the maintainability of digital systems.
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1.2

INTRODUCTION

Organization of the Report

This report is organized into two parts. Part 1 discusses the methodology and technical basis for developing the
guidance and contains the following sections:

Section 2, Objective, describes the overall objective of this research.

Section 3, Methodology, describes the methodology used to develop the guidance.

Section 4, Characterization of Digital Systems and Associated Maintenance Aids, identifies the characteristics
of digital systems, test equipment, maintenance procedures, and training aids important to personnel

performance and which should be addressed by HFE reviews.

Section 5, Development of the Technical Basis, describes maintenance activities, including factors that may
affect the ability of personnel to properly maintain digital systems.

Section 6, Development of Guidance, describes the development of the review guidance.

Section 7, Summary, is in two parts. The first summarizes the process of developing guidance, key human
performance considerations, and the types of guidance developed. The second describes aspects of human
performance that require further exploration before NRC review guidance can be established, and recommends

ways to accomplish this.

Section 8, References, provides references to documents cited in this report.

Part 2 contains Section 9, which has specific guidance for conducting safety reviews of human factors associated
with the design characteristics of digital systems that affect personnel performance during maintenance tasks.
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2 OBJECTIVE

The objective of this study was to develop HFE guidance, based on a valid methodology, to support reviews of the
maintainability aspects of digital system upgrades for existing plants. Our focus was HSI design. We recognize
that other topics, such as software development and personnel selection and training, are important to maintaining
digital systems. However, they are outside the scope of the current development effort and are being addressed by
other NRC research projects. The objective was addressed through the following tasks:

*  Development of a framework for characterizing aspects of digital systems, test equipment, maintenance
procedures, and training aids important to maintenance

«  Development of a technical basis for this topic using information sources that are highly valid, such as existing
human factors standards, industry experience, and research on human performance

+  Development of HFE review guidance for evaluating design features that support the maintainability of digital
systems, following a format consistent with NUREG-0700, Rev. 1

+  Identification of human performance considerations important to maintaining digital systems for which
additional research is needed to develop NRC review guidance
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3 METHODOLOGY

3.1 Overview

Figure 3.1 shows the overall guidance development methodology for NUREG-0700. The process for developing
the guidance is discussed in detail elsewhere (O’Hara, Brown, and Nasta, 1996; Stubler and O’Hara, 1996). The
portion of the methodology applicable to this report and project is boxed in the figure. This section of the report
describes the general rationale for developing the guidance.

Scope of Research in This Project

Development of
Guidance

HS!
Characterization
and Analysis of

Guidance Needs

Integration of
Guidance into
Draft
NUREG-0700

Development of
Technical Basis

Identification of
Unresolved
Issues

Figure 3.1 Major Steps in Developing NUREG-0700 Guidance

The methodology for guidance development was guided by the following objectives:
«  Establishing a process that will result in valid, technically defensible, review criteria

+  Establishing a generalizable process that can be applied to any aspect of HSI technology for which review
guidance is needed

+  Establishing a process that optimally uses available resources; i.e., developing a cost-effective methodology
The methodology places a high priority on establishing the validity of the guidelines. Validity is defined along two
dimensions: internal and external validity. Internal validity is the degree to which the individual guidelines are
based on an auditable technical basis. The technical basis is the information upon which the guideline is
established and justified. The technical bases vary for individual guidelines. Some guidelines may be based on
technical conclusions from a preponderance of empirical research evidence, some on a consensus of existing
standards, while others are based on judgement that a guideline represents good practices based on the information
reviewed. Maintaining an audit trail from each guideline to its technical basis serves several purposes by allowing
» the technical merit of the guideline to be evaluated by others

» amore informed application of the guideline since its basis is available to users

+  deviations or exceptions to the guideline to be evaluated
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3 METHODOLOGY

External validity is the degree to which the guidelines are subjected to independent peer review. The peer review
process is a good method of screening guidelines for conformance to accepted HFE practices and for comparing
guidelines to the practical operational experience of HSIs in real systems.

For individual guidelines, these forms of validity can be inherited from the source documents that form their
technical basis. Some HFE standards and guidance documents, for example, already have good internal and
external validity. If validity is not inherited, however, it should be established as part of the guidance development
process. The NUREG-0700 guidance development methodology was established to provide validity both inherited
from its technical basis and through the guidance development and evaluation process.

Figure 3.2 depicts the process used to develop the technical basis and guidance. The process emphasizes
information sources that have the highest degree of internal and external validity for the development of the
technical basis. Thus, primary and secondary source documents were sought as sources of guidance first, followed
by tertiary source documents, basic literature, industry experience, and other sources. From these information
sources, design principles and lessons from industry experience were identified. Using this technical basis as a
foundation, the guidance was developed. For specific aspects of the topic, in which there was an inadequate
technical basis to develop guidance, unresolved research issues were defined. Thus, the analysis of information led
to the development of both guidance and issues. The resulting guidance documentation includes HFE guidelines,
technical basis, the development methodology, and unresolved research issues.

Each of the steps of this research activity — topic characterization, technical basis development, guidance

development and documentation, issue identification, and peer review — is discussed in greater detail in the
sections that follow.

3.2 Characterization of Maintenance

The first step in developing guidance was to identify the areas for which it was needed. Information on
maintaining digital systems was reviewed to identify the characteristics of digital systems and related tasks that are
relevant to reviews. Characterization provides a structure within which a reviewer can request information about a

digital system or maintenance practices. It also is the structure used to organize the guidance for design review.

An initial characterization of this topic was given in an earlier BNL report (O’Hara, Stubler, and Higgins, 1996).
It was expanded and refined based on information from the following sources:

*  Reviews of failures of digital systems conducted by the NRC, foreign regulatory agencies, and independent
researchers

«  The technical bases of HSI and 1&C requirements for advanced light water reactors (ALWR), presented in the
Electric Power Research Institute’s Utility Requirements Documents (EPRI URD) (EPRI, 1992, 1993)

«  Reviews of maintenance practices for digital systems sponsored by the NRC, the Federal Aviation
Administration (FAA), the U.S. Department of Transportation (DOT), and industry organizations

The characterization of digital systems and associated maintenance aids is given in Section 4.
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Figure 3.2 Technical Basis and Process for Developing Guidance
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3 METHODOLOGY

3.3 Development of Technical Basis

The development of detailed review guidelines for maintaining digital systems began by identifying, gathering, and
reviewing the technical information upon which the guidance would be based (see Figure 3.2). The process was
designed to develop valid guidance in the most cost-effective manner. First, primary source documents were
sought. These were HFE standards and guidance documents possessing internal and external validity. That is,
these documents generally had their own research bases, and their authors considered research and operational
experience. Such documents may include human factors standards and guidelines that have an empirical basis and
were found to be acceptable through peer review. Secondary sources included human factors guidelines and
standards developed for complex, human-machine systems having either strong internal or external validity, but
not both. Documents without internal and external validity were considered tertiary sources. Our preference was
to use documents with established validity.

In addition, the findings from basic literature were analyzed (articles from technical journals, research
organizations, and technical conferences). For this literature, engineering judgement was required to generalize
from the unique aspects of individual studies to applications in the workplace. Individual experiments often had
unique constraints that limited their generalizability (such as their unique participants, types of tasks performed,

and types of equipment used). For example, most laboratory experiments do not involve tasks of the complexity of
NPP operations, nor do most examine them under the same performance shaping factors (such as rotating shifts,
stress, and fatigue) as exist in a work environment. While information from empirical research is a valuable part

of guidance development, it usually cannot be blindly adopted, and must be interpreted and judged in the context of
real-world tasks and systems, based on professional and operational experience.

Industry experience includes published case studies, surveys, and interviews with knowledgeable domain experts
about incidents and accepted practices from a variety of industries. Although such information may lack a rigorous
experimental basis (and thus, a measure of validity), it has high relevance.

The technical basis development methodology stopped at this point. Where additional issues are identified, it is
possible to conduct original research. This approach has the advantage of being focused on specific issues of
interest and has both high relevance and a sound experimental basis from which to establish validity. It is
generally given the lowest priority because of the time and cost required to conduct original research.

The following describes two key information sources: the source documents, and site visits and interviews.

Source Documents

The review of human factors literature revealed a long history of documents devoted to the topic of maintenance,
including primary, secondary, and tertiary documents. Literature from defense research considering general
human factors in maintenance, such as job aiding, maintainability engineering, system design, and task analysis,
dates from the 1950s and 1960s (Majoros and Boyle, 1997). This early guidance, which pre-dates the widespread
use of digital technology, includes design principles that are broadly applicable to many technologies. Many of
these earlier general themes and principles are reflected in later guidance documents.

Guidance on digital systems evolved in two ways in the 1980s and 1990s. First, by tailoring general principles
from earlier, more general guidance, and second, by developing new guidance to address the special characteristics
of digital technology. The following are important documents giving human factors guidance on maintaining
digital equipment:
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3 METHODOLOGY

«  Human Factors Design Guidelines for Maintainability of Department of Energy Nuclear Facilities, UCRL-
15673 (Bongarra, Van Cott, Pain, Peterson, and Wallace, 1985)

«  Human Engineering Design Guidelines For Maintainability, EPRI NP-4350 (Pack, Seminara, Shewbridge,
and Gonzalez, 1985)

+  Recommendations to the NRC on Human Engineering Guidelines for NPP Maintainability, NUREG/CR-3517
(Badalamente, Fecht, Blahnik, Eklund, and Hartley, 1986)

¢ Man-System Integration Standards, NASA-STD-3000 (NASA, 1987)
e Man-System Integration Standards, NASA-STD-3000B (NASA, 1995)

«  Advanced Light Water Reactor Utility Requirements Document, Volume II, ALWR Evolutionary Plant,
Chapter 10, Man-Machine Interface Systems, EPRI URD (EPRI, 1992)

+  Advanced Light Water Reactor Utility Requirements Document, Volume III, ALWR Passive Plant, Chapter
10, Man-Machine Interface Systems, EPRI URD (EPRI, 1993)

»  NRC Review of Electric Power Research Institute’s Advanced Light Water Reactor Utility Requirements
Document, Chapter 10 Man-Machine Interface Systems, NUREG-1242, Vol. 3, Part 2 (NRC, 1994)

«  Human Factors Design Guide (HFDG): For Acquisition of Commercial Off-The Shelf Subsystems, Non-
Developmental Items, and Developmental Systems, DOT/FAA/CT-96/1 (Wagner, Birt, Snyder, and
Duncanson, 1996)

¢ Human Factors Guide for Aviation Maintenance, Version 2.0, GPO Document 050-007-01098-2 (Galaxy
Scientific Corporation, 1996)

Bongarra et al. (1985) provided maintainability guidance for U.S. Department of Energy facilities, while Pack et
al. (1985) gave industry-sponsored guidance for NPPs. Both documents were extensive, covering a broad range of
topics, including some relevant to servicing electrical equipment. Badalamente et al. (1986) had the stated purpose
of offering selected HFE guidelines to reduce the incidence of design-induced maintenance errors, and thereby
increase the operational safety of NPPs. The guidelines were grouped in seven categories: accessibility and
workspace, physical environment, loads and forces, maintenance facilities, maintenance tools and equipment,
operating equipment design, and information needs. While the scope of this document also was broad, the
guidance on electrical and electronic equipment was more limited than in the two earlier documents. The National
Aeronautics and Space Administration (NASA) developed the Man-System Integration Standard (NASA, 1987) to
provide guidance to support aerospace projects, such as Space Station Freedom. This document was revised and
most recently issued as NASA (1995); it includes a chapter on maintainability. While much of this guidance was
derived from earlier sources, it was tailored to the unique considerations of spacecraft. Thus, some care is
warranted when applying this guidance to earth-bound facilities, such as NPPs.

The EPRI URDs (EPRI, 1992, 1993) were developed as part of an effort by the nuclear power industry to establish
requirements for future advanced light water reactors. Chapter 10, Man-Machine Interface Systems, sets out the
requirements for I&C systems. Volume Il covers evolutionary plants and Volume III addresses passive plants.
However, the guidance for maintaining 1&C systems is essentially the same in both volumes. These documents are
important because they explore the capabilities and limitations of current digital technologies. The NRC reviewed
these documents in NUREG-1242, NRC Review of Electric Power Research Institute’s Advanced Light Water
Reactor Utility Requirements Document; the most recent version is NRC (1994).
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3 METHODOLOGY

The Human Factors Design Guide (Wagner et al., 1996) "...consolidates guidance from the source materials of
several government agencies and provides one reference for application to new systems associated with the Federal
Aviation Administration" (p. 1-1). This guide describes a broad range of human factors topics in addition to
maintenance, and extensively tracks specific guidelines to their source documents.

Of the ten documents described, we considered the first nine as primary source documents for this work. The
human factors guideline documents (Bongarra et al., 1985; Pack et al., 1985; Badalamente et al., 1986; and
Wagner et al., 1996) all contain guidelines that have clear technical bases, either in accepted practices or empirical
research, and were peer reviewed. The EPRI URDs may be considered primary source documents because they
present an industry consensus of acceptable practices. Human factors professionals participated in their
development and they were favorably reviewed by the NRC. NUREG-1242 is a primary source document because
it represents the NRC’s position on the EPRI URD documents.

The Human Factors Guide for Aviation Maintenance, Version 2.0 (Galaxy Scientific Corporation, 1996) is an
edited volume that compiles human factors principles and industry practices for aircraft maintenance. The
individual chapters were written by highly regarded professionals. This document has a discussion format, rather
than a guidelines format. Its primary emphasis is on maintenance processes, rather than on the design
characteristics that support maintenance activities. Because this document does not explicitly track guidelines to
source documents, it is difficult to distinguish guidance that has an extensively reviewed technical basis from that
based on the authors’ opinions. Therefore, we classified it as a tertiary source.

Since recent documents tend to include guidance from earlier documents, and usually update it, the decision was
made to focus on the most current source documents. Thus, guidance was obtained first from DOT/FAA/CT-96/1
(Wagner et al., 1996) the EPRI URD (EPRI, 1993), and NUREG-1242. If the guidance from these documents was
considered unclear, incomplete, or difficult to apply to digital systems in NPPs, then the source documents for the
guidance were reviewed. For example, DOT/FAA/CT-96/1 cites UCRL-15673 as a source. If a particular
guideline from DOT/FAA/CT-96/1 was difficult to apply to NPPs, the original guidance from UCRL-15673 may
be cited instead. Section 8, References lists the full set of information sources used in preparing this document.
Other guidance was based on practices of other industries that have extensive experience with maintaining digital
systems. Lessons learned from them were used for developing guidance when they were consistent with sound
HFE principles, such as the high-level HSI design review principles presented in Appendix A of NUREG-0700,
Rev. 1.

Site Visits and Interviews

Additional information about industry practices and human factors challenges associated with the maintainability
of digital systems was obtained by speaking with personnel from various industrial and research facilities. The
following were contacted via either a site visit or telephone interview:

*  One foreign NPP with computer-based HSIs and digital control systems (operators, trainers, and HSI design
personnel)

*  One domestic NPP upgraded with digital control systems (operators, maintenance, and design personnel)
*  Two coal-fired power plants with computer-based HSIs (operators and HSI design personnel)

*  Five chemical plants with computer-based HSIs (operators, supervisors, and HSI design personnel)
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3 METHODOLOGY

*  NASA/Johnson Space Center (HFE project manager, formerly in charge of human factors requirements for an
on-board maintenance workstation for Space Station Freedom)

»  Federal Aviation Administration, Office of Aviation Medicine, Washington, DC (HFE program manager for
aircraft maintenance)

*  Federal Aviation Administration, William J. Hughes Technical Center, Atlantic City, NJ (HFE program
manager for central maintenance of air traffic radar systems)

»  Naval Air Warfare Center, Patuxent River, MD (a senior human factors engineer involved in the design and
maintenance of cockpits for military aircraft)

«  HFE consultant to the FAA for commercial aviation maintenance

The industry practices and human performance considerations identified through these interviews and site visits
were incorporated into the technical discussion in Section 5, Human Performance Considerations Associated with
Maintenance, and supported the selection and development of guidance topics.

3.4 Guidance Development and Documentation

Once the technical information was assembled, it was compared to the information needs established earlier and
then information was extracted from the various source documents. The scope of this guidance development effort
was restricted to maintenance topics that related to both human performance and digital systems. Topics that were
considered to be related to human performance included design or task characteristics that (1) could affect
personnel performance (e.g., cause errors), and (2) could be affected by personnel performance (e.g., are highly
susceptible to human errors). A draft set of guidelines was compiled from the information in the technical basis.
The guidelines were organized and specified in a standard format. (See Section 6 for a more detailed discussion of
this process.) The guidelines themselves are presented in Part 2 (Section 9) of this document.

3.5 Identification of Issues

Where there was insufficient information to provide a technical basis for valid design review guidance, an issue
was defined, as described in Section 5.5.

The issues reflect aspects of digital-system maintenance that require additional research. From a design review
standpoint, the issues reflect aspects that will have to be addressed on a case-by-case basis, as for example, during
design-specific tests and evaluations.

3.6 Peer Review

The technical basis and guidance was submitted for review by experts including personnel from the U.S. NRC with
expertise in human factors engineering and related engineering fields. Human factors specialists who are external
to the NRC and have expertise in human performance in complex systems, such as NPPs and aviation, also
reviewed the guidelines. These external reviews included evaluations of the topic characterization with the
following criteria: clarity, accuracy, and completeness. The technical basis was evaluated with its organization,
necessity, sufficiency, resolution, and basis in mind. Comments from the peer reviews were incorporated into the
present version of this document.
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4 CHARACTERIZATION OF DIGITAL SYSTEMS AND
ASSOCIATED MAINTENANCE AIDS

This section describes design characteristics that should be considered when reviewing upgrades involving digital
systems, and includes descriptions of general design characteristics of digital systems, test equipment, and
information aids that may affect personnel performance during maintenance. Digital systems introduced into
NPPs as upgrades are likely to have some or all of these characteristics. In addition, much of the plant equipment
may retain its original analog design. Thus, the resulting design will be a hybrid of digital and analog systems,
subsystems, and components.

4.1 Digital Systems

Installing digital equipment in NPP systems may range from replacing individual subsystems and components to
entire systems, for example, completely replacing an analog monitoring system with a system that is based entirely
upon digital technology. As another example, a control system consisting of sensors, processors, controls, displays,
and equipment actuators, may have its analog processors upgraded with digital processors, rather than replacing
the entire system. However, when a digital processor is installed, it may be necessary to install additional signal
converters to translate the analog signals into digital format and then translate the digital output of the processor
back into analog format for the rest of the system.

One way to describe digital systems is to compare them to analog systems. Both analog and computer-based,
digital systems can monitor, control, and protect critical plant equipment, safety systems, and processes. However,
they perform these functions differently. Analog systems are composed of circuitry for processing analog signals
(e.g., continuous signals that vary along a continuum). Digital systems consist of digital components, such as
microprocessors, programmable logic controllers, and integrated circuit boards, which process digital (i.e.,
discrete) signals. Their functions are primarily defined by sets of instructions (software code), rather than by
hardware components, and these instructions are executed via data processing and transmission equipment
(hardware) (Lee, 1994). Some potential benefits of digital technology include the smaller size of components,
lower power consumption, greater flexibility for modifications, greater stability of signals (e.g., less tendency to
drift), and the potential for higher reliability. However, they are susceptible to computer software and hardware
failures, which differ from the types of failures that occur in analog components (Klauer, Gravelle, Schopper, and
Howell, 1993).

Failure rates related to operating analog components often are characterized by a "U-shaped" curve. The greatest
number of failures tend to occur during the initial "burn-in" period when they are first put into service, and then
toward the end of their serviceable life (Johansson, 1996). In addition, the performance of analog components
tends to degrade slowly until they fail.

Digital systems may contain hardware with "U-shaped" failure patterns similar to analog systems. However, the
software code of digital system software is prone to a different failure pattern. Software failures are typically due
to design or programming errors that exist from the inception. If they are not detected and corrected during initial
testing, these errors may remain hidden until the proper combination of conditions is present; failures typically
occur when conditions trigger the execution of an incorrect set of instructions. Consequently, the software portions
of programmable digital systems do not tend to have increased failure rates over time; that is, the software does not
"wear-out” through use. "If a program is fault-free, it will remain fault-free forever, provided the environment in
which the program operates does not change" (Johansson, 1996, p. 709).

In addition, digital components are susceptible to sudden failures and sudden recovery throughout their operating
life (Wiener and Nagel, 1988). Failures may be due to many factors, including software errors and common-mode
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4 CHARACTERIZATION OF DIGITAL SYSTEMS

and common-cause failures of software and hardware. Sudden failures may reflect susceptibility of integrated
circuits to electromagnetic interference due to their high operating frequencies and low voltages, and to physical
faults. Like analog equipment, digital equipment may fail due to improper modifications or changes in controls.
The actions of operators or maintainers may cause failures through the improper entry of data or instructions for
the computer, and improper handling of hardware components. Since thousands of circuits may reside on a single
chip, the failure of a single integrated circuit may cause multiple components of a digital system to malfunction
(Klauer et al., 1993).

A standard design approach for ensuring the reliability of plant systems is to have redundant channels for a
particular function, each consisting of sensors, processors, and transmitters that perform the same function. If one
channel fails, the other channel(s) ensures that the function is carried out properly. Another type of redundancy
employed for both analog and digital safety systems is "within-channel" redundancy for selected components. A
digital upgrade can have within-channel redundancy by providing muitiple, redundant processors and other
components. Thus, if the primary processor fails, one or more backup processors assume the proper operation of
the channel. Control is transferred from the primary processor to a backup processor automatically, and is usually
accompanied by an indication either locally or in the control room (CR). It may also be possible to effect transfer
through a local manual action or one in the CR.

Control systems that feature redundant digital processors and fault-diagnostic routines are called fault-tolerant
digital control systems because they can detect single faults and isolate the failed component(s) within the channel
(Paula, Roberts, and Battle, 1993). The advantage of such systems is that they will continue to function after most
single hardware faults (i.e., multiple faults must occur before they stop functioning). Control channels lacking this
feature typically stop after a single fault. Fault-tolerant capabilities can enhance the reliability of a control system.
They have been found to be more reliable than control channels that have no internal redundancy (e.g., no
redundant processors), and often out-perform the reliability of analog control systems (Paula et al., 1993). Some
variations of fault-tolerant, digital control systems include dual redundant systems (two redundant processors in a
channel), triple-modular-redundant systems (three redundant processors in a channel), and triple-modular-
redundant systems that reconfigure to dual redundancy after the first failure in the channel (Paula et al., 1993).

Digital systems featuring redundant processors often have a characteristic particularly significant to maintenance —
they allow certain maintenance activities, such as changing software parameters, setpoints, and logic
configurations, and resetting processors, to be performed while the plant is operating at power (NRC, 1996).
Typically, control of the affected plant system is transferred to one processor while maintenance is performed on
one or more of the redundant processors. On-line maintenance can increase the system’s and plant’s availability
because systems do not have to be shut down for it. However, on-line maintenance can also increase the safety
consequences of maintenance errors because the plant is operating while maintenance is being undertaken.

These digital systems have another characteristic important to maintenance. Before control can be transferred
from one processor to another, their output signals must be matched. If they are not matched and a large difference
exists between them, the system may receive a signal instructing it to make a large change over a short time. If the
system cannot respond properly, a "bump" is said to occur. Some bumps can cause safety system actuations. In
many control systems, the outputs of redundant processors are matched automatically. However, in some
configurations, such as manual control and test modes, matching may not be automatic, and people may be
required to take additional actions to ensure a smooth transfer.

Digital systems may be described in.terms of progressively smaller units. Wagner et al. (1996) define a unit of
equipment as an assemblage of items that may include modules, components, and parts that are packaged together
into a single hardware package. They define a module as an assemblage of two or more interconnected parts or
components comprising a single physical entity with a specific function. A module may be a printed circuit board
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or a smaller unit containing individual components that plugs into a printed circuit board. A component is defined
as a subdivision of a unit of equipment that can be treated as an object by the maintainer, but which can be further
separated into parts; a mounting board together with its mounted parts is an example. A part is an object that
cannot be broken down further without destroying its designated use, such as fuses, circuit breakers, transistors,
resistors, capacitors, and integrated circuit chips.

A chip, such as a large-scale integrated circuit (LSI) or a very large-scale integrated circuit (VLSI) may contain
thousands of logic gates, shift registers, counters, read only memory (ROM) and random access memory (RAM)
microprocessors, and microprocessor-support circuits (Klauer et al., 1993). Such integrated circuits are very
compact compared to analog circuits that supply similar functions, and have advantageous electrical properties,
such as low power consumption, high information-transfer rates (bits per second), and low radio frequency (RF)
emissions. Many chips may be installed on a single printed circuit board (Klauer et al., 1993).

Printed circuit boards are often installed in cabinets or other enclosures by being inserted into edge connectors.
Dozens of physically similar printed circuit boards may be inserted side-by-side into the backplane of an enclosure
to form a subsystem — a collection of electrical modules that perform a particular function (Klauer et al., 1993). A
plant system, such as a digital feedwater control system, may be composed of multiple subsystems. These
definitions are used throughout this document, including the guidelines in Section 9.

The unique characteristics of digital equipment can result in properties that affect the ways maintenance can be
performed; some of them are described below.

Susceptibility to Physical Damage — Unlike many mechanical components in NPPs, digital components are often
small, relatively fragile, and easily damaged by handling. Furthermore, characteristics of the maintenance work
environment may increase the likelihood of such physical damage. One factor may be the accessibility of electrical
cabinets and their contents, and the manual dexterity of maintenance personnel. Therefore, maintenance

personnel must handle digital components carefully.

Susceptibility to Spurious Signals — Because of their high operating frequencies and low voltages, the integrated
circuits of digital equipment are susceptible to faults caused by spurious signals originating from electromagnetic
interference, static electricity charges, and sudden voltage changes. Personnel must take care when handling
digital components or when working nearby to avoid exposing digital equipment to these sources; a static electric
discharge from a maintenance worker may cause a spurious signal that disrupts the operation of a system.

Susceptibility to Software Errors — Software errors are instructions that exist in computer code that can cause a
computer-based system to behave undesirably. Software errors are a form of latent error (Reason, 1990; Reason
and Maddox, 1996) that can lie dormant indefinitely until a certain combination of conditions triggers them. For
example, a software error may have no apparent effect on a digital system until a particular combination of factors
(e.g., plant state, system state, and personnel actions) causes the instructions to be executed in a way that produces
undesirable behavior in the digital system (Paula et al., 1993). Software verification and validation procedures
(i.e., tests and analyses) provide a structured approach to look for and detect software errors created during the
design process; this is addressed by other NRC guidance. Additional software errors may be introduced during
maintenance. For example, if there are multiple versions of the software, personnel may install the wrong version
(e.g., load the wrong computer file). Also, installing software sometimes requires the person to enter data (e.g., the
date and time) or instructions (e.g., commands for loading and saving), and if they are not entered correctly and in
the proper sequence, the software may not operate properly. Thus, personnel who maintain software must ensure
that the correct versions are used, and that additional commands and data used during its maintenance are correct
and in sequence.
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Susceptibility to Complex Interactions with Other Equipment — Since a single chip may have thousands of circuits,
the failure of a single-integrated circuit may cause multiple components of the digital system to fail (Klauer et al.,
1993). Complex relationships may exist between subsystems and systems. Thus, an important characteristic of
digital systems is the possibility of interactions between components, subsystems or systems going awry. For
example, Ragheb' reports that in one foreign NPP, a mechanical problem with the printing ribbon of a peripheral
computer resulted in a reactor transient:

Jamming of a computer printer ribbon caused its buffer to fill and stop the execution of a program. This caused the
control computer to stall and close the cooling flow supply valves to the fuel tube. The event prompted
recommendations for software and hardware changes to ensure cooling flow to the fuel is maintained at all times in
cases of computer stalls (p. 6).

Further, maintenance can influence these interactions by affecting the operating status of equipment and the links
between equipment; for example, by removing equipment from, or returning it to, service. Such interactions
require careful analysis to identify and understand.

The characteristics of digital equipment may influence maintenance practices. For example, the complexity of
software can complicate tests and troubleshooting, but the modularity of digital components makes these systems
easier to disassemble. Compared to analog equipment, there may be a greater tendency to remove digital
components suspected of being faulty, replace them immediately, and then take the suspect components elsewhere
for testing and repair. Section 5 describes human performance considerations associated with changes in
maintenance practices.

4.2 Testing and Troubleshooting Equipment

Test equipment is used by maintenance personnel to assess the status of systems and locate faults. Wagner et al.
(1996) state that the purpose of test equipment is to simplify the job of the maintainer, reduce the preparation or
turn-around time for installing, maintaining, and repairing systems, and reduce total maintenance costs. This
equipment is used to support periodic surveillance tests, periodic maintenance, and unscheduled maintenance due
to failures. Accordingly, test equipment should be fast, easy, and safe to use (Wagner et al., 1996).

With the introduction of digital upgrades in NPPs, traditional testing and troubleshooting tools and methods may
not be adequate because of the complexity of the task. Maintenance personnel may face new tasks imposing
cognitive and physical demands that differ from those of traditional testing and troubleshooting tasks. The
following describes some design characteristics relevant to testing and troubleshooting for digital systems. These
characteristics may be integral parts of the plant equipment, such as built-in test (BIT) capabilities, or separate
pieces of maintenance equipment. During maintenance, personnel must interact with the user interfaces of both
the plant’s equipment and the separate test equipment.

4.2.1 Manual Versus Automatic Test Equipment

The degree of automation of test equipment can vary. Fully manual test equipment usually requires the maintainer
to perform tests one at a time, as with a standard voltmeter. To use it, the maintainer places a pair of leads across

'Ragheb, H. (1996). Operating and maintenance experience with computer-based systems in nuclear power plants. Presented
at the International Workshop: Technical Support for Licensing of Computer-Based Systems Important to Safety, Munich,
Germany. (Available form H. Ragheb, Directorate of Reactor Regulation, Atomic Energy Control Board, Ottawa, Canada,
KI1P559.)
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two contact points on the equipment, reads the voltage, and compares this value to the range of acceptable or
expected values. After completing the tests for one pair of test points, the maintainer proceeds to the next pair. By
considering the voltage values for one or more sets of points, the maintainer determines whether the components
connected to the test points are functioning properly.

Automatic test equipment (ATE) can check two or more signals in sequence without the intervention of a
maintainer (Wagner et al., 1996). They are usually programmable devices designed to detect faults by exercising a
set of functions of a particular portion of a digital system (Klauer et al., 1993). ATEs are intended to relieve some
of the burdens of manually testing digital systems. The tests may be focused at a high level, such as the operation
of a subsystem, or at a low level, such as on an individual component. Thousands of tests may be rapidly
administered with minimal human intervention. For example, many integrated circuits, such as microprocessors,
may require several hundred unique test patterns to verify that they are operating properly. ATE tests usually stop
after the first out-of-tolerance signal is detected (Wagner et al., 1996).

An important consideration is how the tests are initiated; some categories are as follows:

«  Continuous tests — Tests are run constantly and a message is generated when a failure is detected. This
message may be an alert to plant personnel or an entry into a computer-based log.

*  Automatic initiation — Tests may be initiated on a fixed schedule or when a particular event occurs.

*  Manual initiation — Tests are initiated by plant personnel, and may include diagnostic tests that are only
performed when the maintainer is interested in the status of equipment, or when periodic surveillance tests are
required. ATEs may operate like manual test equipment by including stopping points in the test program. At
these points the maintainer can decide whether the testing program should continue or whether certain tests
should be repeated.

The appropriateness of these different types of initiation partly depends on the type of information needed. For
example, if personnel need to know when a system fails, then continuous testing may be the best, because it detects
failures sooner than periodic testing. Manual initiation may be appropriate when information is only needed under
certain circumstances,.as, for example, when a maintainer needs the results of a diagnostic test to locate the cause
of a malfunction.

A major advantage of ATE is that it can make a rapid sequence of checks with little or no chance of omitting steps.
Its disadvantages include the following (Bongarra et al., 1985):

*  Cost, size, weight, and maintenance requirements are relatively high.
»  The test equipment may be specialized, with limited versatility.

»  Self-checking features are needed to detect test equipment malfunctions, adding to the cost and problems of
maintaining the test equipment.

»  The test equipment may require modifications when plant equipment is modified (e.g., a special model may be
required for each type of plant equipment).
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4.2.2 Portable Test Equipment

Test equipment may vary in the degree of portability; it may be as small as a hand-held voltmeter or as large as an
engineering workstation. For example, the Westinghouse Eagle 21 Reactor Protection System features a rolling
test cart that is used for surveillance tests and for adjusting setpoints and tuning constants. Essentially, it is an
IBM-compatible personal computer on wheels (Galyean, 1994).

Portable test equipment may be connected internally or externally to the plant equipment. For example, some test
equipment has probes that are manually positioned on the internal components of plant equipment for tests. Other
portable test equipment is connected to test ports on the outside of the plant equipment. For example, the portable
ATE used with the Westinghouse Eagle 21 Reactor Protection System plugs into the Tester Subsystem of that
system (Galyean, 1994).

Portable test devices may also plug into built-in test equipment (Hessburg, 1992).
4.2.3 Built-In Test Equipment

Built-in test equipment (BITE) is an integral part of plant equipment; it may be incorporated into a component,
module, subsystem, or system. It may be as simple as a voltmeter, or as complex as an automatic checker (Wagner
etal,, 1996). The scope of BIT features may be partly determined by the digital system’s size. For example, a
single digital processor may contain a BIT feature that checks it for faults; large digital systems may have many
devices to continuously ensure that its sensors, processors, and transmission components are operating properly.
Many modern chemical and fossil-power plants equipped with distributed control systems have automatic,
continuous test features that generate alarms whenever faults are detected in the system’s hardware.

More sophisticated BIT features can retain historical performance information, diagnose failures, and display both
the diagnosis and the instructions for corrective actions. Such systems have been used in aviation for some time.
The following describes such features in F-15 fighter aircraft: "With the engine event history recorder, we are
capturing critical engine events as well as events in the flight envelope that were in existence when the events took
place. We are finding that this provides a very useful diagnostic tool beyond BITs. We can correlate what the
airplane was doing at the time certain malfunctions happened" (Nondorf, 1992).

Some BITE can automatically execute corrective actions. Examples include digital systems with redundant
processors, such as the fault-tolerant digital control systems described earlier that automatically switch control
capability to a backup processor when the primary processor fails. More sophisticated digital systems may perform
"self-repair” or performance-optimization functions. For example, the control system on the General Motors
Northstar engine can change valve timing and cylinder firing to compensate for a complete loss of coolant. Also,
BITE has been proposed as a way to allow combat aircraft to "self-repair” during battle (Maddox, 1996).

BITE has certain advantages compared to portable test equipment (Wagner et al., 1996; Bongarra et al., 1985):

*  Less likely than portable equipment to be lost or damaged

+  Available when needed (i.e., it does not have to be transported to the equipment that is to be tested)

+  No special storage facilities are required
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The disadvantages of BITE include the following:
« Likely to add to the weight and space requirements of the equipment being tested

¢ More test equipment is likely to be required when it is built-in, rather than portable, because a separate BIT
device is usually required for each unit of plant equipment

«  Transporting BITE to a point for convenient calibration may be more difficult than transporting portable test
equipment

» Installing test equipment permanently may increase the complexity of the system’s wiring and may even
increase the need for maintenance

4.2.4 Display Formats of Test Equipment

Test results may be processed and presented to the maintainer in many ways. The following describes two
presentation formats: go/no-go, and collating.

Go/No-Go Test Format — Go/no-go test equipment supplies one of two alternative answers to any question. The

"go" response indicates an acceptable condition, and the "no-go" response indicates an unacceptable one. This

format may be used to indicate whether a given signal is in or out of tolerance. The advantages of go/no-go test

equipment include the following (Wagner et al., 1996):

*  Presenting information clearly and unambiguously

«  Simplifying difficult tasks, such as balancing circuits and checking complex wave shapes

The disadvantages include the following (Wagner et al., 1996; Bongarra et al., 1985):

«  Requiring unique circuitry for each signal value to be tested (sometimes, however, ordinary displays can be
converted to go/no-go displays by using reference scales, such as putting a colored band in the unacceptable

range of a meter dial)

»  Increasing the number and complexity of circuits required, which may add to initial cost and development
time and increase the rate of breakdown of test equipment

+  Providing relatively little help to the maintainer in checking common voltages or simple wave shapes because
the go and no-go indications are presented rather than the actual values

*  Requiring a special model for each unit of equipment that is to be tested

Many of these disadvantages may be lessened by using programmable test equipment in which acceptable ranges
are predefined and preprogrammed for each unique test.

Collating Test Format — Collating test equipment shows the results of two or more checks as a single display. For
example, a "test passed" light would come on only if all of the relevant signals are in tolerance (Wagner et al.,
1996). An advantage is that it reduces the number of displays the maintainer must read, thereby reducing testing
time and, possibly, errors. However, the disadvantages are similar to those for go/no-go test format.
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4.2.5 Advanced Troubleshooting Aids

Industry experience in domains that extensively use advanced digital systems, such as military aviation, has shown
that due to the complexity and difficulty of testing and troubleshooting, maintenance tasks may require advanced,
computer-based troubleshooting aids. The introduction of such aids puts new demands on personnel, and is likely
to require changes in maintenance practices, procedures, and personnel training.

The following describes two advanced computer-based aids that assist maintenance personnel in troubleshooting
and repairing systems in the F-15 aircraft (Nondorf, 1992). The descriptions are examples of the types of aids that
maintenance personnel in NPPs may be required to use in the future.

Wire Assessment and Repair Tool — This tool assists maintenance personnel in identifying electrical wiring. Wires
usually are marked with identifying information at each end and at each connector, but not in between. Also, wires
sometimes are added to an aircraft, while non-functional ones may remain in place. Hence, maintenance personnel
may have difficulty identifying wires and tracing their connections. The wiring assessment and repair tool is a
computer-based simulation that creates wiring diagrams on-line, working backwards from a specified point. Once
the maintenance technician has identified the wire harness, the system can identify the pin connections that should
be tested. This information can be presented on a computer screen, or printed out.

Computerized Fault Reporting System — This system automates many of the steps for identifying a fault and
producing the technical information needed to support the maintenance. Information is gathered from questions
posed to the pilot. In addition, information is entered from the aircraft’s maintenance-status panel and other
locations. These data are processed using fault logic. The computer generates a 23-digit fault code that identifies
the affected item and the technical information required for the repair. It also generates a work order, informs
personnel in the maintenance depot of the problem, and orders the required parts from supply. If a part is removed
from the airplane and sent elsewhere for the repair, the system maintains records. Each part is tracked individually
to maintain a historical record of problems experienced and service received.

4.3 Maintenance Procedures

Maintenance test procedures may be paper based, incorporated into the computer-based test equipment, or a
combination of both. Maintenance technicians may need aids to maintain awareness of test procedure status when
multiple tests must be performed in a limited period. For example, Mittal, Bobrow, and De Kleer (1988; cited in
Klauer et al., 1993) describe the interface of a troubleshooting device that displays plans in a graph-like format.
Technicians can use a browse feature that shows the relationship of the current test to the overall test process and
to the overall plant performance. Also, a history interface records interactions with the system.

4.4 Training Aids

Maintenance training aids include representations of equipment that personnel will be required to service. They
provide trainees with experience performing maintenance tasks, and are especially important for developing
troubleshooting skills. Maintenance training aids may range from simple bench mockups to complex computer-
based simulations. Three types are described below: bench mockups, simulation-oriented computer-based
instruction, and virtual-reality training aids. '

Bench Mockups — A bench mockup is an actual unit of equipment or replica used in a training or maintenance
environment for checking or locating faults. These mockups may have signal generators and dummy loads to

simulate inputs and outputs (NRC 1985a, 1985b). They may be used to train personnel in troubleshooting, or to
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practice and refine maintenance activities before they enter the plant. Bench mockups often require additional
equipment for their operations, such as signal generators and extra junction boxes, terminal strips, test points,
controls, and displays.

Simulation-Oriented Computer-Based Instruction — Simulation-oriented computer-based instruction (SOCBI)
provides trainees with a two-dimensional, interactive depiction of the particular equipment they are leaming to
troubleshoot (Maddox, 1996). This approach was started in the aviation domain in the late 1970s, and has been
used in the nuclear industry. It exposes trainees to realistic failures by simulating the equipment’s behavior.
Trainees use this representation to practice diagnosing faults that are built into the simulation; they select tests and
acquire information much as they would with the actual equipment. SOCBI systems may show graphical
representations of the actual controls and displays used by maintenance personnel, or provide diagrammatic (i.e.,
logical) representations of a system. Functional and logical diagrams can illustrate how a system is functionally
connected and allow trainees to use logical troubleshooting algorithms.

Virtual-Reality Training Aids — Majoros and Boyle (1997) describe the use of virtual reality (computer-generated
representations of real-world objects) in training maintenance personnel. While SOCBI systems depict the
behavior of equipment two-dimensionally, a virtual reality system can depict both the behavior and physical
characteristics of equipment three-dimensionally. Trainees interact with virtual representations of equipment.
These training aids have some advantages over physical mockups. For example, less space may be required to
represent the task. Personnel can be trained for equipment that is not available or accessible, including equipment
not yet built. Also, virtual reality can represent a larger part of the maintenance environment, such as surrounding
equipment.
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This section identifies human performance considerations associated with maintaining digital systems. Section 5.1
provides a general discussion of the concepts of maintenance, maintainability, and human error. Sections 5.2, 5.3,
and 5.4, respectively, discuss human performance considerations identified through reviews of industry experience,
interviews with subject matter experts, and reviews of basic literature. These discussions center on factors that
affect the performance of maintenance and may challenge plant safety. Section 5.5 describes aspects of human
performance needing additional research before establishing review guidance.

5.1 General Concepts

5.1.1 Maintenance

Maintenance may be defined as "...a process with the objective of preserving the reliability and safety of NPP
structures, systems, and components or restoring that reliability when it is degraded” (NRC, 1985a, p. 1).
Preventive and corrective maintenance are distinguished. Preventive maintenance may be defined as "...regularly
scheduled tasks (e.g., inspection, servicing, adjustment, calibration, replacement) intended to keep equipment in
condition for operational or emergency use" (NRC, 1985b, p. B-1). Corrective maintenance typically refers to
unscheduled maintenance undertaken in response to a malfunction or an indication of a failure.

Maintenance and surveillance are performed during all modes of NPP operation by plant personnel, vendors, and
contractors and may include the following (NRC, 1985a):

«  Diagnostic or periodic testing, surveillance, and inspection to determine the condition of structures, systems,
and components

+  Preventive and corrective actions, such as repair, replacement, lubrication, adjustments, or overhaul

»  Proper equipment isolation, restoration to service, and post-maintenance testing to assure adequacy of
corrective action

Simply, these categories may be summarized as testing, troubleshooting, disassembling and reassembling,
servicing and adjusting, and replacing and repairing.

Testing and troubleshooting refer to examinations in which the operation of equipment is compared to performance
criteria. A distinction may be made between testing and troubleshooting. Troubleshooting usually involves
testing, but the term implies that some sort of fault (e.g., "trouble”) is involved. Thus, troubleshooting may involve
a series of tests and examinations to diagnose the cause of a failure and to locate the failed unit of equipment.
However, testing can be unrelated to a suspected problem. For example, periodic tests, surveillances, and
inspections make sure that a unit of equipment is operating within calibration tolerances (Maddox, 1996). After
maintenance or repair is completed for a unit of equipment, acceptance tests may be performed to verify that the
work was successful and the unit performs correctly. Such post-maintenance tests are similar to surveillance tests
because they confirm that the equipment operates properly, rather that trying to isolate a problem. For digital
systems, equipment functions are largely defined by software. It is difficult to detect faults by visually inspecting
components, as in some analog systems. Therefore, testing and troubleshooting of digital equipment relies
primarily on the use of electronic test equipment.

Disassembling and reassembling is often required for maintenance. It may be necessary to partially disassemble a

unit of equipment to access internal components so they can be tested, serviced, adjusted, replaced, or repaired. As
described in Section 4.1, digital equipment is susceptible to spurious signals and damage from handling. Thus,
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digital equipment must be disassembled and reassembled carefully, such as when inserting and extracting printed
circuit cards from slot connectors.

Servicing refers to routine maintenance tasks (e.g., cleaning, lubricating, filling, draining, and charging), and may
be part of a preventive maintenance (PM) program. Adjusting refers to applying minor corrections to the operation
of equipment, such as setting the value at which it will operate. In digital systems, components may not require
the type of periodic servicing given to mechanical components that wear out, such as periodic lubrication and
physical alignment. Nevertheless, software must still be maintained (modifying the stored instructions or data
stored in computer files). This may have to be done for many reasons: software upgrades (e.g., installing the latest
operating system), hardware upgrades (e.g., modifying software to be compatible with new hardware), and tuning
the performance of plant systems (e.g., adjusting the parameters that control a system’s behavior).

Replacement refers to the substitution of a piece of equipment for one that has failed. Repair refers to corrective
action performed to restore a failed piece of equipment. For digital equipment, repair and replacement may
involve hardware, software, or both. The replacement of larger units, such as printed circuit boards, may be
performed locally in the plant. Smaller units of digital equipment, such as individual components on a printed
circuit board, are likely to be replaced in a maintenance shop or at a vendor facility, due to their susceptibility to
spurious signals and physical damage.

5.1.2 Maintainability

Maintainability (i.e., ease of maintenance) refers to the design of equipment to support effective and efficient
maintenance. It is often described in terms of the ability of personnel to perform maintenance within a particular
set of constraints, such as time and cost. Maintainability has been defined as follows:

The measure of the ability of an item to be retained in, or restored to, a specified condition when
maintenance is performed by personnel having specificd skill levels, using prescribed procedures and
resources, at each prescribed level of maintenance and repair. (MIL-STD-721C, Definition of Terms for
Reliability and Maintainability, 1981; cited in Majoros and Boyle, 1997, p. 1572).

An inherent design characteristic dealing with the case, accuracy, safety, and economy in the performance
of maintenance functions. (Blanchard, 1986; cited in Majoros and Boyle, 1997, p. 1571).

Maintainability is related to the availability of equipment because equipment that is easy to maintain can also be
returned to service more quickly. The degree to which ease of maintenance increases the availability of equipment
can be expressed as follows (Majoros and Boyle, 1997):

where:

= availability (fraction of time that equipment is available for use)
reliability (average in-service time between failures)
= maintainability (time to repair)

A
R
M

Watterson, Royals, and Kanopoulos (1992) expanded this equation for corrective maintenance by separating the
maintainability term (M) into (1) time to detect and diagnose the failure, and (2) time to repair it. Thisis a
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valuable distinction because troubleshooting (fault isolation) is a major activity. On complex equipment, most
corrective maintenance time is spent identifying faults (Majoros and Boyle, 1997). In NPPs, availability also is
affected by preventive maintenance, which can include the amount of time that equipment is out of service for
surveillance testing and for preventive maintenance. Such preventive maintenance can be a major factor in
reducing the overall availability of equipment.

Personnel performance can affect all of the factors related to availability. For example, while the time between
failures of a unit of equipment (R) is usually associated with such factors as the design of the equipment, operating
conditions, and the operating environment, it can also be affected by the performance of maintainers, since
improper maintenance can cause immediate or premature failures. The time required to repair equipment (M) is
affected by the ability of maintenance personnel to correctly and promptly detect, diagnose, and then fix the failure.
Thus, availability is affected by the ability of maintenance personnel to quickly and correctly perform corrective
maintenance, surveillance tests, and preventive maintenance.

The availability of equipment is directly related to plant safety. If equipment is unavailable because it has failed or
is being serviced, then plant safety or risk is affected by the amount of time that the safety functions of that
equipment are not available. When a single component is out of service for maintenance, the increased risk may
be expressed as follows (Samanta, Kim, Mankamo, and Vesely, 1994):

r = Rosd
m m
where:
T = single-event risk contribution from maintenance of component in question
R = increase in risk (core damage frequency) when component is down for maintenance
d, = downtime associated with the maintenance

The risk measure can be core damage frequency, severe accident frequency, an expected consequence level, or even
a system unavailability level. The plant’s probabilistic risk assessment (PRA) can be used to calculate the R

value. The maintenance in question could be either periodic preventive maintenance or corrective maintenance
event due to equipment failure. The yearly contribution to risk can be determined by incorporating into the

equation the scheduled frequency of the preventive maintenance or the failure rate of the component for corrective
maintenance events. The equation for the preventive maintenance case then becomes:

where:

R, = yearly risk contribution from preventive maintenance of the component in question
f.. = yearly frequency of preventive maintenance on the component

The corrective maintenance equation is similar with the component failure rate (f, ) substituted for f,:
R =f+ R+d
m r m
In addition, both the failures of equipment that have not been adequately maintained and personnel errors that
occur during maintenance can initiate transients. Increases in the frequency of these initiating events can also

affect plant safety; the effect on risk can be calculated by using the changes in the frequency values of the pertinent
initiators in the PRA.

5-3 NUREG/CR-6636



5 DEVELOPMENT OF TECHNICAL BASIS

In summary, the availability of plant equipment is affected by personnel performance associated with all of the
categories of maintenance activities discussed (i.e., testing, troubleshooting, disassembling and reassembling,
servicing and adjustment, and replacing and repairing). Changes in availability directly affect the plant’s risk as
determined by the plant-specific PRA.

The focus of this report is on maintainability features of digital systems that affect the performance of maintenance
personnel. This includes factors that affect the ability to quickly and accurately carry out periodic surveillance,
preventive maintenance, and corrective maintenance. Equipment that is not adequately designed to support
maintenance may delay completion of preventive or corrective maintenance, or may cause maintenance personnel
to make errors, both of which may reduce the availability of plant systems and increase risk.

5.1.3 Testability

The following discussion is derived from Bennetts (1984), who provides useful discussions of testability and other
concepts related to maintaining digital equipment. The amount of time required to detect and diagnose a failure
depends, to some degree, upon the complexity of the test and the ease with which it can be performed. Tests may
range from a simple continuity check (i.e., a verification that a circuit is not open) to a complicated evaluation of
an electrical system’s response to a specific pattern of inputs. Testability relates to the ability to develop and apply
tests to satisfy predefined levels of performance (e.g., detection and isolation of faults) within constraints, such as
cost and time, and is one of the considerations of overall maintainability. Thus, if the cost of testing a design is
excessive, then for practical purposes, the design cannot be tested.

Traditionally, the two disciplines of logic design and test program development were separated. First, the

designers created the circuit logic. Then, the programmers developed test programs to detect or isolate faults in the
circuit. However, the increasing complexity of digital circuits soon led to designs that, for practical purposes, were
virtually not testable. It is now recognized that testability must be included in the design process.

The primary objective of testing digital circuits, at the chip, board, or system levels, is to detect failures, including
hardware faults caused by problems in manufacturing, operating stress, and wear. Since the main concern is to
determine whether a fault is present, this may be referred to as go/no-go testing. The secondary objective of testing
is to locate the cause of a fault with enough precision to allow its repair to be carried out. This diagnostic testing
involves both detecting and locating the fault. Diagnostic testing applies to equipment designed to be repaired.

Circuit testing entails applying a stimulus signal to the circuit, observing the response, and then comparing it to a
fault-free response pattern. Normally, a circuit can only be stimulated (driven) through certain access points, such
as pins on integrated circuit chips or edge-connector fingers on printed circuit boards. Similarly, the circuit
usually can only be sensed (monitored) at other specific access points. Inputs that can be driven are called primary
inputs, and outputs that can be sensed are called primary outputs.

Testing may be described in terms of three major activities: generating, evaluating, and applying tests. Tests may
be generated and evaluated by designers during the design process or by maintenance personnel when installing
and maintaining the equipment. Tests are applied by maintenance personnel during both processes.

Test generation is the process of developing a set of primary inputs and their expected fault-free responses. These
are developed for a target fault list — a set of faults to be addressed by the tests. Two factors affect the ease of
generating tests: (1) the degree to which the circuit is controllable (e.g., through the range of possible test signals
and access points for primary inputs) and (2) the degree to which the circuit is observable (e.g., through the
available access points for primary outputs). When these features are not adequately built into a circuit, it is
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difficult to create the right circumstances to excite and propagate fault conditions. Test generation also may be
difficult for printed circuit boards and other devices that use stored-state devices within complex feedback
structures. The more complex the structure, the more difficult it becomes both to control and to observe the
behavior of the circuit. For designs using bus structures, the problems in formatting tests are more closely related
to understanding the complexity of LSI and VLSI devices than to controllability and observability. Some specific
problems include inadequate technical information and a lack of knowledge of the precise ways in which the
devices can fail.

Test evaluation is the process of evaluating the primary inputs and expected fault-free primary output responses to
ensure that the test set adequately covers the range of faults identified in the target fault list. One method for
evaluating tests is to physically insert faults into good devices or printed circuit boards, and then check to see that
the tests can detect or diagnose the faults. However, this method is limited by such factors as the lack of access to
integrated circuits and also that the physical faults must be limited to those that do not damage other parts of the
device. Another method is to simulate the faults using a software model of the circuit; this is called a logic fault
simulator. Faults may be selected from the target fault list and inserted into the model — individually for serial

fault simulators, or in predefined groups for parallel fault simulators. A limiting factor in simulations is the ability
of programmers to develop a model that accurately represents the behavior of the circuit. This inability may be due
to inadequate technical information, device complexities and differences, and unknown failure mechanisms.

Test application is the process of physically applying the tests to the real circuit. Problems can stem from the
limitations of ATE, such as maximum test rates and restrictions on fault dictionaries and other testing features.
Another problem is physical access and interfacing requirements, especially where devices on boards are physically
close to each other, or test programs require additional access through non-standard leads. Test application can
also be difficult when faults must be isolated, particularly for circuits that have global feedback structures in which
the cause-effect relationship cannot be resolved around a closed loop.

All three phases, test generation, test evaluation, and test application, can affect the performance of personnel
maintaining digital systems. Test application includes most of the tasks of maintenance personnel — detecting and
diagnosing failures in digital equipment. Test generation and evaluation may be undertaken by either design or
maintenance personnel. In either case, these activities have important effects on maintenance personnel because
deficiencies in generating and evaluating tests can result in equipment that cannot be adequately tested, or test sets
that do not thoroughly evaluate the equipment.

5.1.4 Human Error in Maintenance

Many theoretical analyses of human error exist with varying classifications of error types. One widely accepted
scheme divides errors into two major categories: mistakes and slips (Lewis and Norman, 1986; Norman, 1981,
1983; Reason, 1990; Reason and Maddox, 1996), based on consideration of intention. An intention is a high-level
specification that starts a chain of information processing, which normally results in accomplishing that intention
(Norman, 1983). An error in the formation of an intention, such as forming an inappropriate one, is called a
mistake. An error in carrying out an intention is called a slip.?

Mistakes are due to incorrectly assessing the situation or inadequately planning a response. The main sources of
information used by maintenance technicians for their tasks include displays and controls at the maintenance site,
labeling and other physical characteristics of the equipment to be maintained, information from operations

% Reason (1990) describes an additional type of execution error called a lapse, which will not be addressed in this report.
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personnel, procedures, technical support documents, and test equipment. From these information sources they
make decisions about the state of the plant, its systems, and équipment. This is important for selecting tests,
interpreting results, diagnosing and isolating malfunctions, selecting maintenance actions, confirming that they
were carried out properly, and verifying that the equipment operates properly afterwards. Mistakes made during
maintenance include formulating incorrect or inadequate plans, such as planning the wrong test or repair, or
failing to consider the full range of consequences of the planned maintenance. For example, a maintainer may
correctly conclude that a component should be tested but then select the wrong rule for the test. As another
example, a maintainer may incorrectly conclude from test results that component A should be replaced, when, in
fact, it is functioning properly, or, a maintainer may correctly conclude that component A should be replaced, but
fail to consider how its replacement may affect other system components.

Slips may take many forms during maintenance. They may involve the maintainer’s interactions with the plant’s
equipment, or with support equipment, such as procedures, technical support documents, and test equipment. A
schema is a sequence of linked behaviors that, through repeated performance or deliberate training, becomes
somewhat automatic to the individual; that is, the behavior can be performed without focusing a great degree of
attention on it. To control behavior, a schema must be first activated in memory and then triggered into action.
This occurs whenever the schema’s activation value and the goodness-of-match of its trigger conditions reach their
threshold levels (Norman, 1983). Slips result from "automatic” human behavior when schema (i.e., subconscious
actions intended to accomplish the intention) get waylaid en route to execution. Thus, while one action is
intended, another is accomplished. Lewis and Norman (1986) state that, on the whole, people can consciously
attend to only one primary thing at a time. They can do many things at once only if most of the actions are
automatic (subconscious), with little or no need for conscious attention. Thus, conscious attention often is focused
at high levels while low-level physical movements are controlled subconsciously. This lack of attention may result
in incorrect activation and triggering of schemas, which produce slips.

Slips may include improperly executed actions during periodic surveillances, troubleshooting, diagnosis and
isolation of malfunctions, installations, adjustments, repairs, replacements, and verifications of proper operation of
equipment after maintenance. For example, a maintainer may perform the intended test but may inadvertently
read or record the results incorrectly. As another example, a maintainer may intend to install printed circuit card
A into slot B but install it into slot C instead.

5.2 Industry Experience: Failures of Digital Systems

The following describes human performance considerations associated with maintaining digital systems that were
identified by reviewing industry experience. Section 5.2.1 discusses reviews by the NRC, Section 5.2.2 presents
an analysis made by BNL, and Section 5.2.3 discusses findings from analyses of international incidents.

5.2.1 NRC Reviews of Digital System Failures in U.S. NPPs

In ensuring the safe operation of nuclear reactors in this country, the NRC reviews operational events related to
digital systems. The following describes findings from some of these reviews.

5.2.1.1 NRC Information Notice 93-49
In Information Notice 93-49, Improper Integration of Software into Operating Practices (NRC, 1993), the NRC’s

staff reviewed four events that occurred in software-based digital systems of NPPs. The first event was a time-
delay error detected in the actuation circuitry of the anticipated-transient-without-scram (ATWS) mitigation
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system. This incident was attributed to a vendor’s technician loading an uncontrolled version of software into a
hard drive that had just been installed. This improper version rebooted (restarted) the system incorrectly.

The second event involved a failure of an annunciator driver, which caused the overhead annunciator system in the
control room to be inadvertently configured so that it did not update the annunciators to indicate the true alarm
status. The overhead annunciator’s design allowed an operator using a remote workstation to place an event
recorder in a mode other than the usual operating mode, and then enter password-protected software, without
encountering warning messages. The incorrect mode was accessed when a switch was wrongly positioned. Then
an operator, who was attempting to obtain data on system status, miskeyed the characters of a command that
happened to be a valid command in the accessed mode. This resulted in an unauthorized manipulation of the
system, and so placed the overhead annunciator system in the undesirable configuration.

The third event, a failure of the diverse scram system, occurred when an 1&C technician attempted to clear some
alarms by rebooting the system’s control processor. It was determined that the reboot was improper and rendered
the diverse scram system inoperable.

The fourth event involved an inoperable torus temperature monitoring system. The licensee found that three out of
twelve circuit cards in one channel had defective solder joints. The cards were replaced and the channel was
declared operable. Subsequent checkouts showed that the programming of a module in this channel was loaded
with an incorrect software algorithm that resulted in potentially non-conservative output. This problem was
addressed by loading the correct software.

The NRC described these events as examples of how inadequate integration of software-based digital systems into
operating practices, and inadequate knowledge of the intricacies of software-based digital systems by technicians
and operators caused Systems to become inoperable. Using these examples, the NRC noted that software-based
digital systems are susceptible to failure modes different from those of analog systems or hardware-based digital
systems.

5.2.1.2 NRC Information Notice 96-56

Information Notice 96-56, Problems Associated with Testing, Tuning, or Resetting of Digital Controls While at
Power (NRC, 1996) describes reactor transients, reactor trips, and actuations of engineered safety features caused
by testing, tuning, and resetting digital controls while the plant is at power. The NRC reviewed four events. In the
first event, testing of a recently installed digital adjustable-speed-drive modification to the reactor recirculation
pumps caused a rapid change in reactor power of 15 percent within 40 seconds. This event was attributed to a
keyboard (soft control) error in the set point of the reactor recirculation flow. A test engineer intended to type a
setpoint value of 51 percent, which an operator could execute, if needed, by pressing the "Enter" key. However, the
test engineer inadvertently transposed the digits (e.g., typed 15) and then pressed the "Enter" key. The error was
immediately recognized and the instruction corrected. This caused the rapid decrease and then increase in reactor
power.

In the second event, an NPP operating at 45 percent power experienced a loss of reactor feedwater control and a
subsequent decrease in the reactor vessel’s water level while changing an on-line configuration to accommodate a
recently installed digital feedwater control system. The event occurred after a minor change in software logic was
inserted into a backup control module, and the module was placed in the execute mode. A subsequent design
review found an error in the logic execution sequence in the original firmware that would have closed a feedwater
regulating valve any time the backup control module attempted to take control from the primary control module in
the automatic mode.
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In the third event, an NPP operating at full power experienced an automatic reactor scram on low reactor water
level. The low level resulted from an unexpected runback of two of the three reactor feedwater pumps, which
occurred while software parameters were being changed in a recently installed digital feedwater control system.
The cause of this event was attributed to inadequate design of the control system’s software. The design weakness,
unknown to plant personnel, caused the control system to automatically reinitialize to zero output when parameters
were changed in certain software blocks. This drove the feedwater pump’s speed-demand signal to zero for a few
seconds.

In the fourth event, an NPP experienced an automatic start of the motor-driven auxiliary feedwater pumps while
personnel were resetting the central processing units in the digital main feedwater pump turbine control system.
While 1&C technicians and a vendor’s representative were resetting the third of three central processing units, an
inadvertent trip signal was generated for two feedwater pumps caused by their having inadequately restored the
second central processing unit before rebooting the third unit. The main feedwater trip signal was generated
because the system sensed that two of the three central processing units were not functional.

The NRC stated that these events demonstrate that resetting processors in digital control systems or manipulating
software on-line as part of tuning or testing of digital control systems can result in unforeseen transients, reactor
trips, and actuations of engineered safety features. These events highlight the importance of evaluating proposed
changes and developing and implementing controls for any type of on-line manipulation of digital control systems.
Such administrative controls are needed to minimize potential errors and to develop awareness of the potential
effects of these errors.

5.2.1.3 Review of Digital System Failures: NRC’s Office of Analysis and Evaluation of Operational Data

The NRC’s Office of Analysis and Evaluation of Operational Data conducted a study to identify the types of digital
system failures that have occurred in the U.S. NPPs (Lee, 1994). Their study included 79 licensee event reports
(LERs) on computer-based digital system failures from 1990 to 1993. Four categories of failures were defined:
Software Error, Human-Machine Interface, Electromagnetic Interference, and Random Component Failure.

Any event caused by a software failure was categorized as a Software Error; these were further separated into
verification and validation failures, and configuration control failures. The Human-Machine Interface Error
category was defined as any event caused by a digital system failure attributable to human error, including
"...unauthorized computer data entry, deviation from procedure, and inadequate procedures for plant personnel”
(Lee, 1994, p. 3). Clearly, many software verification and validation failures and configuration control failures
also are caused by human error. However, these were counted in the Software-Errors category, and not the
Human-Machine category. Thus, Lee considered only those errors that occurred during plant operation and
maintenance, and not errors that occurred during the design. The Electromagnetic Interference category was
defined to include any event caused by electromagnetic interference, poor grounding, or poor connections. The
Random Component Failure category included any event caused by a random failure of a component.

The distribution (number/percent) of failures was as follows:
+  Software Error — 30 (38%)

*  Human-Machine Interface Error — 25 (32%)

«  Electromagnetic Interference — 15 (19%)

+ Random Component Failure — 9 (11%).
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Thus, software errors and problems with the human-machine interface accounted for approximately 70% of the
reviewed incidents.

5.2.1.4 Review of Digital System Failures: NRC’s Instrumentation and Controls Branch

A separate review covering the years 1987 to 1996 was conducted for the NRC's Instrumentation and Controls
Branch by Ganiere,® using a categorization scheme similar to that used by Lee (1994). One notable exception was
that the category that covered events involving the human-machine interface (i.e., the control room HSI), was not
restricted to human errors. Thus, some events in this category resulted from causes other than the actions of
operators or maintenance personnel, such as equipment deficiencies. Ninety-two failures were identified, some of
which were also discussed by Lee. The distribution (number/percent) of failures was as follows:

+  Software Deficiencies — 40 (43%)
*  Human-Machine Interface Problems — 14 (15%)
*  Electromagnetic Interference Problems — 9 (10%)

* Random Hardware Component Failures — 29 (32%).

As in Lee’s review, Ganiere found that software problems were a leading cause. A notable difference is the higher
percentage of events he attributes to random component failures; Ganiere attributed about 32% of events to
"random hardware component failures" while Lee attributed only about 11% of them to it.

5.2.2 Incidents Related to the Maintenance of Digital Systems
5.2.2.1 Review of Event Reports

BNL subsequently reviewed those events related to digital systems that were identified by Lee (1994) and Ganiere
(see Footnote 3), focusing on events involving maintenance and identifying the underlying human performance
considerations. From Lee’s descriptions of the failures assigned to the Human-Machine Interface Error category,
16 were considered to be maintenance related. The remaining events in this category were not examined further
because they either were related to operations, or there was insufficient information to relate them to maintenance.
One event, caused by the actions of operators during normal operations, was included because it resulted from the
use of a console that is usually used for maintenance and system configuration activities. In addition, two events
included in the Electromagnetic Interference category were caused by incorrect reassembly of digital equipment
during maintenance, and therefore, were considered maintenance-related. Thus, 18 maintenance-related events
were identified from the Lee (1994) study.

Of the 14 events included in the Human-Machine Interface Problems category by Ganiere, one was primarily due
to a software design defect; it was excluded from further consideration. The remaining 13 events were considered
maintenance-related. Among the 18 maintenance-related events from Lee’s study and the 13 from Ganiere’s
study, 3 were duplicates. Eliminating the duplicates gave a set of 28 events related to maintaining digital systems;
they spanned the years 1990 to 1996.

Descriptions of the 28 events were reviewed further to identify causes; many had more than one. The events were
organized into the following categories: Procedure-Related, Input Errors, Assembling, Testing, and Other to
indicate a primary cause (Table 5.1).

3Ganiere, J. (1997). (Draft findings from an unpublished study by the U.S. Nuclear Regulatory Commission). These events
also appear in a series of reports on failures of computer-based digital systems issued by the NRC 1&C Branch (Wemiel, 1997a
and b; 19964, b, ¢, and d; and 19954, b, and ¢).
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Table 5.1 Causes of Events Associated with Maintenance of Digital Systems

Procedure-Related (12)

In

Failure to follow the out-of-sequence situation procedures led to a reactor trip resulting from a general warning alarm on
both trains of the solid state protection system.

Inadequate procedures allowed the setpoint limit to be set at a lower level.

Inadequate change procedures for a database manual caused the setpoint of a wide-range gas monitor to be set
incorrectly.

Failure to follow procedures when entering the computer data led to a special condition surveillance being missed.

Lack of administrative control during troubleshooting led a technician not to return the process computer’s point to scan,
causing the plant computer’s point to go out of scan.

Procedural deficiency led a technician to miss bypassing the trip signals while preparing to test a reactor protection
system.

Inadequate documentation of computer’s operation led to an inadvertent bypass of the computer’s rod-position deviation
alarm, preventing the alarm from annunciating.

Lack of a work document or procedures for controlling an adjustment led to incorrect keypad entry, which caused the
analyzer not to operate.

Procedures did not test the entire component circuitry which led to missing the required surveillance, causing a violation
of technical specifications.

While rebooting one of three central processing units, an inadvertent trip signal was generated for both feed pumps. It
was caused by inadequate restoration of the second central processing unit before rebooting the third unit. Having two
central processing units out of service generated a main feedwater pump trip signal. (Maintenance personnel failed to
wait a specified amount of time after restoring the second central processing unit.)

A human error occurred while installing a backup microprocessor in the digital feedwater control system due to
insufficient vendor instructions for the special installation of the microprocessor. This resulted in feedwater transient
and reactor trip.

Improper rebooting in the intelligent control processor of the non-nuclear-safety digital automation control system
rendered the diverse scram system inoperable. (Inadequately trained maintenance worker failed to properly follow the
rebooting procedure.)

put Errors (11)

Incorrect entry on the computer scheduler program led to a required surveillance being missed.

Incorrect data value input to diagnostic software caused an inappropriate torque-switch setting.

A non-licensed test engineer typed an incorrect computer instruction and mistakenly entered the instruction causing a
decrease in the reactor’s recirculation flow and power.

While returning the computer of the core-operating-limit supervisory system to service after maintenance, a technician
entered the wrong date into it resulting in an erroneous core burnup value and rendering the core-operating-limit
supervisory system inoperable.

Eight programmable sensors for the containment hydrogen monitor were updated with the wrong temperature
compensation coefficients.

Incorrect data were entered into the computer database resulting in a non-conservative permit release setpoint on the
liquid waste radiation monitor. (Deficiencies in the software design were also identified.)

The containment hydrogen monitor became inoperable because incorrect calibration constants had been entered into the
post-accident containment hydrogen monitor computer.

The temporary annunciator system computer locked-up after an incorrect command was entered at the maintenance
console.

The temperature monitor became inoperable due to incorrectly entered software. (Two channels were inadvertently
assigned to the same detector.)

An inappropriate setpoint entered into the digital electrohydraulic turbine control system rendered the fast-open function
of the main turbine’s bypass valves inoperable.

An operator inadvertently accessed password-protected software and performed unauthorized system manipulations
causing a loss of the overhead annunciator system.
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Table 5.1 Causes of Events Associated with Maintenance of Digital Systems (contd.)

Assembling (2)

+  Loose and dirty microprocessor pin connections caused a relay failure, which led to containment ventilation isolation.

»  Poor electrical connections of one or more plug-in integrated circuits in the analyzer caused an inadvertent actuation of
control room ventilation.

Testing (1)
» A technician mistakenly connected digital multimeter input to the wrong system, which caused a reactor core isolation.

Other (2)

« A high-flow scram signal was generated during troubleshooting of the computer for the reactor’s recirculation flow
control system due to personnel error.

»  Electrical perturbation caused by a technician’s error caused a gas monitor channel to fail (leading to an Engineered
Safety Feature actuation).

The Procedure-Related category contains the largest number; it includes 12 (43%) of the 28 events. These were
due to inadequate procedures, the failure to follow procedures, or possibly both. Caution may be in order when
considering events attributed to a failure to follow procedures because the description may obscure other factors
that influenced personnel performance. For example, a failure to enter data as specified by a procedure may be due
to the inadequate design of the interface used for entering the data.

The Input Errors category contains 11 events (39%) involving entering commands or data via a keyboard.
Guidance addressing errors in data and command entry already has been developed for the hybrid HSI project for
the topic, Soft Controls (Stubler, O’Hara, and Kramer, 2000). NUREG-0700, Rev. 1 also has general guidance on
human-computer interfaces, which is also relevant to preventing input errors. Therefore, this topic is not discussed
in great detail in this report.

The Assembling category included two events (7%) that were due to improper electrical connections; these were
identified in Lee’s Electromagnetic Interference category. Testing contained one event (4%<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>