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Foreword 

Uncertainty arises continuously in applications where data needs to be 
integrated.  Mediator technology – followed by agent technology -  provides a 
paradigm within which to integrate data.  In this proposal, I studied various 
problems related to integrating multiple data sources and multiple reasoning 
paradigms.  I started by first looking at heterogeneous agents that can be built 
on top of legacy software code.  I developed, jointly with others, the notion of 
a heterogeneous temporal probabilistic (HTP) agent. HTP agents can build 
temporal probabilistic reasoning capabilities on top of multiple databases and 
software packages encoding different reasoning methods.  Subsequently, I 
developed methods to probabilistically reason about how to ensure 
survivability of multiagent systems.  Moreover, at the time, XML provided an 
important mechanism that could be used to hide the underlying differences 
between different databases. I proposed, jointly with others, the notion of a of 
a probabilistic interval XML database in which uncertainty spanning such XML 
DTDs could be expressed. Later, I extended this to the relatively new web 
standard, RDF.  Along a concurrent path, I also looked at the problem of 
probabilistic spatio-temporal reasoning and (SPOT) databases. SPOT 
databases are a paradigm for reasoning about moving objects where there is 
uncertainty about when and where a vehicle will be.  We also proposed the 



concept of pgo-theories for reasoning about plans of moving objects that are 
known in advance.  

Problem Statement 

Reasoning about uncertainty is an important aspect of all real world reasoning 
today, with specific relevance for the DoD.   In DoD applications, uncertainty 
abounds. We are uncertain about where an enemy vehicle might be – now or 
in the future. We are uncertain about even the locations of our own vehicles 
at a given point in time.  There is uncertainty in inferences about what these 
vehicles might be planning to do. This uncertainty also pervades data. There 
is uncertainty about the quality of data from different sources. There is 
uncertainty about how to answer queries against such data, and how to 
effectively deal with answering queries in the presence of spatio and/or 
temporal and/or data uncertainty.  The goal of my work was to develop the 
theoretical and practical foundations required to integrate multiple forms of 
data and reasoning when uncertainty was present. 

Summary of the most important results 

1. Heterogeneous temporal probabilistic agents. 

We proposed the concept of a heterogeneous temporal probabilistic (HTP) 
agent. An HTP agent is built on top of a given set of databases or software 
packages. Each software package is assumed to have a set of API functions 
whose signature (I/O types) is known.  Given an API function f, we say that 
p:f(a1,…,an) is a code call. Each ai can either be a value from the appropriate 
domain w.r.t. f’s signature or a variable over that domain.  When all the values 
are constant, a code call says “Execute function f defined in package p on the 
specified values” and return a set (there is no loss of generality in this). Thus, 
oracle:sql(“Select * from emp where Sal > 50k”) is a code call invoking a 
database query. A code call atom is an expression of the form in(X,cc) where 
cc is a code call.  When X is a variable, it can be bound to any object returned 
by the code call cc.  As an example, the code call atom in(X, 
oracle:sql(“Select * from emp where Sal > 50k”)) will bind X to any tuple 
returned by the database query expressed above. A code call condition is a 
conjunction of code call atoms and certain atoms called comparison atoms. 



For instance, in(X, oracle:sql(“Select * from emp where Sal > 200k”)) & 
in(Y,mapquest:route(X.address,office-address)) & Y.estimatedTime > 30 is a 
code call condition which tries to find all (X,Y) pairs such that X is an 
employee record about an employee who makes a lot of money (over 250K) 
but also has a long commute. An action atom is just like an ordinary atom, 
except that a special action symbol is used in place of a predicate symbol. 
For example, drive(X,Y,R) might be an action atom saying that some agent 
from drive from X to Y along route R. A tp-annotated action atom is an 
expression that says that the given action will be performed during some time 
window (specified by a temporal constraint) and that the precise probability 
that it will be performed at a given time (solution of the constraint) is given by 
a probability distribution. 

An HTP agent is a finite set of rules of the from “if some code call condition is 
true (across the multiple DBs and/or software modules) and if “some tp-atoms 
are true, then another tp-atom should be true.” 

We defined the syntax and semantics of HTP agents via the concept of a 
feasible temporal probabilistic status interpretation. An FTPSI specifies what 
an agent can do that is in accordance with its rules and in accordance with a 
change in state that has occurred. We developed algorithms to efficiently 
represent and manipulate FTPSIs and to compute an FTPSI when the agent 
needs to determine what to do. We outlined how FTPSIs could be utilized in 
the case of stock market applications and in electricity markets, though this 
was not done in sufficient detail to actually use in such applications. 

2. Probabilistic Interval XML. 

XML is a major platform that was proposed about 7-10 years ago as a way of 
replacing HTML-based web content by some slightly more semantic content.  
XML markups have subsequently been proposed for a very wide variety of 
application and data type domains ranging from images to video to music to 
geospatial and financial information. 

We developed some of the first methods to reason about the uncertainty that 
might be present in XML data. In particular, we proposed the “Probabilistic 
Interval XML” (PiXML) data model.  For instance, in a surveillance application, 



we might be able to classify a moving object as a vehicle, but we are not sure 
if  it is a tank (30%) or a truck (70%). If it is a tank, it might be 60% likely to be 
a T-70 or 40% likely to be a T-72.   PiXML deals with the ability to represent 
and reason about such uncertainty. 

We defined the concept of a probabilistic semi-structured schema and a 
probabilistic instance, and developed two semantics for it – a global possible 
worlds like semantics, and a more local semantics.  We showed that under 
some assumptions, the two are equivalent.  We then extended the relational 
model of data to include an algebra that manipulates probabilistic XML data.   

3. Probabilistic and temporal probabilistic aggregates. 

In this work, we considered a direct probabilistic database – a database in 
which entries within tuples have associated probabilities. How can we answer 
aggregate queries over such databases? 

Intuitively, each possible answer to such an aggregate query has a probability. 
We first developed a declarative semantics to answer aggregate queries to 
probabilistic databases.  Subsequently, we developed a naïve algorithm 
called GPA to answer aggregate queries over probabilistic databases. This 
algorithm takes exponential time. We showed that if we have to answer 
multiple aggregate queries, then we can do much better – rather than 
processing the aggregate queries sequentially, we can merge commonalities 
within them and exploit these commonalities in order to gain better 
performance.  Unfortunately, the worst case complexity is still exponential, so 
we decided to examine the possibility ot using heuristics.  We developed 
several heuristics as well as a prototype experimental implementation where 
we determined the conditions under which these algorithms worked well. 

 In a subsequent paper, we extended the above results to the computation of 
aggregates involving spatio-temporal data. 

4. Probabilistic RDF. 

Over the last few years, the use of RDF as a paradigm for representing 
knowledge has grown dramatically.  RDF and OWL ontologies exist on a wide 



variety of topics ranging from genetics to visual sensor data fusion.  These 
are clearly domains that are chock full of uncertainty - image processing 
programs based on Bayesian analysis often return probabilistic  identifications 
of objects, while relationships between a symptom or disease and the genetic 
markers a person may also be probabilistic. In order to express such 
information, we introduced Probabilistic RDF (pRDF) . We defined the 
concept of a pRDF schema and a pRDF instance . A pRDF-instance extends 
RDF triples by allowing unconditioned probability distributions over a set of 
possible values of an RDF triple.  We then provided a formal model theoretic 
semantics for pRDF based on the possible worlds probabilistic logics of Fagin 
et. al. and showed that we can associate a monotonic function with any pRDF 
theory --- this function has a least fixpoint that compactly represents the set of 
all quadruples entailed by the pRDF theory.  However, using the fixpoint to 
answer queries is not always desirable because the size of the fixpoint can be 
enormous. We developed algorithms to efficiently answer atomic queries with 
at most one variable. We developed an experimental tested showing that 
queries can be answered in very small amounts of time (a few seconds) for 
pRDF instances as large as 100,000 quadruples. 

5. Probabilistic “go” theories. 

There are many applications where one may wish to reason about a set of 
moving vehicles. For example, DARPA’s CoABS program developed the 
Coax SYSTE (jointly with the US Navy, Lockheed Martin, BBN,  and other 
companies) ways to predict where and when an enemy submarine would be 
in the future (and with what probability) based on knowledge about its past 
movements, terrain conditions, etc.  Their predictions consist of a set of 
statements of the form ``Vehicle V will be at location L with some probability 
in the interval [L,U]”.  Cell phone companies are (and in some cases already 
have) developed methods to predict where cell phone users will be going in 
the future ---  a small number of law enforcement agencies in the US already 
use such probabilistic predictions to track selected criminals and such 
predictions help determine where best to cut them off.  

We developed a principled approach to solving such problems by extending 
``go'' theories due to Yaman et. al.  Their framework is suitable for reasoning 



about applications where we know the vehicles' intended destinations --- 
however, there are many applications such as those mentioned above where 
this is not known with certainty.  A second drawback of the above framework 
is that while temporal indeterminacy is allowed via intervals, no probability 
measure is associated with those intervals. This again is appropriate when we 
are reasoning about plans known to us (e.g. flight plans), but is not 
appropriate when we are reasoning about a vehicle (e.g. an enemy vehicle on 
the battlefield) whose plans are not known to us with 100% accuracy. 

We proposed ``probabilistic'' go (PGO) theories by building on Yaman’s past 
work. A PGO theory allows us to reason about motion plans that we know as 
well as motion plans that we do not know with 100% certainty. We developed 
a syntax and model theoretic semantics for PGO theories. We then showed 
how to check consistency of PGO theories via linear programming. However, 
the size of the linear program in question may be exponential, leading one to 
initially suspect (wrongly) that consistency checking here is NP-complete. We 
subsequently determine that this problem is polynomially solvable (under the 
assumption that we are reasoning only about a finite future) by constructing a 
polynomially sized set of linear constraints for consistency checking and to 
answer certain kinds of queries called probabilistic “in” queries such as ``is 
vehicle id within a given region at a given time with probability over a 
threshold?'' Such queries are obviously of great utility. We developed 
experimentation showing our algorithms perform well in practice. 

6. SPOT databases. 

A SPOT database is a variant of pgo-theories and consists of statements of 
the form “The probability that a vehicle is within region r at time t is in the 
interval [L,U].”   In a series of two papers (one published, one undergoing a 
second round of revisions), we developed several results on SPOT databases. 

First, we developed the syntax and semantics of SPOT databases. We 
developed a naïve algorithm to check consistency of SPOT databases by 
solving a linear program associated with a SPOT DB.  Later, we realized we 
could do better. We found ways of significantly reducing the size of the linear 
program being solved, yielding a much faster consistency checking algorithm. 



We also studied two types of selection operations.  A cautious select operator 
corresponds to the situation where the SPT-atoms in the answer to the select 
query are somehow entailed by the SPOT DB. In contrast, the optimistic 
selection operation considers the situation where the SPOT atom is included 
in the answer if it satisfies the selection condition and is consistent with the 
answer.  We developed algorithms to answer both kinds of queries. We 
developed a highly specialized index structure called a SPOT-tree by 
modifying the concept of an R-tree and showed that it would greatly speed up 
the computation of optimistic selection queries.  

We also developed methods to answer join queries across a SPOT DB, and 
gave a brief outline of how union, intersection, and difference queries could 
be answered.  We also defined an expected nearest neighbor operation that 
allows us to define which objects are nearest neighbors to which other objects 
at a specified time with maximal probability. 

7. Probabilistic survivability of multiagent systems. 

One major obstacle to the wider deployment of multiagent systems (MASs) is 
survivability and reliability. MASs that are deployed across a network can 
quickly ``go down'' due to external factors such as power failures, network 
outages, malicious attacks, and other system issues. Protection against such 
unexpected failures that disable a node is critical if agents are to be used as 
the backbone for real world applications. 

We focused on how replication can form the basis of one tool (amongst many 
that are needed) to prevent an MAS from succumbing to failure. By replicating 
agents, we hope to increase the probability that the system will survive the 
failures, i.e., that at least one copy of each agent will continue to reside on a 
connected, working host computer, so that the MAS as a whole can function 
as a unified application. 

We built upon past work that defined the probability that a given deployment 
of an MAS will survive, and addressed two problems. How should we 
compute the survival probability, given a MAS and its deployment? And how 
can we find the optimal/most survival deployment, given a MAS, i.e. finding 
the deployment with the highest survival probability. 



We developed an abstract formal model to study the survival probability of a 
given deployment under the assumption of independence of node failures. 
We show that the complexity of the most survivable deployment  problem, 
even assuming independence, is at least NP-hard. We also show that for any 
polynomial approximation to find a sub-optimal deployment, there will be 
instances  in which the survival probability of the most survival deployment is 
1 but the algorithm returns a deployment with a survival probability of 0. Thus, 
any  polynomial approximation algorithm is guaranteed to find at least one 
terrible solution. We introduce two centralized algorithms to accurately 
compute the probability that a given deployment will survive. Both algorithms 
take exponential time. 

We then developed five different approximation algorithms to compute the 
probability of survival of a given deployment. We provide a detailed 
comparison of the performance of the different algorithms proposed in this 
work. These experiments try to identify the conditions under which one 
algorithm is preferable to another so that MAS applications have some 
foundation upon which to base a decision about which algorithm to use. 

 Technology Transfer 

Though none of the work in this proposal was directly transferred to any 3rd 
parties, some of the work done under this proposal led to follow up work that 
was transferred. 

The concept of an HTP agent led to the subsequent development of a related, 
but different concept called “Stochastic Opponent Modeling Agents” (SOMA). 
SOMA was used to build models of several tribes on the Pakistan 
Afghanistan border. Data on these tribes, collected under separate effort, was 
shipped to the Army’s 10th Mountain Division and was well appreciated.  
SOMA rules describing the behaviors of several tribes in the same region 
were shipped to the Army’s TRADOC Intelligent Support Activity and to 
Army/AMSAA. In both cases, the results were well received. 
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