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1. Introduction 

1.1. Scope 

The high-level objective of this contract, Augmented Reality for Maintenance and Repair 

(ARMAR), was to research the design and development of experimental augmented reality 

systems for maintenance job aiding.  The goal was to explore and evaluate the feasibility of 

developing prototype adaptive augmented reality systems that can be used to investigate how 

real time computer graphics, overlaid on and registered with the actual equipment being 

maintained, can significantly increase the productivity of maintenance personnel, both during 

training and in the field. 

1.2. Background 

Augmented reality (AR) refers to the generation of 3D graphics or other media such that they 

are overlaid on and registered with surrounding objects in the environment.  Applying AR to 

maintenance tasks could make it possible for users to be trained for those tasks, and actively 

assisted during their performance, without ever needing to refer to separate paper or electronic 

technical orders.  Incorporating instruction and assistance directly within the task domain, and 

directly referencing the equipment at which the user is looking, could eliminate the current need 

for personnel to continually switch their focus of attention between the task and its separate 

documentation. 

1.3. Research Objectives 

Our research program had the following objectives: 

• Investigate the feasibility of developing prototype adaptive AR systems that can be used 

for flight line maintenance. 

 

• Examine the effects of productivity of maintenance personnel when such adaptive AR 

systems are incorporated into flight line maintenance. 
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• Enumerate the open research questions in software and computing system support for AR 

technologies. 

 

• Investigate the requirements for generating 3D graphics that can be overlaid on 

surrounding objects in the actual physical environment. 

 

• Research the design and development of a prototype adaptive AR system that permits 

virtual training and task animations within a consistent user interface. 

 

• Identify one or more maintenance task domains of interest, and select maintenance job 

aiding activities to address within these domains. 

 

• Evaluate and determine appropriate displays, interaction devices, and position/orientation 

tracking technologies that could be employed in the design and development of prototype 

AR maintenance job aids for the tasks and activities. 

 

1.4. Research Approach 

Our research methodology for this work followed a three-step process: problem definition, 

AR concept exploration, and prototype design.  In our problem definition, we formally articulate 

the general maintenance job aiding problem that potentially requires an AR-based solution.  In 

AR concept exploration, we examine various AR concepts, technologies, and techniques vis-à-

vis maintenance job aiding.  This includes a detailed discussion of AR hardware and software 

and their advantages, disadvantages, and open research questions.  We then provide a look at 

potential benefits and limitations of AR application in maintenance job aiding.  This includes 

offering specific maintenance task domains and activities that are well suited for AR. 

In prototype design, we offer an initial high-level design for an AR-based maintenance job 

aiding system.  This design embodies one possible approach to an adaptive AR system that could 

combine virtual training and field use in a consistent interface.   
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1.5. Research Environment 

This work was conducted within the Computer Graphics and User Interface (CGUI) Lab in 

the Columbia University Department of Computer Science.  The CGUI Lab has a wide variety 

of tracking and display technologies, and computer graphics hardware and software, and has a 

long tradition of research in AR theory and practice.  To address the specific needs of an 

investigation into flight line maintenance, we acquired and refurbished a Rolls-Royce Dart 510 

turboprop engine (Figure 1), which has served as a test-bed for the analysis and concepts 

presented in this report.   

 

 
Figure 1. Rolls-Royce Dart 510 prototype component in Columbia University CGUI Lab 
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2. Problem Definition 

2.1. History of the Problem and Present System 

Current maintenance systems require even the most experienced user to continually reference 

prints, manuals, or computers that detail maintenance procedures, component data, and safety 

information. These artifacts must be held or placed within the maintainer’s environment, often 

outside of the maintainer’s field of view of the repair area.  This causes the maintainer to 

constantly switch their focus (context) from the repair area to the references and back again.  

During this process, the maintainer must synthesize the information from the references and 

apply it spatially and conceptually to a particular view of the repair area.  This process includes 

filtering references for relevant information, matching objects in the references to their real 

world counterparts, and identifying variations between the two views. 

Modern aircraft, vehicles, and other equipment exacerbate this problem.  These complex 

systems comprise numerous digital components that generate torrents of information that 

maintainers must factor into inspection, troubleshooting, and repair procedures.  Many agencies 

realized this in the 1990s, spawning the Interactive Electronic Technical Manual (IETM).  The 

IETM replaced stacks of paper manuals and reports with a single mobile computer whose user 

interface linked multiple sources of information into a single application.   

 However, despite their efficiency at bringing multiple references into a computerized 

interface, IETMs are still external to the interaction between the maintainer and the equipment 

he/she is maintaining.  This separation increases the overall time of the repair, injects errors into 

the repair process, and increases the cognitive load on the maintainer.   

2.2. Proposed Problem Statement 

 

Based on this background, and our research goals, we propose the following problem 

statement to guide our work: 
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Provide maintenance and repair assistance and training to users performing maintenance 

tasks, actively assisting in their performance, without ever requiring them to refer to 

separate paper or electronic technical orders.  Incorporate instruction and assistance 

directly within the task domain, visually integrated with the equipment the user is 

maintaining. 

 

3. AR Concept Exploration 

3.1. AR Background 

An AR system is formally defined by Azuma and colleagues [2] as a system that 

“supplements the real world with virtual (computer generated) objects that appear to coexist in 

the same space as the real world.”  These systems have three defining properties: (1) they 

combine real and virtual objects in a real environment, (2) they run interactively; and in real 

time; and (3) they register (align) real and virtual objects with each other.  AR is a well 

researched science with direct application to the maintenance job aiding domain.  In this section, 

we briefly review the theoretical underpinnings of AR, introducing several key research projects 

that are relevant to the system under study.   

3.1.1. Early Work 

AR emerged as a named field in computer science in the 1990s, as advances in computer 

hardware led to development of affordable computer systems capable of rendering tracked 

virtual content in the form of compelling real time graphics [42].  However, the most 

fundamental AR concepts and technologies date back to the early days of computer graphics 

research.  From the late 1960s to the early 1970s, Sutherland and his students, working at 

Harvard and the University of Utah, developed the first position- and orientation-tracked see-

through head-worn display (HWD) that overlaid graphics on the user’s view of the world [40].   

In the 1970s and 1980s, a small number of researchers studied AR at institutions such as the 

USAF Armstrong Research Lab, the NASA Ames Research Center, and the University of North 

Carolina at Chapel Hill. 
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In the early 1990s, Caudell and Mizell coined the term “augmented reality,” introducing 

the idea of using an AR system to replace the large boards, paper templates, and manual 

documentation used in constructing wire harnesses for complex airplanes such as the Boeing 747  

[11].  This work resulted in several fielded experimental systems [30]. Feiner and colleagues 

introduced the idea of Knowledge-based Augmented Reality for Maintenance Assistance 

(KARMA), demonstrating a system for aiding a user in servicing a standard office laser printer 

[15].  This system interactively generated 3D maintenance instructions using a rule-based 

component that tracked the position and orientation of the user and selected objects in the 

environment, and featured a tracked, optical see-though HWD that overlaid the instructions on 

the user’s natural view of the task (Figure 2).  Bajura and colleagues demonstrated a system that 

allowed a user equipped with a HWD to view live ultrasound imagery overlaid on a patient [4].   

 

 

 
Figure 2. Knowledge Based Augmented Reality (KARMA) [15] 

 



 7

3.1.2. Applications of Interest to Maintenance Job Aiding 

3.1.2.1 AR Applications in Maintenance and Assembly 

As mentioned above, maintenance and assembly tasks serve as natural applications 

for AR.  We attribute this to a variety of factors.  First, these tasks typically demand maximum 

preservation of a user’s focus on a specific area of interest.  A second requirement is the need to 

synthesize additional information, such as delicate and complex sequences, obtuse component 

identification, and lengthy textual data.  This synthesis is, in and of itself, difficult to place 

directly in the context of the area of interest using classic techniques such as prints, manuals, or 

laptops.  Instead, these approaches at best visually replicate a separate annotated view of the area 

of interest.  Consequently, if the user refers to these kinds of documentation, they temporarily 

switch focus (context) away from the actual area of interest to pictures and text describing it.  

Regaining the original context, while simultaneously recalling and translating the newly 

synthesized information, is burdensome.  For these reasons, AR is especially applicable to the 

areas of maintenance and assembly. 

From the mid 1990s on, several additional projects, of various levels of maturity and 

fielding, demonstrated this applicability and viability. Rose and colleagues developed a system 

for annotating real-world objects using AR [37].  This system featured augmented part labeling 

of an automotive engine, including the ability to label a part specified by the user with a tracked 

stylus (Figure 3).  A simplified 3D virtual model drives the labeling, using a z-buffer–based 

visibility algorithm to determine whether a designated point on each part is visible; only if that 

point is determined to be unoccluded in the current view, is the label for its part shown.   
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Figure 3. Annotating an engine with AR [37] 

 

Researchers at Columbia University developed several AR prototypes that demonstrated  

improved methods for the construction, inspection, and renovation of architectural structures

(Figure 4) [42].  One system, intended for inspection and maintenance, allowed a user wearing 

a tracked optical see-through display to examine building infrastructure.  A second system, 

focusing on assembly, provided step-by-step overlaid instructions for assembling a spaceframe

structure composed of a set of struts and nodes.   
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Figure 4. AR in architectural inspection (left) and construction (right) [42] 

 

Founded in the late 1990s, the ARVIKA consortium represented one of the largest 

augmented and mobile AR research projects targeting the areas of maintenance and assembly.  

This collaborative effort, funded by the German Ministry of Education and Research from 1999–

2003, developed augmented and mobile AR applications for general design, production, and 

services in the automotive, aerospace, power processing, and machine tool production sectors 

[18].  The Advanced Augmented Reality Technologies for Industrial Service Applications 

(ARTESAS) project was a descendant of the ARVIKA consortium focusing on development of 

user friendly AR applications for automotive or aerospace maintenance.  A notable goal of the 

ARTESAS project was the use of markerless tracking techniques in its applications, a move 

aimed at mitigating the effects of the difficult surface and lighting systems that characterize 

maintenance tasks.  This work produced several prototype applications (Figure 5), which are 

featured in a compelling video demonstration [45].   
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Figure 5. ARTESAS maintenance application [45] 

 

A related effort by a team of researchers at metaio GmbH features a monocular optical 

see-through display that communicates wirelessly to an AR application running on a standard 

notebook.  This application provides virtualized repair instructions, part labeling, and animation 

for maintenance steps.  The user’s head position and resultant field of view are calculated with a 

markerless tracking algorithm that uses video images of the work area in conjunction with a 

preprocessed CAD model of the equipment being maintained.  This allows the user to perform 

AR servicing and repair with little to no preparation of the environment [32]. 

Given the promising and noteworthy example applications introduced thus far, it is 

important to note that no single AR system has emerged as a proven and industry accepted 
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solution to maintenance and assembly tasks.  We offer possible explanation for this in Section 

 3.5. 

3.1.2.2 AR Applications in Training 

AR applications for training are especially interesting because many notable training 

tasks are similar to maintenance job aiding.  Additionally, these applications offer opportunities 

for dual use, where hardware and software designs are shared for training and executing 

particular tasks.  As explained by Young et al., “One advantage of AR over more conventional 

methods of providing additional information is that it can create a training environment without 

major modifications to the operating interface, or without having to create expensive simulation 

facilities.” [43] 

Boulanger demonstrates one such application used for training repair of a 

telecommunication switch [9].  In this system, users manipulate both tracked real components 

and virtual components to train repairing an integrated circuit board.  An interesting feature of 

this work is the ability for several networked users to exchange views of the repair area, 

supervise, and offer remote assistance.  

 

3.2. Generalized AR System Design Concepts  

AR applications have many important hardware, software, and human interface components.  

The many variations possible in the design and implementation of these components lead to a 

wide range of capabilities and limitations.  Because of this variance, it is helpful to think about 

AR systems according to a generalized design hierarchy.   

Figure 6 depicts a generalized design, proposed by Bimber and Raskar, for an AR application 

[6]. 
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Figure 6. Generalized design for AR applications 

 

The generalized design is comprised of four layers of components: 

 

Base Level.  This is the lowest level of design, and includes hardware and software designs 

for tracking objects in the real world, displaying objects and information to the user, and creating 

(rendering) computer-generated content.  Most research effort to date in the field of AR has 

occurred at this level.   

 

Intermediate Level.  This level of design, implemented mostly in software, is responsible for 

interacting with the user, presenting and arranging generated content, and providing authoring 

tools for creating AR applications.  It is our belief, and the belief of other researchers, that this 

level is only now beginning to emerge and contains many open research issues [35].   

 

Application Level.  This level, implemented entirely in software, consists of the overarching 

AR application.  It serves as the primary interface to the user. 

 

User Level.  This level represents the end user of the system.  This level is included in the 

generalized design to emphasize the user’s role in the application.  AR applications are highly 

dependent on human design issues, which must be considered independently of aggregate 

interface design approaches.  
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3.3. AR Design for Maintenance Job Aiding 

In this section, we decompose the generalized AR design into its various subcomponents, and 

describe concepts, technologies, and techniques applicable to designing an AR system for 

maintenance job aiding.  For each component, we examine relevant advantages, disadvantages, 

and open research questions.  While we concentrate on maintenance job aiding, more 

comprehensive overviews of AR concepts, technologies, and techniques can be found elsewhere 

[2, 3].  

3.3.1. Tracking 

Tracking refers to the process of determining an object’s position and orientation in 

physical space.  This fundamental task, inherent to all AR applications, provides important 

information for determining the state of objects (including the user) and their interactions.  

Tracking real world objects is vital to registering virtual objects, such as labels, with their real 

world counterparts.  Additionally, tracking information might indicate a key interface activity, 

such as a user pressing a virtual button.  In this section, we present an overview of tracking 

techniques relevant to maintenance job aiding tasks.  A more comprehensive review of AR 

tracking techniques and technologies is provided by Rolland and colleagues [36]. 

Tracking techniques are often classified using two taxonomies: the tracked object/sensor 

relationship and the tracker’s underlying technology.  The first taxonomy contains three classes: 

inside-in, inside-out, and outside-in tracking [31].  Inside-in technologies represent relationships 

where the tracked object and sensor are on the same body (e.g. a fiber-optic data glove).  Inside-

out techniques use sensors that are fixed to the object and determine their position and 

orientation from external emitters (either artificial or natural) in the environment.  Global 

Positioning System receivers are an example of this technique.  Outside-in techniques use 

sensors in the environment that track objects equipped with emitters.  Classic sonar and radar 

technologies use this technique.  For maintenance job aiding tasks, we feel that inside-out 

tracking techniques are the most applicable, based on mobility, size of the repair area, and 

variability in repair locations. 
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Tracking technologies for indoor and outdoor use1 generally fall into six categories: 

mechanical, inertial, electromagnetic, ultrasonic, optical, and hybrid.  Mechanical tracking 

systems use mechanical linkages tied to potentiometers and other electronic devices to determine 

position and orientation.  These systems provide extremely accurate position and orientation 

information, often serving as the baseline for tracker performance tests, and were used in the first 

AR system, developed by Sutherland.  However, a principal disadvantage of these trackers is the 

need for the mechanical apparatus that supports linkages and sensors, constraining the user’s 

freedom of motion.  We feel this renders most mechanical tracking technologies ill-suited for the 

maintenance job aiding task. 

Inertial tracking systems, which leverage the principle of linear and angular momentum 

conservation, represent an important tracker class, given their compact size and ability to 

function without an external source.  However, since these systems tend to drift over relatively 

short periods of time on their own, they are most useful when configured as part of hybrid 

systems, which we discuss later. 

Electromagnetic tracking systems employ sensors that determine their position and 

orientation inside an artificially generated electromagnetic field.  These systems are relatively 

inexpensive and provide relatively high accuracy.  However, these trackers are highly susceptible 

to interference from ferrous metal, and magnetic fields, especially in dynamic environments in 

which potential sources of interference are not stationary.  For this reason, we do not view 

electromagnetic trackers as viable alternatives for maintenance job aiding tracking requirements. 

Ultrasonic tracking systems calculate position by measuring the time ultrasonic signals 

from a set of transducers take to reach a set of microphones, assuming the speed of sound to be 

known.  These systems are also relatively inexpensive and provide a high level of accuracy; for 

example, the 3D position and orientation of a set of three rigidly mounted microphones can be 

determined based on the computed time of flight (and hence distance) to each microphone from 

each of a set of three rigidly mounted transducers. Ultrasonic systems were among the earliest 

trackers used in AR research, including Sutherland’s; however, they require a direct line of sight, 

can suffer from interference from echoes and other sources, and have a relatively low update 
                                                 
1 In this report, we do not address outdoor-only applications, for which various kinds of GPS systems have been 

used, or applications that require coarse (e.g., meter-level) tracking, for which RFID and infrared beacon 

technologies are applicable. 
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rate.  The only sufficiently high-quality systems currently available that use ultrasonic 

technology do so in combination with other technologies to address these deficiencies, and will 

therefore be discussed below with other hybrid trackers.  

Optical tracking systems detect light (either visible or non-visible) directly emitted from 

LEDs or other sources, or reflected.  They include marker-based tracking systems, which use 

video cameras to detect markers (predetermined black and white or colored patterns)  positioned 

at known locations in the environment (e.g., [10] [1] [16] [33]).  Because CCD cameras and the 

hardware and software needed to process digital video streams have become commodity items, 

these systems are inexpensive and can provide a high level of accuracy.  However, they require 

controlled lighting, and line of sight between camera(s) and marker(s).  

We maintain extensive experience with two marker-based systems that are widely used in 

the field of AR: ARToolKit [1, 24] and ARTag [16].  Both of these use a CCD camera to detect 

specialized markers, printed on standard computer printer. (While even web cameras intended 

for home computers may be used, significantly better performance can be achieved by using 

better quality COTS cameras.) The markers are fixed to coordinates and objects in the tracked 

environment.  Markers affixed to static points (e.g., aircraft components) can serve as anchor 

points for overlaid content.  Additionally, markers attached to movable objects, such as tools or 

replacement parts, can be used to determine the position and orientation of these items in the 

tracked environment, as well as anchor overlaid virtual content.   

ARToolKit [1, 24]  is an open-source framework allows developers to define their own 

marker designs and train the tracking system to recognize them in the environment.  However, 

the extra vision recognition step required to recognize and differentiate among these designs in 

real time impacts performance. In contrast, ARTag [16], uses a standard set of predetermined 

patterns that uniquely encode the identity of each marker (Figure 7), and differs from ARToolKit 

in a number of the algorithms it uses.  In numerous experiments with ARTag, we have found it to 

offer more highly responsive and accurate results in comparison with ARToolKit. 

Since the tags themselves are passive (requiring no power) and inexpensive to produce, 

marker-based trackers can work well in mobile environments.  Therefore, we believe this type of 

tracking technology is well suited for the development of proof-of-concept systems for the 

maintenance job aiding task.  A manageable number of markers attached to preregistered 

locations in the area of a repair could serve as anchor points for labels, instructions, and other 
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virtual content.  Likewise, markers attached to tools and replacement components would serve to 

track the repair’s progress and user’s interactions.  In most cases, maintenance units could install 

these markers permanently (similar to UID markers or barcodes) without interfering with system 

components.  For cases when this were not possible, maintenance personnel could affix 

temporary markers to predetermined mount points prior to a repair sequence.  

 

 

 
Figure 7. Marker-based tracking with ARTag 

 

Since marker-based tracking requires that markers be placed in the environment in 

advance and remain sufficiently visible during a tracked task, research in optical tracking has 

attempted to replace printed markers with natural features (such as visually unique parts of an 

engine), making possible markerless tracking [7] [13]. (Several examples of markerless tracking 

were discussed in Section  3.1.2.1.)  It is the general consensus among researchers that optical 
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tracking will converge on this type of tracking.  However, despite recent successes in the 

laboratory, we feel these techniques are 3–5 years from maturing into robust, generalized toolkits 

like those provided by ARToolKit and ARTag. 

Hybrid tracking systems employ two or more of the previous types of tracking, and fuse 

data to form a single estimate for location and/or orientation.  These systems have the advantage 

of redundancy, and can dynamically supplement the weaknesses of one tracking technology with 

the strengths of another.  

One hybrid tracking system that we have successfully used in outdoor mobile AR 

systems is the InterSense InertiaCube3, which provides 3DOF orientation information by fusing 

data from MEMS accelerometers, angular rate gyroscopes, and magnetometers (Figure 8).  

However, this tracker does not work well in the presence of nearby moving ferromagnetic 

objects, and is therefore ill suited for general maintenance job aiding tasks.  

 
Figure 8. InterSense InertiaCube3 hybrid inertial-magnetic tracker  

 

As part of this work, we tested two 6DOF hybrid systems that do not rely on magnetic 

sensors: the inertial-acoustic InterSense IS-900 tracker and the inertial-optical InterSense IS-
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1200 tracker (Figure 9).  We found that the IS-900 provides very accurate position (< 0.5cm) and 

orientation (< 1°) information for the user, as well as tracked components on our Dart 510 

engine.2  However, these trials relied on carefully installed infrastructure attached to our lab 

ceiling.  Therefore, we cannot recommend this type of tracking solution for flight line 

maintenance. However, such a system would be viable in a fixed maintenance facility such as an 

aircraft hangar or job shop. 

 

 
Figure 9. InterSense IS-900 hybrid interial-acoustic tracker 

 

The InterSense IS-1200 (Beta) is an inside-out, hybrid inertial-optical tracker that fuses 

location and orientation data from a wide-angle camera with orientation data reported from a 

collocated inertial unit [17].  The system operates by recognizing specially designed markers 

                                                 
2 All figures given for this and other trackers are conservative values obtained in our lab over a wide range of 

operating conditions.  
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(fiducials), printed on standard printer paper, similar in concept to those used in pure marker-

based systems.  In our work, we installed these fiducials on the ceiling of our lab, and used the 

tracker to report the position and orientation of the user’s head (Figure 10). This information was 

combined with a 3D model of the engine (registered to the environment) to allow prototype part 

labeling. This approach yielded highly responsive tracking results with high levels of accuracy (< 

0.5cm position, < 0.5° orientation) and no interference from the engine or other components in 

the environment.  The tracker’s hybrid design also made it resilient to intermittent variations in 

lighting, as well as rapid head movements.  Because of these results, we feel this tracking 

technology is well suited for tracking the head position and orientation of the user conducting a 

maintenance job aiding task. For flight line environments, large surfaces on the system being 

maintained could serve as mounting points for markers.  Alternatively, fiducials could be 

mounted on lightweight rigid frames that are attached to predetermined points on the maintained 

system. 

 

 
Figure 10. InterSense IS-1200 (beta) hybrid inertial-optical tracker 
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3.3.2. Registration 

In order for AR applications to merge virtual objects with real objects, the two sets of 

objects must be properly located and aligned.  This process is known as registration and, based 

on our analysis, represents the biggest theoretical and technological obstacle to creating an 

effective AR system for maintenance job aiding.  This is due to the precision needed in many 

maintenance tasks. For example, if a mechanic adjusts a pitch change link on a helicopter rotor 

by moving the retaining nut to a virtualized marker, a 5 mm error in registration could cause the 

mechanic to under adjust the nut, nullifying the repair.   

Registration errors typically result from five sources: distortion in the display, 

imperfections in the virtual 3D model, mechanical misalignments (in the tracker or display 

mounting), incorrect display settings, and tracking errors.  In the field of maintenance job aiding, 

all of these are manageable, with tracking errors being the most problematic.  These typically 

nondeterministic errors are largely influenced by fixed third party hardware or software 

implementations.  

It is a common assumption that registration errors will reduce with improving tracking 

technologies.  Recent work by Coelho, Julier, and MacIntyre challenges this assumption and 

proposes an alternative to relying on the future promise of better tracking technology [12].  Their 

OSGAR framework integrates registration error management directly into the rendering of 

virtual content.  Registration error estimates are calculated and propagated throughout an 

underlying 3D model, and virtual content is controlled and constrained according to various error 

levels.  For example, if the location of a particular component becomes suspect, the system may 

replace a label previously identifying that component with a coarser label tied to a larger (and 

less error-sensitive) parent.   

Based on our work in this project, we feel AR applications for maintenance job aiding 

should adopt this realistic view of registration errors.  If a mechanic is conducting a repair in an 

augmented environment, a level of error filter could alert the user (virtually) of degradation in 

registration.  This could result in an explicit warning (similar to cell phone signal strength bars) 

or an implicit warning in the form of a graceful degradation in performance (similar to speed 

restrictions on congested internet file downloads).  The mechanic could then continue the repair, 

taking requisite steps to supplement the loss in performance. 
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3.3.3. AR Display Technologies for Maintenance Job Aiding 

Display technologies in AR perform the important tasks of merging virtual and real world 

environments.  Two display characteristics important to AR applications are display resolution 

and stereoscopy.  Display resolution determines the level of detail available for generating virtual 

content in optical see-through displays, and both virtual and real world content in video see-

through displays.  Stereoscopy provides depth cues to the user and is important in performing 

tasks that involve arm’s length distance judgements.     

Display technologies fall into three general categories: head-worn, handheld, and 

projective.  Head-worn displays (HWDs) are mounted on the user’s head and present AR in front 

of one eye (monocular) or both eyes (biocular if the images presented to both eyes are the same, 

binocular if the images presented to both eyes form a stereo pair).  HWDs are further categorized 

according to how they combine views of the real and virtual worlds [29].  Optical see-through 

displays provide the user with a direct view of the real world (mediated only by optical 

elements), and overlay virtual content on top of this view. The real and virtual worlds are merged 

using optical combiners, such as half-silvered mirrors or prisms. Video see-through displays use 

cameras to capture real world imagery, combine the real and virtual content digitally or through 

videomixing hardware, and present it on the same displays.   

Optical see-through displays have the advantage of presenting the real world at its full 

spatial resolution, with no temporal lag, full stereoscopy, and no mismatch between vergence 

(the angle between the lines of sight from each eye to a given real world object) and 

accommodation (the distance at which the eyes must focus to perceive that real world object).  

However, some luminance is lost because of the reflectivity of the combiner, and many early 

designs included additional filtration to avoid overwhelming the relatively dim displays used for 

the virtual world. In addition, commercially available optical see-through displays cannot 

selectively suppress the view of any part of the real world, so bright real world objects can be 

seen through virtual objects that are in front of them, even when the virtual objects are supposed 

to be opaque. (One experimental system has overcome this obstacle by introducing a liquid-

crystal matrix and additional optics in the optical path to the real world, allowing selectable areas 

of the real world to be blocked [25].)  The lag-free view of the real world also emphasizes the lag 

that occurs in presenting the virtual world. 
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In contrast, video see-through displays have the advantage of allowing essentially 

arbitrary processing of both the real and virtual worlds, making it possible to render virtual 

objects that fully obscure real ones.  However, the real world is rendered at less than full 

resolution. Furthermore, because all imagery is typically presented on one display at a fixed 

perceived distance, both the real and virtual imagery will typically suffer from a vergence-

accommodation mismatch, often resulting in visual discomfort and misjudgement of distances, 

although this can be minimized if the system is designed and used for content viewed at a 

preselected distance.  

We tested a (now discontinued) Sony LDI-D100B stereo optical see-though display, 

shown in Figure 11, for viability in the maintenance job aiding task. While its 800×600 

resolution and approximately 30° horizontal field of view were sufficient for near-field tasks, the 

neutral density filters that it incorporates to compensate for its relatively dim LCD displays 

makes it difficult to see the repair area without the use of significant additional task lighting. 

More recent optical see-through displays use brighter displays and relatively transmissive 

optics (ca. 50%), but current commercial systems are split between lightweight (< 100g), 

relatively inexpensive (< $10K), monocular devices with a relatively small field of view (< 30°), 

such as the Liteye 500 and 750, and heavier (> 1000g), relatively expensive ($35K– $100K) 

stereo displays with a relatively wide field of view (> 35°), such as the nVis nVisor ST, 

Rockwell Collins ProView XL50, and SaabTech AddVisor 150.  These stereo optical see-

through displays were outside the budget available for this work, but we have evaluated all of 

them in vendor demonstrations, and believe that that they are optically well suited for job 

maintenance aiding, although far bulkier than users would prefer. 

Among the monocular see-through displays we evaluated, the Liteye 500 provides a 

crisp, but small image, with the advantage of manually adjustable focus.  (The Liteye 2020, an 

announced, but not yet available, binocular product, may be a good candidate for a relatively 

inexpensive stereo optical see-through testbed.)  We also evaluated a Lumus PD-10 800×600 

resolution monocular display, whose small size and lack of an opaque “frame”, provides the 

closest experience to an eyeglass form factor, and were sufficiently impressed to place an order 

in early 2006.  While the company has unfortunately been unable to deliver because of 

production difficulties, the PD-10, and newer binocular prototypes, remain interesting.   
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Figure 11. Sony LDI-D100B optical see-through display (with added camera and ruggedized mount) 

 

Optical see-through displays include a special class of display known as virtual retinal 

displays.  These systems have been developed and commercialized by Microvision, and display 

virtual content reflected from half-silvered optics onto the user’s retina using low-powered eye-

safe lasers [28].  However, the only affordable versions commercially available thus far have 

been monocular, red-scale systems, such as the Nomad 1000 that we have in our lab. While 

extremely bright and transmissive, they have a relatively low contrast ratio, and we have also 

found that many potential users appear to be psychologically uncomfortable with the idea of 

using a laser display.  Microvision is no longer producing these displays at this time, but is 

developing a small color display, which could be a viable option for the maintenance job aiding 

task.   
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 As part of our work on ARMAR, we procured and have tested an InnerOptic Vidsee 

video-see through display [39].  This display was originally developed for use in research 

projects in augmented surgery at UNC Chapel Hill.  The Vidsee supplements a Sony Glasstron 

LDI-D100B with a fixed dual mirror assembly containing a pair of cameras that is designed to 

provide parallax-free image capture—the cameras are virtually located at the same position and 

can share the same field of view as the user’s eyes (Figure 12).  In contrast, earlier video see-

through displays often positioned cameras above, or otherwise at different locations than, the 

wearer’s eyes.  Using the Vidsee display, we present the user with combined real and virtual 

stereo content stereo at 800×600 resolution, thirty frames per second, creating a compelling 

experience of an augmented workspace.  Based on our preliminary experience, we believe that 

this family of displays represents a viable display technology for the maintenance job aiding 

task, supporting a range of lighting conditions and the ability to present fully opaque virtual 

objects that is the hallmark of video see-through displays.  

 

 
Figure 12. InnerOptic Vidsee video see-through display (shown with IS-1200 beta tracker) 
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We see two sets of factors currently constraining the use of HWDs in the area of 

maintenance job aiding.  The first set of factors is a function of optical properties, including 

resolution, color capability, field of view, transmissivity, and stereoscopy.  Based on our 

experience, we recommend maintenance job aiding tasks use color, stereoscopic displays with a 

resolution of at least 800×600 pixels, a horizontal field of view of at least 30°, and, if optical see-

through, a transmissivity of at least 35%, or if video see-through, relatively parallax-free optics.  

Unfortunately, few commercially available HWDs meet these requirements, and price and 

physical bulk currently increase significantly for devices that exceed them.   

The second set of factors is a function of the size, weight, and appearance of these 

devices.  All stereoscopic HWDs that currently meet our resolution requirements are 

significantly larger and heavier than a pair of standard eyeglasses, the proverbial gold standard 

for mainstream acceptance of this technology.  Larger and heavier displays risk limited 

acceptance of these devices, particularly in maintenance domains where safety concerns can 

restrict any additional equipment worn by maintainers. However, we believe this acceptance risk 

is manageable with proper scoping of the job aiding application, as described in Section  3.6. 

Furthermore, we believe that the demands of consumer hand-held multimedia and 

gaming devices will soon expand the market for affordable HWDs that meet the requirements 

that we have suggested for maintenance job aiding.  Support for this belief comes, in part, in the 

success over the past year of opaque biocular displays, such as the myvu 

(http://www.myvu.com), which is marketed to video iPod owners. This $299 HWD weighs 75g 

and has dual 320×240 resolution color displays, which match the video resolution of the iPod. It 

provides an image that has a wider field of view than the built-in display of the iPod, is private, 

and does not require that the iPod be carried or placed within the wearer’s line of sight.  As the 

native resolutions of hand-held devices increase (e.g., the iPhone at 480×320, and the Toshiba 

G900 Windows Mobile 6 smartphone at 800×400), we believe that a significant potential market 

will be created for higher-resolution HWDs.   

Handheld devices, including mobile phones, media players, portable game machines, 

Tablet PCs, and Ultra-Mobile PCs (UMPCs), feature an LCD screen with one or more built-in 

cameras.  Like video see-through displays, these devices can capture images of the real world 

and overlay them with virtual content, creating an experience that has been referred to as a 
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virtual window or magnifying glass [35].  Mobile phones are especially lightweight, and low 

cost, with resolution and computational power increasing rapidly, and pixel density already more 

than adequate.  However, the small physical field of view of many of these devices (often 

mismatched with a wider camera field of view) and the need for hand-held operation currently 

make them poorly suited for use as a primary display in maintenance job aiding.  Nevertheless, 

they could play auxiliary roles as input devices or special viewing devices [19]. 

Projective displays project virtual content directly onto the real world [6].  The 

advantages of this approach include the ability to view an augmented environment without 

wearing a display or computer.  (Although head-worn projective displays have been developed, 

they are designed for projection onto retroreflective surfaces, ruling out typical maintenance 

domains.)  Bright projectors combined with relatively reflective task surfaces can make this a 

good approach for certain domains. However, these systems typically assume that all virtual 

material is intended to lie on the projected surface, limiting the kind of geometry that can be 

presented. Stereo projection is possible, in conjunction with special eyewear or the use of optical 

combiners in the environment, often in conjunction with head tracking, but this removes the 

appeal of not requiring special eyewear or modifications to the environment. For these reasons, 

we do not believe these displays will be as generally useful as HWDs for maintenance job aiding 

tasks. 

3.3.4. Graphics Rendering  

Graphics rendering refers to the low-level computation required to generate virtual 

content.  This process is typically handled by commodity computer graphics cards, and is 

normally transparent to a particular application.  Our experience with ARMAR and other recent 

AR applications confirms our belief that there are no graphics rendering issues precluding the 

use of AR in the maintenance job aiding domain.  However, we temper these findings with the 

following considerations. 

Initially, researchers characterized the graphics requirement for AR applications as light.  

Most early AR applications, due to constraints in other areas, featured a relatively small number 

of 3D objects, wireframe drawings, and labels [3].  However, given improvements in tracking 

techniques and display technologies, AR applications are demanding more graphics capability, 

even though requirements are significantly lower than for fully synthesized environments.  In 
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particular, textured high fidelity 3D models and video see-through displays represent two high 

demand consumers of computer graphics throughput. 

Several comprehensive frameworks exist to help meet this demand, most notably 

OpenGL and Direct3D (Microsoft Direct X).  These graphics frameworks are supported directly 

in most higher-end graphics cards, and provide such features as z-buffering, anti-aliasing, alpha 

blending, texture mapping, and atmospheric effects. We recommend any AR application for 

maintenance job aiding build on the capabilities of either of these two frameworks.   

3.3.5. Interaction Devices and Techniques 

Interaction devices and techniques represent the means for selecting and manipulating 

virtual and real objects through the AR application.  Because a definitive, standardized set of 

devices and techniques has yet to emerge for 3D user interfaces in general, let alone AR in 

particular, we offer an analogy from 2D user interfaces for clarification.  Modern 2D desktop 

user interfaces, such as those of Windows and Mac OS, are built on the Windows, Icons, Menus, 

and Pointing (WIMP) paradigm.  Users rely on the knowledge that windows are containers for 

applications and can be moved, sized, opened and closed by manipulating them with the mouse 

(pointing device); icons represent minimized windows, files, and applications, and can also be 

manipulated with the mouse; and additional interactions can be accomplished by using the 

mouse to select actions and objects from menus. 

AR applications could similarly benefit from having a standard, known set of user 

interface devices and techniques.  However a dominating set has yet to emerge.  In this section, 

we explore several techniques that we feel are especially useful for maintenance job aiding. 

One technique, which we developed as a prototype and further describe in Section 4, 

allows the user to manipulate an overlaid menu structure by using hand gestures to interact with 

one or more augmented controls. An augmented control is an otherwise unexploited and safe 

location in close proximity (arm’s reach) to the repair area, that provides a natural and intuitive 

affordance for a desired user interface action.  For example, a rotating washer on the housing of a 

fuel pump being repaired might serve as a wheel the user turns to cycle through virtual pages 

detailing the fuel pump’s repair procedure. When the user turns the washer to the right, a camera 

detects this motion and advances the pages.  Inside the AR application, virtual content such as an 

animated arrow is overlaid on the washer to cue the user as to the washer’s wheel functionality.   
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This proposed technique is analogous to a 3D interaction technique introduced by Conner 

and colleagues, where the user uses 3D widgets to manipulate an application [14].  These 

widgets, which are displayed at any location in a 3D scene (including arbitrary points in space) 

encapsulate geometry and behavior into a single virtual interaction device.  In our proposed 

technique, the geometry of these widgets is linked directly to actual surfaces in the environment, 

leveraging the natural affordances and tangible feedback of physical objects.   

Slay and colleagues introduced another potential technique of interest for the maintenance job 

aiding task [38].  This technique uses a series of tracked markers as switches and pointers. A user 

interacts with the system by selectively rotating or flipping over various tracked markers in the 

interface area.  The system determines the desired interaction based on the visibility, position, 

orientation, and relationship of these markers.  This interaction technique inherits the advantages 

of marker-based tracking: low registration error, robust vision algorithms, and low cost.  The 

technique also features tangible objects that provide feedback to the user.  A disadvantage of this 

technique is the requirement to be responsible for these unfixed markers.  One possible way to 

address this could be to mount markers on standard tools and other common accessories, creating 

dual-use interaction devices.  

3.3.6. Presentation 

The presentation layer in AR design uses primitives from the graphics rendering process 

to create, arrange, and animate higher level objects that form virtual content delivered to the 

display.  These higher level objects include labels, connecting lines, arrows, 3D models, and 

video.  We cover three concepts that warrant special consideration in presenting virtualized 

content to maintenance job aiding application: game engine software development kits, scene 

graph application programming interfaces, and object labeling. 

As we will discuss later in this report, game engine software development kits (SDKs) are 

well suited for the development of maintenance job aiding applications.  We mention them 

separately here because their 3D object management and advanced rendering capabilities are 

indispensable to the presentation of high quality virtual content.  Based on our experience with 

several game engines during the course of this work (described in Section  3.3.8), we recommend 

that high quality AR job aiding applications should use game engine SDKs as the basis for all 

virtual content presentation. 
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Scene graph application programming interfaces (APIs) represent another area of interest 

for virtual content presentation.  These APIs provide abstractions for creating, organizing, and 

moving virtualized content for presentation.  We tested one such API, OpenSceneGraph [47], as 

part of ARMAR.  The principal advantage of OpenSceneGraph is its robust suite of open-source 

classes (written in C++) for managing 3D objects and cameras.  These classes are well 

documented, encapsulate many advanced functions, and are easily integrated into applications.  

For example, we used this API and approximately thirty lines of our own C++ code to create a 

simple prototype application for part labeling.  This application supported two labels that 

automatically faced the user (using OpenSceneGraph’s “billboard” class), and linked to physical 

components via wireframe connectors.  Despite their rich feature set and ease of use, we feel 

scene graph APIs are a complementary, as opposed to comprehensive, technique for virtual 

content presentation.  They lack the sophistication and advanced rendering capabilities of game 

engine SDKs, and would require heavy custom code augmentation to produce applications. 

Our final highlighted consideration in this section addresses integrating virtual labels 

(and other annotations) into an AR presentation scheme.  This seemingly trivial task becomes 

extremely complicated given the large number of labels potentially required in a maintenance job 

aiding AR application.  For each label, the application must determine: 

• the visibility constraints specifying occlusion relationships between the label and real and 

virtual objects in the user’s current view, 

• the position of the label required to maintain minimum and maximum distances from 

other objects, 

• the size of the label required to maintain readability and reflect importance, 

• the transparency of the label required to prevent occluding essential virtual and real-

world objects, and 

• the priority of the label for display, as determined by relevant task filters and user 

preferences. 

To address these requirements in the maintenance job aiding application, we suggest 

adopting the basic strategy proposed by Bell and colleagues [5]. This approach uses a separate 

component known as a view management controller.  This component employs algorithms that 

keep track of occupied and unoccupied space in the user’s view of the scene, and dynamically 

control the display layout to satisfy the current display constraints, based on the user’s view, the 
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configuration of objects in the scene, and the task.  We believe this strategy is important based 

on our experience with previous labeling problems and analysis of the job aiding task. 

3.3.7. Authoring 

Authoring refers to the need for robust, generalized software tools for designing AR 

applications.  Examples of existing research systems include [20] [21] and [44] with specific 

applications of interest to maintenance job aiding featured in [22] and [27].  Although we did not 

directly evaluate such systems as part of this project, our experience with AR authoring tools 

shows them to be potentially viable approaches to the maintenance job aiding problem.  These 

tools offer several advantages, the most compelling being the ability of subject matter experts to 

modify and customize applications with minimum need for programmer assistance.  This allows 

after-market modification of an application to fit specific or evolving requirements.  

Additionally, if an authoring framework is well tested and integrated, it could free users from 

low-level design issues posed by surrounding user interaction, presentation, tracking and display 

functions.   

3.3.8. Application Design  

For the application layer of the maintenance job aiding tasks, we recommend leveraging 

the power of game engine SDKs.  These SDKs provide software interfaces and libraries that 

allow developers to apply the functionality found in popular computer games directly to an AR 

design.  This functionality includes advanced 3D graphics rendering, complex material 

modeling, collision detection, physics modeling, 2D user interface support, interfaces to 3D 

modeling systems, human character modeling, and advanced sound rendering.  This approach 

can make possible high quality, fast, and visual appealing applications. 

We experimented with several game engine SDKs as part of this work, the most notable 

of which were Source by Valve Software [48] and the open-source Irrlicht engine [46].  Source 

is a sophisticated and comprehensive game engine, used for the popular Half Life 2 and 

Counterstrike first-person shooter games.  The principal advantage of Source over many other 

game engine SDKs is its superior graphics rendering engine.  This engine, based on DirectX, is 

extremely fast and features built in dynamic texturing (required for video see-through displays) 

and occlusion texturing (important to allow real and virtual objects to occlude one another in the 

final rendered image).  Additionally, this SDK provides programming classes for networking, 
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complete management of any virtual object, and mapping tools for spatially arranging registered 

3D objects.  Moreover, because Source maintains lineage with popular mainstream video games, 

it is very stable and reliable, and has a large developer community.   

Source’s disadvantages include its complexity and partially closed libraries.  Source has 

over 100 poorly documented classes (written in C++), which make developing a Source-based 

application daunting for any developer.  Additionally, many of Source’s core components, such 

as the rendering engine, exist as closed libraries that cannot be modified.  However, despite these 

disadvantages, we feel Source’s sophistication, performance, and wide acceptance make it an 

excellent choice for development of a job aiding application. 

The Irrlicht game engine SDK, which we also tested as part of this work, is a lightweight 

open-source SDK written in C++.  The engine maintains the principal advantage of being very 

compact (< 30 MB of executable code), making it well suited for mobile platforms.  The 

rendering engine is also very fast, and applications designate at run-time whether to use either 

OpenGL or DirectX graphics libraries.  Several Java-wrapped versions exist, and the base C++ 

code for the engine is entirely open and very well documented. The principal disadvantage of 

Irrlicht is its lack of integrated support for advanced texturing, occlusion, mapping, physics, and 

character animation.  However, we feel the engine is still viable for a maintenance job aiding 

application. 

 

3.3.9. User Level Design Concepts 

In this section, we highlight several salient design concepts that pertain to the user level 

of the generalized AR design.  The first, which we partially described in Section  3.3.3, is user 

acceptance of the application.  Despite the issues involved with displays, an AR application 

could face additional acceptance challenges in the maintenance job aiding domain.  These 

challenges are a function of social factors, and the natural instinct to resist change, particularly in 

a high operations tempo, mission-critical, zero defects domain such as aviation maintenance.  

The key to achieving acceptance entails incorporating the end user into the early stages of the 

design process.  Doing so, and thus giving the user authority in deciding among design 

alternatives will help yield a system with the best chances for acceptance. 
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A second user-level concept, closely linked to the first, is the advantage of fielding any 

AR maintenance job aiding application as a dual-use system for training maintenance tasks.  

These types of systems have proven to significantly increase competency on maintenance and 

assembly type tasks [8].  Moreover, such systems could naturally guarantee acceptance when 

later used for actual repairs (either completely or partially).  If a user is trained with an AR 

system, they will naturally view the system as a supplement to any maintenance job aiding task.  

By first exposing the user to the system entirely as a training device, and then gradually 

incorporating more and more real world content, the user could become quite comfortable with 

the system.  These and other potential benefits are articulated by Young [43].  

Based on our analysis, we feel that a dual-use system could be easy built if a game engine 

SDK serves as the foundation for the application.  One could configure such a system to run 

entirely as virtual reality application, in which the entire task domain is presented solely through 

the computer, with little additional load on the underlying engine.   

3.4. Potential Benefits of AR in Maintenance Job Aiding 

 

Based on our experience and targeted research in this project, we have identified the 

following potential benefits as the most salient in using AR applications for maintenance job 

aiding: 

 

• Reduced head and eye movement.  Overlaying virtual versions of content normally 

presented in manuals, prints, laptops, and other off-plane references could greatly reduce 

the movement of the maintainer’s eyes and head.  This could decrease the maintainer’s 

work load, potentially improving health, efficiency, and endurance [41]. 

 

• Reduced context switching.  Overlaying virtual content can allow the user to maintain 

their focus (context) on the repair area.  This could increase productivity, as it allows a 

maintainer to synthesize supporting information and make decisions within in a single, 

constant, and spatially accurate mental model. 
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• Reduced time for repair sequence transitions.  AR applications can provide helpful cuing 

information, such as labels, arrows, and other artifacts to aid the maintainer in physically 

negotiating a repair sequence.  This could reduce the transition time required for a 

maintainer to move among spatially extended subtasks, potentially shortening the overall 

repair time. 

 

• Real time collaboration.  The AR application could push tracked information for the 

maintainer, tools, repaired components, and repair parts over a shared network.  This 

information could include streaming video from head-worn cameras or the merged output 

of a video see-through display.  This data would enable remote users to remotely monitor 

the repair and virtually render remote assistance. 

 

• Historical documentation.  Archived tracking data and captured display imagery could 

aid in recreating past repair sequences.  This information can provide helpful auditing 

information for accident investigation and training evaluation. 

 

• Complementary training application.  AR systems for job aiding, particularly those built 

on robust gaming technologies, could operate across a wide continuum of virtual to real 

content, while preserving a common software and hardware architecture.  This would 

support a variety of training techniques.  For example, using only virtual content would 

allow training scenarios to run entirely in virtual reality.  Alternatively, the application 

could use maximum levels of real world content, supplemented with virtual objects to 

train various contingencies.  This includes injecting artificial contingencies directly into 

ongoing repairs to take advantage of maintenance conditions that do not normally occur 

(similar to simulated battle drills or emergency procedures).  We emphasize that all of 

these training modes would share a common set of hardware and software. 
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3.5. Potential Limitations of AR in Maintenance Job Aiding 

 

Based on our experience in AR research and work on this project, we view the following as 

the main inhibitors to effective AR applications for maintenance job aiding: 

 

• Availability of small/lightweight HWDs with adequate resolution.  As described in 

Section 3.3.3, the limited availability of HWDs matching our recommended criteria for 

job aiding tasks restricts the hardware design space for this problem.  This will limit the 

development of AR applications for maintenance job aiding until such displays become 

more widely available and accepted.  

 

• Registration errors.  As described in Section  3.3.2, registration errors limit the level of 

spatiotemporal accuracy available for AR applications.  Even with the tracking and error 

management techniques suggested in this report, a lower bound on the types of activities 

performed with an AR application will always exist, based on the accuracy required.  An 

effective AR application must avoid this lower bound, and include a system for 

successfully managing any registration errors.  

 

• System acceptance.  As described in Section  3.3.9, AR systems risk rejection by 

individual users and the maintenance community as a whole.  Improvements in HWDs 

(reducing size and weight) are needed to offset this risk.  Additionally, any task domains 

must consider legitimate safety concerns surrounding the presence of AR equipment.  For 

example, HWDs could potentially limit a user’s awareness of obstacles and other 

dangers.  Likewise, cables and equipment might snag on the repair environment, 

potentially injuring the user.  To address these and other acceptance issues, the 

development of AR applications should include the end user early in the design process 

to ensure usability and buy in.  

 

• Data integration.  The detailed 3D modeling required to generate virtual content in an 

AR system for maintenance job aiding will bound the application’s applied scope.  

Providing an application that supports a wide range of repairs is not feasible without 



 35

significant efforts at modeling components to be maintained and integrating this data into 

a standardized format for storage and repair [34].  In our experience, such 3D models are 

not widely available from manufacturers, requiring significant after-market modeling 

using expensive 3D scanners and manual processing. 

 

• Complexity.  With any new technology, there exists a tendency to apply it ambitiously to 

a wide range of problems and settings.  At this time, such an approach could undermine 

the success of AR applications in the maintenance arena.  Instead, design efforts must 

focus on relatively simple and targeted applications that provide high functionality and 

tangible results. 

 

• Value modeling.  Little theoretical work exists documenting the value added by AR to the 

maintenance job aiding task.  Researchers must furnish tangible evidence to convince 

decision makers and maintenance communities of the value an AR approach provides in 

productivity, accuracy of repair, and user effectiveness. 

 

3.6. Proposed Target Domains and Tasks  

 

Based on these potential advantages and limitations, we propose the following target 

domains and tasks for initial prototype exploration:   

 

Ground-level inspection tasks.  We see ground-level inspection tasks as viable targets for an 

AR application.  These tasks would feature a maintainer inspecting a component by executing a 

series of steps in which they compare a component’s current condition against established 

standards.  For each step in the series, the application would cue the mechanic to obtain optimal 

views of the repaired component, which are augmented with virtual content describing 

specifications, base-line conditions, and examples of abnormalities.  This task would include 

limited hands-on procedures, such as opening and closing various access panels. We restrict the 

user to the ground for this task, as climbing onto structures or crawling into confined areas 

requires more precise tracking and poses safety issues.  The inspection task would be the 
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simplest to implement from a design perspective, as it does not require complex user interaction 

or the tracking of replacement parts.   

 

Removal and installation of line replaceable units (LRUs).  These tasks feature a mechanic 

locating a single LRU, removing this component, and replacing it with another.  Other than 

manipulating a few connecting cables and fasteners, no disassembly would be required.   

 

Initial troubleshooting.  These tasks feature a mechanic navigating a complex decision tree 

and inspecting components in order to diagnose a maintenance condition.  These tasks do not 

involve significant assembly or disassembly,  AR application could be very helpful in these tasks 

by (a) posing troubleshooting questions while cuing the mechanic to inspect various (possibly 

hard to identify) areas, (b) overlaying diagnostic data, and (c) displaying specifications and other 

standards. 

 

3.7. Summary of Findings and Recommendations 

 

• The potential benefits of AR applications for job aiding are: reduced user head and eye 

movement, reduced context switching, reduced time for transitioning repair sequences, 

real-time collaboration with other users, historical documentation, and support for 

training. 

 

• The main inhibitors of AR application for job aiding are lack of sufficiently capable 

head-worn displays, registration errors, risk of rejection, data integration, complexity, and 

value modeling. 

 

• Because of these inhibitors, no system has emerged as a proven and industry accepted 

solution to this task.   

 

• Recommended task domains include ground-level inspections, line replaceable unit 

removal and installation, and initial troubleshooting. 
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• The application should employ registration error management techniques (such as the one 

described in Section  3.3.2) to allow the system to function in the presence of errors. 

 

• Optical, marker-based tracking systems should be heavily incorporated into the 

application for component and tool tracking.  Of the two best known marker-based 

systems, ARTag is the system of choice for this task. 

 

• A hybrid inertial-optical inside-out tracking technique (such as the one provided by the 

InterSense IS-1200) is well suited for tracking the mechanic. 

 

• Mechanical and electromagnetic trackers are not viable technologies for the majority of 

maintenance tasks. 

 

• Ultrasonic trackers are not viable for outdoor flight line versions of this task, but could be 

used in fixed facilities. 

 

• HWD technologies currently available for these tasks risk rejection by the user. 

 

• Stereoscopic, video see-through, HWDs are one of the best display configurations for this 

application.  The minimum recommended resolution for these displays is 800×600 pixels.  

Few commercially affordable and compact designs meet these criteria. 

 

• Stereoscopic, high-resolution optical see-through displays, particularly those that 

minimize occlusion of the user’s view of the real world, are viable display alternatives for 

this problem.  These are especially well-suited for applications in which the user needs 

better resolution than the best cameras can provide and strongly prefers not having their 

vision mediated by a camera/display.  

 

• Handheld displays should not be used as the primary display for these applications.  

However, these displays could serve in supporting display roles. 
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• Projective displays are not a viable display alternative for many of these applications that 

require projecting on unmodified real-world objects. 

 

• No clear, widely accepted set of user interaction techniques has emerged for this (or any 

other) AR application. 

 

• Scene graph libraries, such as OpenSceneGraph, are not rich enough on their own to 

serve as the unifying basis for an AR application for this problem. 

 

• AR authoring tools, specifically those designed for maintenance and repair, represent a 

viable approach to building maintenance job aiding applications.  These tools are 

particularly useful for maintenance environments requiring frequent modification and 

adaptation to meet evolving requirements. 

 

• Sophisticated view management algorithms, such as the one described in Section  3.3.6, 

should be incorporated for display layout, including part and component labeling. 

 

• Developers should leverage game engine SDKs as the basis for AR applications for 

maintenance job aiding, such as the Valve Source SDK or other SDKs linked to 

mainstream game engines.  For smaller applications, particularly those requiring mobile 

platforms, we recommend the Irrlicht game engine. 

 

• Designers should incorporate end users early in the design of AR applications for job 

aiding.  These users should be given authority in generation of design alternatives and 

user interface decisions. 

 

• Every effort should be made to field a dual-use application that supports both training and 

actual conduct of job aiding tasks.  We feel such a system is feasible when a game engine 

SDK provides the basis for the application. 
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4. Prototype Design 
Based on the research outlined in this report, we present an initial prototype design for an AR 

infrastructure for maintenance job aiding.  This design (Figure 13) includes recommended 

software and hardware components that encapsulate the specific findings and recommendations 

of our work.  We also detail research conducted into a new augmented controls user interaction 

technique for use with maintenance job aiding AR applications. 

4.1. ARMAR Client 

The ARMAR Client represents the central module in our prototype design, and runs as a 

mobile application collocated with the maintainer.  A game engine API, such as Valve Source, 

serves as the foundation for the entire ARMAR Client.  The client application consists of four 

central components: a User Interface Controller, a Maintenance Procedure Controller, an 

Object Tracking Controller, and a Data Controller.  

 

4.1.1. User Interface Controller 

The User Interface Controller handles all aspects of rendering, presentation, and user 

interaction.  It produces a composite image, containing both real and virtual content, which is 

delivered through a DirectX-enabled hardware graphics controller to a video see-through HWD. 

The controller features a Registration Management subcomponent, which is responsible 

for registering virtual content with the real world.  This component uses an algorithm that 

handles uncertainties in geometric transformations, such as OSGAR [12], which allows the 

application to provide usable content in the presence of varying levels of registration error.   

The Registration Management subcomponent reconciles data received from the Object 

Tracking Controller (discussed below) with data provided by a Virtualized Component 

Management software module.   The Virtualized Component Management module produces 

content dedicated to user interface tasks (e.g., instructions, cueing data, and warnings), as well as 

labels for specific repaired assemblies and parts.  This module also generates virtual assemblies 

and parts corresponding to sections removed from or installed on repaired equipment. It would 

use view management techniques, such as those described by Bell and colleagues [5]. 
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4.1.2. Maintenance Procedure Controller 

The Maintenance Procedure Controller encapsulates information and control logic 

specific to the maintenance job aiding domain.  This highly coupled component loads the current 

repair task and related information, and then monitors the user’s overall progress through 

specific repair steps.  Additionally, this controller sets the overall repair context for the User 

Interface Controller, allowing the application to filter virtual content to include only labels, GUI 

objects, models, and user input relevant to the current repair task.  The highly coupled nature of 

this component permits developers to easily update and configure the ARMAR Client 

application for specific repaired systems without altering the overall client design. 

This controller includes functionality for designing, specifying, and editing the actual 

content and control logic used in the application.  This includes textual data and specialized 

media (e.g., models, images, audio, and video) used to describe and augment the repair tasks and 

maintenance environment.  Additionally, the controller also provides functionality for describing 

user interactions with the system. 

The maintenance procedure controller also contains logic for configuring the ARMAR 

client as a training application.  The controller specifies which aspects of the application are 

strictly virtual, augmented (virtual and real), or strictly real.  This allows the application to 

function either entirely as a virtual training tool or as a training tool used in a real maintenance 

training environment (either operating entirely in support of training, or providing ancillary 

training during actual maintenance tasks).   

4.1.3. Object Tracking Controller 

The Object Tracking Controller tracks the user and other objects.  A Motion Tracking 

Software Interface tracks the user, and leverages a third-party InterSense API to communicate 

with a physical IS1200 hybrid tracker.  This API, which we tested as part of our research, is 

robust, stable and easy to integrate into custom designs.   

The Component Tracking Interface provides tracking data for tools and other objects, 

such as removed and replaced repair components.  An ARTag Tracker Class, which tracks 

markers attached to tools and repair components, provides the tracking data.   
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The Gesture Controller is responsible for recognizing and parsing user gestures used for 

interacting with the application.  This component provides the augmented control functionality 

we developed during this project and detailed earlier in this report.  A separate camera provides 

the gesture tracking data. 

4.1.4. Data Management Controller 

The Data Management Controller acts as a data layer for the ARMAR Client and 

interfaces with a single, unified data store that houses all information required by the application.  

The data store contains information about the user, such as preferences, specific skill sets, 

experience, and interaction history.  The data store also features information about the 

environment, such as lighting and location data.  The data store holds domain specific data, such 

as repair sequences, component labels, and warnings.  Finally, the data store also contains the 3D 

models required for registration and production of virtualized content. 

4.2. ARMAR Server 

Our design includes the concept of a centralized ARMAR Server.  This server interfaces 

through a wireless network to numerous ARMAR Clients and other applications.  This facilitates 

collaborative job aiding scenarios in which multiple ARMAR Clients operate in the same 

physical space or as geographically separate units providing remote support.  Additionally, the 

server allows integration of other applications, such as purely virtual environments used for job 

monitoring, historic review, or remote assistance.  The server also provides remote data 

management functions for updating or querying individual client data stores.   
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4.3. Prototype Demonstration: Removing the Oil Pressure 

Transducer 

In order to test the viability and software/hardware integration of our design, we 

implemented a portion of the ARMAR Client as a prototype demonstration (Figure 14).  At this 

time, the demonstration’s implementation is limited to partially implemented user interface and 

object management controllers.  The entire design is built on top of the Valve Source game 

engine SDK, receives tracking data from an InterSense IS1200 Beta hybrid inertial-optical 

tracker, and renders stereoscopic content using an InnerOptic Vidsee video see-through HWD. 

 

 
Figure 14. ARMAR prototype demonstration 
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Currently, the demonstration documents the removal of the Dart 510 oil pressure transducer, 

and could be expanded to include additional maintenance tasks.  Figure 15 shows an actual 

screenshot of the application, as presented on the HWD.  At the top of the screen, the application 

presents the title of the overall repair task.  Just below the title, the application displays the 

current subtask (removing one of four retaining nuts).  Virtual 3D labels and other indicators 

pertaining to the tasks and subtask are overlaid in the center of the screen.  At the bottom left 

corner of the screen, a red and white label presents a warning.  The bottom right hand corner 

shows an iconified version of the main tool used for the current subtask.  The background of the 

screenshot is an image captured from one of the cameras in the HWD. (The actual application 

uses two cameras to capture a stereo pair.) 

 

 

 
Figure 15. ARMAR prototype demonstration screenshot 
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The prototype provides a bright and usable augmented view of the repair task.  Rendering 

performance averaged 30 frames per second (in stereo) on a computer with a 2.61 GHz dual core 

AMD processor, 2 GB of RAM, and a NVIDIA Quadro 4500 FX2 graphics card.  Video 

capturing is accomplished by a Matrox Morphis capture card.  Preliminary analysis of tracking, 

with minimal effort applied to registration, revealed excellent update speeds, closely matched 

virtual and real content, and minimal jitter. 

Despite our limited implementation, these results were very helpful on several levels.  First, 

the demonstration allowed us to work through many software and hardware issues, such as 

integrating the captured stereo pair and tracking data into Valve Source and rendering the game 

engine’s DirectX-based content in stereo on the NVIDIA graphics card.  Second, the results 

validated the capabilities of our chosen software and hardware implementations.  Third, the 

demonstration enabled us to test several presentation and user-interface concepts (e.g. labeling 

and instruction delivery).  Finally, the availability of a compelling video see-through display 

featuring high-resolution graphics and backed by fast and accurate tracking provides us with an 

excellent environment for continued work in maintenance job-aiding and other domains. 

 

4.4. Augmented Controls: A Prototype User Interaction Technique 

In Section 3.3.5, we introduced a prototype user interface technique based on user 

manipulation of augmented controls.  The following series of photos shows a running example of 

our proposed interaction technique.  Figure 16 is a manually annotated digital photo that depicts 

the primary elements of the interface area.  A hex nut located to the far right of the repair area 

(top of figure) serves as a start and select button.  This augmented control activates the overlaid 

menu and selects menu items.  We chose the hex nut as the anchor for this augmented control, 

because it affords many characteristics of a real button in appearance, size, and feel.  Next to the 

button are four louvered engine joints that serve as buttons for the menu items.  We selected 

these points because they naturally protrude from the engine and share the geometry and physical 

width of the items displayed in the menu.   
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Start/Select Button
(Hex Nut)

Menu Buttons
(Louvers)

Repair Area
(Transducer)

 
Figure 16. Augmented controls interface area 

 

Figures 17–20 show the user activating the overlaid window, loading the first step, and 

iterating over the task steps.  These captured screen shots are individual 800×600 pixel frames 

rendered in the stereoscopic video see-through display, and do not include virtual overlays for 

the augmented controls. 
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Figure 17. User activates repair menu 
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Figure 18. User selects repair procedure 
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Figure 19. System loads first step and hides menu 
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Figure 20. User cues for next step 

 

 Our implementation uses a single web camera, mounted on a stationary pedestal, which 

captures images from the interface area at 30 frames per second.  These images are then analyzed 

by a computer-vision–based gesture-parsing algorithm implemented in three phases: data 

reduction, gesture matching, and gesture parsing. 

In the data reduction phase, we segment each color image from the camera into a sparse 

binary version.  Because our application is primarily interested in detecting the user’s hand, we 

adapted a segmentation algorithm used by Kjeldsen [26] that filters for significant values of the 

primary color red in the source image’s 24-bit RGB color format.   This algorithm capitalizes on 

the high levels of red that naturally reflect from human skin.  When coupled with a controlled 

lighting environment (one limited in naturally occurring red light), this filtering can effectively 

isolate a user’s hand from other objects in an image.  In our implementation, we conducted 

statistical analysis of several sampled images, with and without gestures, to establish the 

following filter: 
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where r, g, b correspond to red, green, and blue luminance values stored as bytes in the original 

image.   Figure 21 depicts an example binary image segmented when we apply our filter to a 

source image captured with our application.    

 

 

 
Figure 21. Example binary image 

 

As portrayed in the example figure, the binary image results in groupings of pixels (one large 

grouping with several smaller groupings) called connected components.  Our algorithm 

recursively and quickly scans the binary image (now containing roughly 5% of the original 

number of pixels in the color image) for these connected components, then selects the largest 

component as the user’s hand.    

The next phase of our algorithm, gesture matching, calculates the location of the pixel ph in 

the hand’s corresponding connected component C, where: 
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The algorithm then attempts to match this pixel, which represents the “highest” hand 

generated pixel in the original image, to the physical coordinates of the various augmented 

control interface points.  In order to facilitate this matching, our algorithm must transform ph, 

which is measured in camera coordinates, to interface coordinates.  To accomplish this 

transformation, we use Kjeldsen’s approach [26] to calculate the transformation matrix Â, where: 
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(x0, y0) = upper left corner of interface area (camera coordinates), 

(x1, y1) = upper right corner of interface area (camera coordinates), 

(x2, y2) = lower right corner of interface area (camera coordinates), 

(x3, y3) = lower left corner of interface area (camera coordinates), 
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w = width of interface area (in interface coordinates), and 

h = height of interface area (in interface coordinates). 

 

Our algorithm uses the resultant transformation matrix Â, and the following set of equations, 

to calculate the interface coordinates for the highest pixel in the hand’s connected component: 
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 The algorithm then matches the translated interface point (xm , ym), now in interface 

coordinates, to physically measured 2D polygon regions representing the augmented control 

points in the interface.   If the translated coordinates fall within one of the polygons, the 

algorithm classifies the hand’s connected component as a particular gesture.  Figure 22 shows a 

table of interface coordinates to gesture mappings used in our application. 
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All units in centimeters 

Figure 22. Mapping interface coordinates to gestures 

 

The final phase of the algorithm, gesture parsing, tracks the current state of the interface, and 

transitions to new states based on incoming gestures.  We accomplish this by implementing a 

finite state machine (Figure 23).  At any particular instance during use of the interface, this state 

machine resides in one of seventeen states, and transitions to new states based on incoming 

gestures.  These states and transitions are briefly described below: 

 

START STATE.  The start state for the system. All menus are hidden. The repair text 

(instructions for the user about the particular maintenance step to perform in a repair) is hidden. 

 

SHOW REPAIR SELECTION MENU.  The user selected the Repair Selection Menu by 

gesturing on the interface button (B00). The Repair Selection Menu is displayed on the screen. 

 

HIDE SELECT MENU.  The user selected the “Hide Menu” menu item in the Repair 

Selection Menu (W00). 

 

SELECT REPAIR1.  The user selected the first repair in the Repair Selection Menu (W01). 
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SELECT REPAIR2.  The user selected the second repair in the Repair Selection Menu 

(W02). 

 

LOAD REPAIR1.  The user selected the interface button (B00) while the first repair was 

selected. The system loads the repair’s first step in the display, and hides the Repair Selection 

Menu. 

 

LOAD REPAIR2.  The user selected the interface button (B00) while the second repair was 

selected. The system loads the repair’s first step in the display, and hides the Repair Selection 

Menu. 

 

SHOW SUB MENU.  The user selected the Repair Submenu with the interface button (B00) 

while an active repair is underway. The system displays the Repair Submenu. 

 

SELECT HIDE SUB MENU. The user selected the “Hide Menu” menu item in the Repair 

Submenu (W00). 

 

SELECT NEXT STEP. The user selected the “Next Step” menu item in the Repair 

Submenu (W01). 

 

CONTINUE REPAIR. The user selected the interface button (B00) while the “Hide Menu” 

item in the Repair Submenu is selected. The state simply hides the Repair Submenu. The system 

reached this state as an intermediate internal transition. 

 

SELECT STOP REPAIR. The user selected the “Stop Repair” menu item in the Repair 

Submenu (W01). 

 

SELECT EXIT. The user selected the “Exit” menu item in the Repair Submenu (W01). 
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LOAD NEXT STEP.  The user selected the interface button (B00) while the “Next Step” 

menu item in the Repair Submenu is selected. The state loads the next step for the current repair 

(if applicable). The text describing the next step is displayed in the interface and the system hides 

the Repair Submenu. The system then transitions to the CONTINUE REPAIR state. 

 

STOP REPAIR.  The user selected the interface button (B00) while the “Stop Repair” menu 

item in the Repair Submenu is selected. The system removes any text in the interface’s display 

and hides the Repair Submenu. 

 

EXIT.  The user selected the interface button (B00) while the “Exit” menu item in the Repair 

Submenu is selected. The system issues a call to close the application. 

 

DONE WITH REPAIR.  This intermediate step is reached if the last step in a repair 

sequence is reached following a LOAD NEXT STEP state. The system adds a “Repair 

Completed” message to the display and hides all menus. 

 

System performance is highly resistant to errors in gestures because the physical control 

point naturally restricts and canalizes the user’s gesture.  A disadvantage of our implementation 

is the susceptibility of the vision algorithm to lighting conditions.  This could be addressed in 

future implementations by leveraging more robust vision algorithms or by using fiducials. 
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 We believe this augmented control interaction technique is viable for the maintenance job 

aiding task for several reasons.  First, with minimal practice, a user can learn to negotiate the 

nearby augmented controls while keeping their eyes focused on the repair area.  Second, because 

the controls are within arm’s reach, a user can minimize the time needed to activate the controls 

and return their hands to the repair area.  Third, we believe it is possible to identify sets of 

physical component/ augmented control heuristics that apply across a wide variety of mechanical 

features; for example, “all washers are wheels” or “the largest outboard hex nut is the activation 

button.”  We also feel we can improve our preliminary implementation of the technique by 

converting the 2D text currently displayed in the translucent windows to 3D text rendered at key 

locations in the environment (e.g., on surfaces near the repair).  This would prevent 2D artifacts 

from occluding the user’s view of the repair area. Finally, as suggested by Hoffman, physically 

touching virtual objects with tangible feedback enhances realism in the augmented environment 

[23].
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