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1. BACKGROUND 
Prediction of cavitation inception on Navy propulsors is a very challenging task that has 

preoccupied propulsor designers for many years.   This is in fact true for predictions using scaled 
experimental tests as well as for predictions based on analytical/numerical modeling.  Over the 
past few years very significant progress has been accomplished by the community in terms of 
both experimental measurements and numerical techniques development and their application to 
the problem.  Novel sophisticated velocity flow field measurement techniques and their efficient 
practical application to propulsor studies both at Navy research centers and at other Navy funded 
laboratories has enabled impressive measurements of the complex flow field in details never 
observed before.  These observations quantified mainly the space variations of the flow field 
using some time and space averaging.  Some effort, but so far less impressive, has also illustrated 
the time unsteady nature of the challenging phenomena. However, additional efforts are 
necessary but require tremendous capabilities in data storage and analysis to provide us with time 
fluctuations of pressures.  In parallel impressive progress in computational techniques and in 
computer power has enabled more and more complex and large simulations. These have included 
Reynolds Averaged Navier Stokes (RANS) simulation, Large Eddy Simulations (LES) and 
Direct Numerical Simulations (DNS) applied to larger and larger problems. 

 
This sophistication in the investigative tools has brought out that original assumptions 

concerning vortex cavitation inception in a propulsor were too simple, understandably due to the 
lack of knowledge, measurement, and prediction of the detailed flow phenomena.  While 
‘developed’ cavitation follows the rules already established by the community, cavitation 
inception prediction and detection appears to be a moving target function of the progress in the 
technology.  Indeed, recent observations seem to indicate that unsteadiness of the flow field and 
phenomena initially thought to be secondary may be predominant factors for ‘early’ inception.   
Here, we are using ‘early’ (and ‘developed’) to denote that the definition of cavitation inception 
itself is an evolving concept with detection occurring ‘earlier’ and earlier with advances in 
acoustic means of detection and reduction in background noise. 
 

Our contribution to propeller cavitation study was to address the problem of bubble 
nuclei in the liquid flow field and their dynamics. We have successfully undertaken efforts to 
consider the interaction between the nuclei dynamic and the ‘basic’ liquid flow field, and 
considered the influence of the inclusion of bubble dynamics effects on cavitation inception 
predictions. As contradictory as it may appear, most predictions ignore the presence of bubble 
nuclei ignoring numerous studies that have indicated significant differences in the experimental 
cavitation inception results between tests even on the simplest geometries (head forms, disks, 
NACA 2D and 3D foils). This has been observed systematically when tests were conducted on 
the same body in two different facilities as well as when tests were conducted in the same facility 
at different times using different start-up conditions (different nuclei content). This was again 
restated at the 2003 ASME meeting and the Cavitation Inception symposium in Hawaii [1-3].  

 
Basing their procedures on the engineering definition that a liquid will cavitate when the 

pressure in the liquid, p, drops below the vapor pressure, pv, most (if not all) designer predictions 
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are based on a single-phase (liquid) flow studies and totally disregard bubble presence and 
behavior. This was in fact quite acceptable and accurate when the considered liquids, at 
laboratory and full scales, were assumed to be fully saturated, and when cavitation inception was 
not ‘called’ under the present much stricter conditions. Our studies have established that when 
the bubble nuclei sizes and their numbers are small (deep submergence, or well degassed 
laboratory conditions) deviations from the p=pv inception criterion can be very significant. This 
results in under-prediction of cavitation inception which occurs as intermittent bursts of single 
bubble noise. 

 
Our approach has resulted in the development of the following tools: 
1. DF_MULTI_SAP© : A Lagrangian bubble nuclei tracking method, which works in a 

complex flow field provided by either a numerical flow field solver, or from detailed 
experimental observations of the flow field. 

2. 2D/3DYNAFS© A: 2D/3D numerical method to compute cavitation bubble and cavity 
dynamics including cavitation on solid surfaces which allow discretized panels to 
switch from solid to free surfaces when the cavitation criterion is reached (sheet 
cavitation). 

3. DF_UNCLE: A numerical method which enables full 3D cavity dynamics and two-
way interaction in complex flow fields described by a RANS or a direct Navier 
Stokes Solution (DNSS) method. 

4. A combined RANS and DNSS method to enhance flow field simulation. 
 
Using the vortex flow fields generated either by a finite-span hydrofoil, an open 

propeller, or a ducted propulsor, we have applied the above tools to study the influence on 
maximum bubble size (visual cavitation inception detection) and on emitted acoustic noise of the 
following parameters:  

• Nuclei size distribution,  
• Initial bubble nuclei size, 
• Cavitation number, 
• Vortex flow field properties, 
• Bubble deformation, splitting, reentrant jets, 
• Scale effect. 

 
 This enabled us to elucidate the importance of the inception criterion selection on the 
results, and allowed provision of preliminary scaling rules for inception, as well as for maximum 
bubble size, amplitude and frequency of the emitted sound 
 
 The work conducted under this project is detailed in the attached publications.  A 
summary of some aspects of the work and results, as well as additional information not covered 
in these publications are given in the following section. 
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2. SUMMARY OF THE WORK 
2.1 SCALING EFFECTS ON CAVITATION INCEPTION OF FINITE-SPAN HYDROFOIL [4] 

 
DYNAFLOW’s approach to investigate the  cavitation inception problem is to follow the 

individual bubble nuclei present in the flow field in a Lagrangian way using DF_MULTI_SAP© 

and observe whether the bubbles experience explosive growth to make them visible or generate 
large acoustic pressure signals, which make them detectable. The nuclei, when subjected to 
variations in the local liquid pressures, respond dynamically by changing volume, oscillating, 
and eventually growing to become visible due to explosive growth. This is followed by a 
succession of collapse and growth phases and cumulative gas transfer into the bubbles. 
DF_MULTI_SAP© solves the bubble motion equations and bubble dynamics accounting for flow 
non-uniformity through incorporation of bubble surface averaged quantities: pressures and 
velocities and a bubble slip velocity pressure term [4-7]. This numerical model allows 
consideration of the spatio-temporal variations of the location and size of the bubble nuclei. 
 

Using the above approach, we have studied cavitation inception under different 
conditions.  The first is that in the tip vortex of a hydrofoil. We consider a practical nuclei 
distribution model obtained by randomly distributing the nuclei in space and time according to 
observed nuclei size distributions. This model is applied to emit randomly in time and space 
nuclei for a tip vortex flow over an elliptic hydrofoil at different scales (Figure 1). In this study 
the flow field was obtained by a steady-state Navier-Stokes computation which provided the 
velocities and pressures flow field for the bubble dynamics computations. The SAP spherical 
model is then used to track the nuclei emitted in a pre-selected nuclei release area and to record 
the acoustic signals generated by their volume oscillations. Figure 2 shows an example of a time 
sequence of a visible cavitating bubble and the corresponding pressure signals emitted when 
cavitation events occur. 
 

 
Figure 1. Location and size of randomly distributed nuclei. 
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Figure 2. Example of cavitation inception simulation using DF_UNCLETM and DF_MULTI_SAP©. 
 

An “acoustic” criterion, which defines the cavitation inception by counting the number of 
acoustical signal peaks that exceed a certain level per unit time, was then applied to deduce the 
cavitation inception number for three different scales (small, medium and large) which 
correspond to three different Reynolds numbers, 1.44×106, 2.88×106 and 5.76×106 . Figure 3 
shows such curves when two limit acoustic pressure levels, 10 and 40 Pa, are used to call 
cavitation at the two scales.  With a criterion to call cavitation based on the number of detected 
peaks and acoustic pressure level, one can determine the cavitation inception number from 
Figure 3. Here, the deduced cavitation inception numbers for the three scales for the criteria: 10 
peaks/second which exceed 10 Pa and 50 peaks/second which exceed 40 Pa, are shown in Table 
1 for weak water and in Table 2 for strong water. The deduced cavitation numbers and minCp−  

can then be fitted to the classical power formula i eR γσ ∝ , and the fitted values of  γ  are also 
shown in the two tables.   
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Figure 3. Scaling of cavitation inception for a set of NACA hydrofoils. 
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Cavitation Inception Number σi Reγ curve fit 

~ Rei
γσ  Small 

Scale 

Medium 

Scale 

Large 

Scale 
γ 

-Cpmin 3.34 4.34 5.48 0.357 

10 peaks/sec over 10 Pa 3.28 4.33 5.47 0.369 

50 peaks/sec over 40 Pa 3.12 4.28 5.44 0.401 

Table 1. Summary of the power constant in the scaling law for the NACA hydrofoils  
in the case of a relatively large void fraction. 

 
 

 
Cavitation Inception Number σi Reγ curve fit 

~ Rei
γσ  Small 

Scale 

Medium 

Scale 

Large 

Scale 
γ 

-Cpmin 3.34 - 5.48 0.357 

10 peaks/sec over 10 Pa 3.20 - 5.40 0.377 

50 peaks/sec over 40 Pa 2.00 - 5.18 0.687 

Table 2. Summary of the power constant in the scaling law for the NACA hydrofoils  
in the case of a relatively low void fraction. 

 
From this study we have learned that scaling effects and deviations from the classical 
0.4

i eRσ ∝  increase as the inception criteria become more stringent (i.e. as the threshold 
pressures for cavitation is lower –less background noise-   and as the number of peaks is 
lowered). More cavitation inception events are detected per unit time for the larger scales than 
those obtained by using the classical scaling.  This is due to the fact that a relatively larger 
number of nuclei is excited by the tip vortex at the larger scale due to both increase of the nuclei 
capture area and of the size of the vortex core.  

 
The average nuclei size in the nuclei distribution was also found to have an important 

impact on the cavitation inception number. Scaling effects (i.e. deviation from classical 
expressions) become more important as the average nuclei size decreases. This study was 
however conducted before we learned about the importance of the interaction between the tip 
vortex and the wake, as described later below, and it should be repeated using more accurate 
flow field description of the tip vortices. 
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2.2 EFFECT OF VORTEX/VORTEX INTERACTION ON CAVITATION INCEPTION FOR DUCTED 

PROPULSOR [12] 

Experimental observations [8] of cavitation inception on ducted propulsors have 
indicated that the interaction between tip-leakage vortex and trailing-edge vortex may cause 
early cavitation in the strong interaction region of the two vortices. RANS simulations [9-11].  
have failed to predict both the value of the cavitation inception number and the location of 
cavitation inception on a tested ducted propulsor. Analysis procedures based on the Reynolds 
averaging concepts and/or using averaged experimentally measured quantities were also not 
successful in correlating the observed inception location and index with the deduced Cpmin value 
and location. Our investigations [12] proved that the hypothesis that vortex/vortex/nuclei 
interaction involve highly transient phenomena that need time accurate solutions or 
measurements (not time averaged) to reproduce the correct predictions. Using a direct Navier 
Stokes solution (DNSS) simulation of the region of interest (Figure 4) combined with bubble 
dynamics using realistic nuclei size distribution and our DF_Multi_SAP© approach, we were 
able to recover very well the experimental results. 

 

 
Figure 4.  Computational domain for the DNSS simulations with bubble dynamics and RANS input 

solution 

We used the RANS solution to impose boundary conditions on the inner computational 
domain where DNSS simulations were conducted (Figure 4). The Cpmin vs. downstream distance 
curve obtained with the new approach and time-accurate solution showed a much lower value of 
the Cpmin  and a much further downstream location from the blade of this minimum(Figure 5).  

 
Figure 6 shows the comparison of iso-pressure surfaces between the DNSS results and 

the previous RANS computations. The resulting solutions illustrated with iso-pressure surfaces 
agree much better than the RANS computations with experimental observations for fully 
developed cavitation in the vortex core as well as for the value of the cavitation inception 
number and the cavitation inception location (Figure 7, Figure 8).  
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Figure 5.  Comparison of the pressure coefficient versus downstream distance from the propeller blade 

tip between RANS solution and our DNSS simulations. 

 
Figure 6. Iso-pressure surfaces equivalent to cavitation extent at various cavitation numbers as 

obtained by the RANS solution and the current DNSS solution. 

 
Figure 7. Comparison of cavitation extent between the numerical simulations and the experimental 

observations of Chesnakas and Jessup, 2003. 
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Figure 8. Bubble trajectories and size variations during cavitation events for three cases. 

 
2.3 EFFECT OF PRESSURE FLUCTUATIONS ON CAVITATION INCEPTION FOR A DUCTED 

PROPULSOR [13] 

Although the improvements were significant using the combined RANS and DNSS 
simulations as described in the previous section, the predicted location of cavitation inception 
was still a little farther upstream than the locations observed in the experiments.  In addition, it 
did not vary much over time as in the observations, which showed intermittent cavitation 
inception events in a relatively large area. 

We have improved on the work described in the previous section by including the 
presence of unsteady turbulence fluctuations from the upstream flow field [13], implicitly 
neglected when using the RANS solution to define the boundary conditions. While any 
unsteadiness of the flow field due to the vortex/vortex interaction can be resolved by the direct 
numerical simulation, the turbulence fluctuations entering the computational domain are 
inherently filtered out when the RANS solution is applied at the inlet boundary.  To investigate 
the importance of unsteady velocity and pressure fluctuations as well as vortex wandering on the 
results, the magnitude of the velocity components and the location of the two vortices were made 
to vary in time at the entrance of the computational domain in manners similar to experimental 
observations.  To do so, random fluctuations were imposed with realistic characteristic 
amplitudes and frequencies.  Based on existing PIV and anemometry experimental observations, 
the locations of the gap and trailing-edge vortices were oscillated around the average position 
with various amplitudes and frequencies within the measured values. The same was imposed on 
the transverse and longitudinal velocities. 

Computations with different fluctuation levels were conducted and their effects on the 
vortex/vortex interaction and the resulting time-varying minimum pressure and location were 
compared.  As illustrated in Figure 9 the value of the minimum pressure coefficient, Cpmin,  
fluctuated moderately remaining in the -12 to -13 range, while the location of inception varied in 
the presence of fluctuations much more significantly, i.e. between 0.3 and 0.7 chord length.  This 
is explained by the Cpmin curve shown in Figure 10, which in fact possesses two minima. 
Depending on the location of capture of the incoming nucleus, bubble explosive growth would 
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occurs in either of the two regions.  This analysis further confirmed our earlier results, and 
resulted in even better correlations with the experimental observations for cavitation inception 
location and index value.  

Realistic bubble nuclei distribution were also propagated through the computed unsteady 
flow field and cavitation events was monitored using DF_MULTI_SAP© to study cavitation 
inception and noise generation [7]. The results of bubble nuclei simulations obtained in presence 
or absence of unsteady inlet flow fluctuations are illustrated in Figure 11, which shows a 
superposition of all visible cavitation bubbles in the domain.  This figure illustrates the fact that 
the fluctuations result in the bubbles growing explosively at different locations at different time, 
between the two Cp minima.  This explains why experimental observations reported inception at 
different locations larger than 0.3 chord length. 

 

 
Figure 9.  Time variations of Cpmin and its location for several conditions of imposed fluctuations about 

the RANS input boundary conditions in the direct Navier Stokes numerical solutions. 

 

 
Figure 10. Pressure coefficients behind the ducted propulsor blade computed by RANS and by direct 
Navier Stokes numerical solution with and without fluctuations imposed on the upstream inlet to the 

computational domain. 
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Figure 11. Cavitating bubbles locations from the Navier Stokes numerical solution and 

DF_MULTI_SAP bubble simulations.  Comparison between using the RANS solution at the 
computational domain upstream inlet and imposing unsteady fluctuations to the RANS 

solution.σ=10.75 

 
2.4 EFFECT OF VORTEX/WAKE INTERACTION ON CAVITATION INCEPTION IN AN OPEN 

PROPELLER  

 We have applied the same combined RANS and DNSS simulations to improve the 
solution of the flow field in a tip vortex flow of an open propeller to better describe the 
interaction between the blade wake and the tip vortex (i.e. the roll-up process). Figure 12 
illustrates the location of the selected reduced computational domain relative to the propeller and 
the much finer grid used in the reduced domain.  

 
   

         
Figure 12. A view of the finer grid reduced computational domain used in the DNSS computations. 

Figure 13 shows the streamwise vorticity contours on grid planes perpendicular to the 
vortex trajectory for both the RANS and DNSS solutions. We can see that the interaction 
between the tip vortex and the wake (vortex sheet) is much weaker for the RANS solution due to 
excessive vortex diffusion and dissipation in the RANS computation. On the other hand, in the 
more accurate DNSS solution, the tip vortex is seen to preserve its strength as the vortex sheet 
continuously rolls up into the tip vortex. The resulting pressure coefficient along the vortex 
center is shown in Figure 14. The figure shows that continuous rollup of the vortex sheet 
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enhances significantly the strength of the tip vortex and results in a much low pressure region 
further downstream.  
 

 
Figure 13. Comparison of vorticity contours for the solutions obtained by RANS and DNSS. 

 

 
Figure 14. Comparison of the pressure coefficient for the solutions obtained by RANS and DNSS. 

 
 Figure 15 and Figure 16 show a comparison of the time-averaged void fraction and 
downstream nuclei size distribution obtained with the RANS and DNSS solutions at σ = 1.75. 
We can see that the void fraction is significantly increased downstream of the propeller for the 
more correct DNSS solution. Larger bubbles with larger oscillation periods are observed when 
the tip vortex and wake interactions are well captured. Figure 17 shows a comparison of the void 
fraction contours at several downstream locations for both RANS and DNSS solutions. We can 
see that high void fractions are locally concentrated near the tip vortex region in both cases. 
However, the high concentration area is much more extended for the DNSS solution. 
 

RANSS 

DNSS 

Vorticity Contour 
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Figure 15. Comparison of the void fraction variations along x for the RANS and DNSS solutions. 

 

 
Figure 16. Comparison of the bubble size distribution at x = 0.2 m for the RANS and DNSS solutions. 

 

DNSS Solution 

RANS Solution 
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Figure 17. Comparison of the downstream void fractions for the RANS and DNSS solutions. 

 
2.5 NON-SPHERICAL BUBBLE EFFECTS ON CAVITATION INCEPTION [14,15] 

Experimental observation and 3D bubble simulations (DF_UNCLETM and 3DYNAFS©) 
indicate that bubbles in vortex fields deform into non-spherical shapes and may split into smaller 
sub-bubbles. We have extensively studied during this project bubble splitting and the phenomena 
of breakup and re-entering jet formation and piercing of the other side of the bubble [14]. Our 
axisymmetric inviscid bubble dynamics code (2DYNAFS©) was applied to a wider range of 
nuclei sizes and cavitation numbers in the tip vortex flow fields at different Reynolds numbers. 
An example of such bubble behavior is shown in Figure 18. We have found that for cavitation 
numbers below inception, non-spherical bubble deformations (such as bubble break-up or 
splitting) are a significant source of noise which is an order of magnitude higher than the noise of 
spherical bubble collapse/rebound. Through a systematic numerical study, we could model the 
bubble splitting behavior in the tip vortex, and included this model in our DF_MULTI_SAP© 
simulation. 

 

 

Figure 18. Example of a bubble behavior with two jets at σ=2.50 as predicted  
by 2DYNAFS© in a time sequence from left to right. 

RANS Solution σ =1.75
 
 

DNSS Solution σ =1.75
 

X = 0.10 X = 0.14 X = 0.18 X = 0.22 

X = 0.10 X = 0.14 X = 0.18 X = 0.22 
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Figure 19. Amplitude spectra of the acoustic pressure signal from 100 nuclei of size 20 μm with 

splitting compared to that without splitting. σ = 2.10. Also shown in the spectra is the influence of the 
inclusion of the reentrant jet noise on the results. 

 
The bubble splitting criteria as well as the characterization of the noise and offspring sub-

bubble obtained in the non-spherical study were implemented in DF_MULTI_SAP©, and 
numerical results with multiple nuclei of a realistic field were then studied. Through these 
studies, the inclusion of bubble splitting in the cavitation inception prediction studies was found 
to have little effect on the visual detection of the cavitation but have significant effect on the 
acoustic noise of cavitation.  The acoustic pressure in the presence of splitting includes strong 
noise resulting from reentrant jet formation after splitting. This jet noise appears as a peculiar 
peak in the corresponding noise spectrum. Noise spectra with successive splitting have more 
high frequency content and less low frequency content than the spectrum obtained without 
splitting. An example of a pressure spectrum obtained from a simulation with 100 bubble nuclei 
is shown in Figure 19.  

 
Experimental validation of the bubble splitting predicted by 2DYNAFS© was performed at 

DYNAFLOW and at the University of Michigan. Predicted bubble behaviors and corresponding 
experimental photographs were compared in [15]. Examples of this comparative study are shown 
in Figure 20 and Figure 21. In general, the predictions of the bubble elongation along the axis 
and the splitting at the end of the elongation were very similar to those observed during the 
experiments. However, some discrepancy was also found in the maximum extent of the 
elongation and the timing of the splitting.  This is related to the two-way interaction between the 
bubble and the flow field, which was not included in 2DYNAFS© but is included in DF_UNCLE©. 

 
Figure 20.  Bubble behavior in a vortex flow field: core radius = 4.51 mm, circulation = 0.2123 m2/s;  
σ = 1.72; U∞ = 10 m/s; initial radius of the bubble = 750μm. Three-dimensional view of the bubble just 

before splitting predicted by 2DYNAFS©. 
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Time delay = 100 μs (2 exposures) Time delay = 100 μs (5 exposures) Time delay = 100 μs (6 exposures) 

   
Time delay = 1950 μs (1 exposure) Time delay = 1950 μs (1 exposure) Time delay = 1950 μs (1 exposure) 

Figure 21.  Superimposed successive images of laser-induced bubbles behavior at the center of a 
vortex; σ = 1.72; U∞ = 10 m/s. Image dimensions (H 26.0 mm x V 8.3 mm. (From[15]) 

 
We have also conducted at DYNAFLOW experimental observations and numerical 

simulations on bubble dynamics and cavitation noise in a swirl chamber. A venturi was added to 
a swirl chamber to create a pressure drop followed by a pressure increase along the line vortex. 
High speed videos and pressure measurements were used to capture the bubble growth and 
collapse during cavitation events and to measure the resulting noise. Small nuclei were 
introduced upstream in the swirl chamber using electrolysis. In the experimental measurements 
we were able to capture single cavitation events and successfully correlate the bubble shape 
variations with the emitted acoustic signals.  

 

 
Figure 22. The bubble size and shape variations and the corresponding emitted acoustic signal for a 

single cavitation event captured studying the vortex chamber with venturi. 

 
Figure 22 shows the bubble size and shape variations and the corresponding acoustic 

signal emitted for a single cavitation event.  We can see that once the bubble passes the throat of 
the venturi where the minimum pressure is located an explosive bubble growth occurs. The 

Flow 

Throat 



DYNAFLOW, INC                                                                         Report 2M4001-1-ONR - p. 21  

bubble elongates as it grows. The emitted acoustic signal can be related to the bubble volume 
variations and bubble splitting. The flow field of the swirl chamber with a venturi was also 
computed using RANS. Figure 23 shows the bubble sizes and shapes at different time steps with 
the background flow field illustrated by the pressure contour. Both the bubble size and shape 
correspond well to the experimental observations. 
 

 
Figure 23. Bubble size and shape at superposed successive time steps with the background flow field 

illustrated by pressure contours. 

 
2.6 STUDY OF CAVITATION INCEPTION NOISE [16,17,18] 

Cavitation inception is a problem of interaction between nuclei and local pressure field 
variations including turbulent oscillations and large scale pressure variations. Various types of 
behaviors fundamentally depend on the relative sizes of the nuclei and the length scale of the 
pressure field, as well as the relative importance of the bubble natural period of oscillation and 
the characteristic time of the pressure field variations. Ignoring this statement and basing 
cavitation inception predictions only on the value of the pressure coefficients of the pure liquid 
flow, without account for bubble dynamics, could result in significant errors in the predictions.  

 
A summary of the state of art of the cavitation inception prediction and a practical 

simulation method using a multi-bubble Surface Averaged Pressure scheme (DF_MULTI_SAP©) 
were presented in [16]. In this key note presentation, cavitation inception was defined based on 
the nucleus bubble behavior and dynamics. The bubble dynamics theory behind the Surface 
Averaged Pressure model, its validation and applications, and issues with non-spherical 
deformation and such modeling were described. This practical method enables us to actually 
conduct bubble dynamics numerical experiments as in the real liquid. This allows actual nuclei 
fields to interact with the computed flow field. This method, which we have successfully used 
with RANS solvers and a DNS solver, could be used with experimentally measured flow fields 
and become a design tool for cavitation avoidance.  

 

Flow 
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In fact, the method has also been use more recently to simulate an advanced cavitation 
state such as shown in Figure 24 and could prove with further development to be a powerful 
design and scaling tool. One of its major strengths is that it allows the engineer to reproduce and 
mimic the actual experimental procedures. For instance, both acoustical and optical criteria of 
cavitation inception could be ‘measured’. Concerning the acoustical criteria, the technique 
provides in addition to amplitude of measured signals, the number of events per second, and the 
spectra of the sound generated, which both could be used to simulate detection. The engineer 
could therefore utilize the same criteria and tools as used in the real life experiments to make 
predictions. 

 
Figure 24. Results of SAP simulation of cavitation with gas diffusion on Prop5168 propeller. The 

bubbles in Section A are to scale. The bubbles upstream and downstream were magnified by five to 
make them more visible. 

In Choi et al. [17], the dynamics and noise emission of cavitation bubbles forming within 
the core of a single line vortex were examined experimentally and numerically. For the 
experiments, a steady vortex line was formed downstream of a hydrofoil mounted in the test 
section of a re-circulating water tunnel, allowing for the detailed examination of the growth, 
splitting and collapse of individual cavitation bubbles as they experience a reduction and 
recovery of the local static pressure. The growth and collapse of bubbles with maximum aspect 
ratios of 60 were examined. The acoustic emissions from the bubbles were detected during 
growth, splitting and collapse. Experiments showed that the bubble splitting was on average 
associated with the start of bubble collapse, and that the bubble diameter scales the daughter 
bubble diameters which form at its ends.  
 

The behavior of highly elongated (i.e. two-dimensional) cylindrical vortex cavitation 
bubbles for both equilibrium conditions and during bubble growth was calculated. DF_UNCLE 

was used to compute the growth, splitting, and collapse of spherical nuclei in the vortex.  
 
Changes in the Reynolds number resulted in noticeable differences in bubble growth for 

low values of core tension. Figure 25 shows a close-up of the velocity field along with the local 
static pressure, leading to splitting at both ends of the bubble. There are high pressure regions at 
the bubble neck which lead to the bubble splitting and high pressure at the axial extents of the 
bubble, which produce a reentrant jet. Bubbles undergo fission upon collapse and produce 

A 
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daughter bubbles at the extreme ends of the original elongated bubble. And, since the radius of 
the elongated bubble is much smaller than its length, the bubble could collapse in the radial 
direction much sooner, leading to splitting. The axial growth rates of the bubbles agreed well 
with those observed experimentally.  
 

 
Figure 25. Close up of the velocity and pressure field of the bubbles during splitting; t/t* = 6,            

ReΓ = 4×105,  σC = 0.3, Lb/Db = 2 (from [17]) 

 
Observation of bubble nuclei in tip vortex flows indicate bubble elongation followed by a 

splitting [18]. Non-spherical simulations capture this dynamics and show reentrant jet formation 
and emission of very high noise. However, applying the non-spherical method to a field of nuclei 
is prohibitively expensive. We overcame this difficulty by performing simulations with an 
improved spherical model accounting for the pressure gradient through a Surface Averaged 
Pressure (SAP) method which also accounts for bubble splitting [18]. Non-spherical numerical 
simulations were used to develop splitting criteria and to characterize the offspring split sub-
bubbles and the resulting noise (Figure 26). The method accounts for a cascade of splits of the 
sub-bubbles and includes noise from reentrant jets. During the development of the model, we 
have found that the bubble can lead to splitting even further downstream of the minimum 
pressure region, allowing successive multiple splitting of the sub-bubbles.  Our numerical 
simulations show that at least the second splitting of sub-bubbles has characteristics very similar 
to those of the first splitting.  This enhanced SAP model is applied to single and multiple nuclei 
simulations in a typical tip vortex flow field. 
 

Application of the model to various conditions and bubble sizes show that visual 
detection of the cavitation is not affected by the inclusion of the successive nuclei splitting 
because the sub-bubbles never grow larger than the first maximum size (an example case is 
shown in Figure 27).  However, bubble splitting has the following effects on the acoustic 
detection of cavitation:  

(a) The noise from the reentrant jets after bubble splitting dominates the pressure signal 
and exceeds the pressures from the rebounds of the original nucleus and its daughter bubbles 
(Figure 28). The jet noise contributes to a distinct peak in the spectrum (Figure 19).  
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(b) The acoustic pressure resulting from the rebounds of the sub-bubbles is smaller than 
the pressure from the rebounds of the original nucleus without splitting (Figure 28).  However, 
compared to the spectrum without splitting, the sub-bubble noise has an amplitude spectrum with 
more high frequency content and less low frequency content. This trend of shifting of frequency 
contents in the spectrum is a direct result of the bubble population redistribution from the large 
size original nucleus to many small size sub-bubbles. 

 
Figure 26. Acoustic pressure signals predicted by the axisymmetric boundary element method, 

2DYNAFS©, which allows bubble elongation and splitting.  Data for two Reynolds numbers, four initial 
nuclei sizes, and three vortex core sizes fall on very closely near the curve fit. 

 
Figure 27. Bubble radius and acoustic pressure signal amplitude as functions of time predicted  

for 20 μm nuclei at σ=2.26 (cavitation inception). 
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Figure 28. Maximum of the acoustic pressure signal vs. cavitation numbers  

predicted with 20 μm nuclei. 
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ABSTRACT 
Cavitation is a problem of interaction between nuclei 
and local pressure field variations including turbulent 
oscillations and large scale pressure variations. 
Various types of behaviors fundamentally depend on 
the relative sizes of the nuclei and the length scales of 
the pressure variations as well as the relative 
importance of the bubble natural period of oscillation 
and the characteristic time of the field pressure 
variations. Ignoring this observation and basing 
cavitation inception predictions on pressure 
coefficients of the flow of the pure liquid, without 
account for bubble dynamics could result in significant 
errors in predictions.  We present here a practical 
method using a multi-bubble Surface Averaged 
Pressure (DF-Multi-SAP) to simulate cavitation 
inception and scaling, and connect this with more 
precise 3D simulations. 
 
INTRODUCTION 

Cavitation and bubble dynamics have been the 
subject of extensive research since the early works 
of Besant in 1859 [1] and Lord Rayleigh in 1917 [2]. 
Thousands of papers and articles and several books 
[e.g., 3-10] have been devoted to the subject.  
Various aspects of the bubble dynamics have been 
considered at length under various assumptions 
and each contribution included one or several 
physical phenomena such as inertia, interface 
dynamics, gas diffusion, heat transfer, bubble 
deformation, bubble-bubble interaction, electrical 
charge effects, magnetic field effects, …etc.  
Unfortunately, very little of the resulting  
knowledge has succeeded in crossing from the 
fundamental ‘research world’ to the ‘applications 
world’, and it is uncommon to see bubble dynamics 
analysis made or bubble dynamics computations 
conducted for cavitation avoidance by the 
hydrodynamics marine designer community, such 
as propeller designers. This is due in part to the 
failure of the scientific community to frame the 
advances made in a format usable by the design 

community, but much more importantly to the 
perceived impracticality of using the methods 
developed with the existing design resources.  This 
has made the use of bubble dynamics seem 
inconceivable but by experts.   

Recently, however, there have been 
tremendous advances in available computing 
resources placed at the reach of non-experts.  
Personal computers with phenomenal speed, 
memory, and storage size, when compared to what 
existed a decade ago, are now in the hands of most 
engineers at a small fraction of the cost of an entry 
computer a decade ago.  This computer ‘revolution‘ 
has definitely affected the operating procedures of 
the designers.  For instance, while a few years ago, 
use of CFD viscous solvers by designers was out of 
reach and only very simplified codes were used to 
design and model rotating machinery, it is now 
common to use repeatedly in-house or commercial 
Navier Stokes solver CFD codes to seek better 
solutions [11-13].  The challenge is thus presently 
for the cavitation community to bring its techniques 
to par with the single phase CFD progress.  It is this 
challenge that is been undertaken here and to 
which we wish to significantly contribute. 

In this paper, we discuss first the various 
definitions of cavitation because of their significant 
implications on modelling and then describe the 
analytical and numerical tools that have become 
available.  We will try to convey the need to include 
the presence of nuclei and nuclei dynamics in the 
predictive tools for advanced designs. Some of 
these tools are at the reach of all users and should 
be adopted by the design community in 
conjunction with the CFD tools presently used for 
advanced design. 

 
Definition(s) of Cavitation 
Liquid phase only: Engineering definition 

In the phase diagram of a substance the 
curve which separates the liquid phase from the 



2 

vapour phase defines the liquid vapour pressure 
values at different temperatures.  Any process 
that raises the temperature or reduces the 
pressure will result in a phase change from liquid 
to vapour. Conventionally, boiling is defined as 
the phase change resulting from raising the 
temperature at ambient pressure, while cavitation 
is the process inducing phase change at ambient 
temperature through a pressure drop. This has 
provided the following traditional cavitation 
engineering definition: “a liquid flow experiences 
cavitation if the local pressure drops below the liquid 
vapour pressure, Pv.” 

One root of the technology transfer problem 
discussed above stems from this accepted 
engineering definition of cavitation. Even though 
this definition has allowed significant progress in 
practical cavitation studies and design work, it is 
responsible for a lack of further advance of the 
technology, since it has been used at many 
decision points to ignore bubble dynamics effects. 
Indeed this definition assumes that the process 
occurs in the regime where heat transfer is 
negligible and where a large free surface is 
present.  This over-simplification serves the 
purpose in most engineering cases but could lead 
to erroneous conclusions if used to explain or 
model new complex problem areas. The 
dangerous implication of this definition is that 
understanding of the liquid one-phase flow only 
is sufficient to predict and therefore avoid 
cavitation.   

We discuss in the following more advanced 
definitions, which can help us to better 
understand the scaling of the cavitating results 
between laboratory and full scale. They should 
also help cavitation test results comparison 
between different testing facilities, and enable 
making more accurate cavitation predictions.  

Presence of cavitation nuclei  
  The above definition of cavitation inception 

is only true in static conditions when the liquid is 
in contact with its vapour through the presence of 
a large free surface. For the more common 
condition of a liquid in a flow, or in a rotating 
machine, liquid vaporization can only occur 
through the presence of “micro free surfaces” or 
microbubbles, also called “cavitation nuclei”. 
Indeed, a pure liquid free of nuclei can sustain 
very large tensions, measured in the hundreds of 
atmospheres, before a cavity can be generated 

through separation of the liquid molecules [3]. In 
fact researchers agree that cavitation initiates at 
weak spots of the liquid or nuclei.   These are very 
small microscopic bubbles or particles with gas 
trapped in crevices in suspension in the liquid.  
Several techniques have been used to measure 
these nuclei distributions both in the ocean and in 
laboratory cavitation channels.  These include 
Coulter counter, holography, light scattering 
methods, cavitation susceptibility meters, and 
acoustic methods [15-21].  Figure 1 shows typical 
nuclei size distribution curves in cavitation water 
tunnels and in the ocean [14, 22, 23].   The figure 
shows the number density distribution, n,  in m-4 , 
as a function of the bubble size, R.  n(Rn) is the 
number of nuclei bubbles in the range Rn to 
Rn+dR.  Distributions of the shape 4( ) nn R R−≈ are 
usually reported. 

Therefore, any fundamental analysis of 
cavitation inception has to start from the 
observation that, any real liquid contains nuclei 
which when subjected to variations in the local 
ambient pressure will respond dynamically by 
oscillating and eventually growing explosively (i.e. 
cavitating).  

 
Figure 1.  Nuclei Size distribution as measured in the 

ocean and in the laboratory (from [22]. 

Cavitation inception in fact appears under 
several forms, such as: 

a. Explosive growth of individual travelling 
bubbles, 

b. Sudden appearance of transient cavities 
or “flashes” on boundaries,  

c. Sudden appearance of attached partial 
cavities, or sheet cavities,  
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d. Appearance, growth, and collapse of 
bubble clouds, behind attached cavities or 
a vibrating surface.  

e. Sudden appearance of cavitating rotating 
filaments, or vortex cavitation. 

Upon further analysis, all these forms can be 
related initially to the explosive growth of pre-
existing cavities or nuclei in the liquid when 
subjected to pressure drops generated by various 
forms of local pressure disturbances1. These are 
either imposed pressure variations, uniform 
pressure drops due to local liquid accelerations, or 
strongly non-uniform pressure fields due to 
streamwise or transverse large vortical structures. 
The presence of nuclei or weak spots in the liquid is 
therefore essential for cavitation inception to occur 
when the local pressure in the liquid drops below 
some critical value, Pc , which we address next.  

 
Bubble Static Equilibrium  

A first correction to the common engineering 
definition of cavitation inception is based on 
consideration of the static equilibrium of a bubble 
nucleus. The nucleus is assumed to be spherical 
and to contain non condensable gas of partial 
pressure, Pg, and vapor of the liquid of partial 
pressure, Pv. Therefore, at the bubble surface, the 
balance between the internal pressure, the liquid 
pressure, and surface tension can be written: 

 2 ,L v gP P P
R
γ

= + −   (1) 

where PL is the pressure in the liquid, γ is the 
surface tension parameter, and R is the radius of 
the bubble. 

If the liquid ambient pressure changes very 
slowly, the bubble radius will change accordingly 
to adapt to the new balance. This is accompanied 
with a modification of the pressure inside the 
bubble. The vaporization of the liquid at the 
bubble-liquid interface occurs very fast relative to 
the time scale of the bubble dynamics, so that the 
liquid and the vapor can be considered in 
equilibrium at every instant, and the partial 
pressure of the vapor in the bubble remains 
constant. On the other hand, gas diffusion occurs at 
a much longer time scale, so that the amount of gas 
inside the bubble remains constant2. This results in 

                                                           
1 This could be followed by extreme bubble deformation and 
merger to result in the various cavitation forms. 
2 More generally, both gas diffusion and vaporization can be 
modeled and taken into account 

a gas partial pressure which varies with the bubble 
volume. For quasi-steady equilibrium, Pg, as 
considered in this section, the gas follows an 
isothermal compression law, and is related to the 
initial or reference values, Pgo , R0, and to the new 
bubble radius R through:  

 
3

.
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The balance of pressures at the bubble wall 
becomes:  

 ( )
3

o
L v go

R 2γΡ R =Ρ +Ρ - ,
R R

⎛ ⎞
⎜ ⎟
⎝ ⎠

         (3) 

where the notation PL(R) is meant to associate the 
liquid pressure, PL to the bubble radius, R.  An 
understanding of the bubble static equilibrium can 
be obtained by considering the curve; PL(R). As 
illustrated in Figure 2, this curve has a minimum 
below which there is no equilibrium bubble radius. 
Only the left side branch of the curve corresponds 
to a stable equilibrium.  
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Figure 2.  Static equilibrium curves of spherical 

bubbles and definition of critical curves. Example 
given for bubbles of 1, 2, 5, and 10µm initially at 

equilibrium at a pressure of 1 atmosphere.  

Solving for the minimum of PL(R) using 
Equation (3) provides the values of the “critical 
pressure”, Pc, and corresponding critical radius,  rc,:  
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If the pressure in the flow field drops below 
the “critical pressure” an explosive bubble growth, 
i.e. cavitation, is provoked. This provides an 
improved definition for cavitation inception: “a 
liquid flow experiences cavitation if the local pressure 
drops below the critical pressure, Pc.”.  The reason such 
a definition has not been adopted is that the critical 
pressure is not a liquid only definition and a 
different value is obtained for each nucleus size.  To 
use it, one requires knowledge of the nuclei size 
distribution in the liquid (which is ultimately 
needed for any serious scale up study of 
cavitation.)   Expression (4) illustrates the fact that 
the critical pressures are always lower than the 
vapor pressure.  cP  is close to vP  only for very 
large initial nuclei sizes.  This probably explains 
why such a criterion has been ignored by the 
practicians, the reasoning being that using Pv is on 
the safe side.    This reasoning, however, results in 
large margins of safety.  In addition, this cannot be 
used to scale up experimental small scale tests, 
since cavitation would occur when bubbles actually 
grow explosively in the laboratory experiments and 
not when vp P , but the scaling would assume 

.vp P=    
Cavitation inception cannot be defined 

accurately independent of the liquid bubble 
population (sometimes characterized by liquid 
“strength” [24]) and independent of the means of 
cavitation detection.  The cavitation inception is in 
fact a complex dynamic interaction between the 
nuclei and their surrounding pressure and velocity 
fields; interaction that can be different between 
small and large scales.  In addition, the 
experimental means to detect and decide cavitation 
inception (practical threshold used by the 
experimentalists) will affect the results and could 
be different between a laboratory experiment and 
full scale.   

 
Dynamical Effects 

When the pressure variations to which the 
bubble is subjected are not slow compared to the 
bubble response time, the nuclei cannot 
instantaneously adapt to the new pressure, inertia 
effects become important, and thus one needs to 
consider the bubble dynamics equation.  This is 
the case for nuclei travelling through a rotating 
machinery.  The nuclei /bubbles then act as 
resonators excited by the flow field temporal and 
spatial variations.  In the case of a vortical flow 
field the strong spatial pressure gradients (in 

addition to the temporal) strongly couple with the 
actual bubble motion (i.e. position vs time)  to 
result in a driving force that depends on the 
resonator reaction.   This makes such a case much 
more complex than what occurs for a travelling 
bubble about a foil where, relatively speaking, the 
position of the bubble is less coupled to its 
dynamics.  

The flow field pressure fluctuations have 
various time scales: e.g. relatively long for 
travelling cavitation bubbles over a blade or 
captured in a vortical region flow, or very short 
for cavitation in turbulent strongly sheared flow 
regions. The amplitudes of these fluctuations and 
the relationship between the various characteristic 
times determine the potential for cavitation 
inception. 

Spherical Bubble Dynamics  
 The first improvement to the static 

equilibrium analysis of a bubble nucleus is to 
consider the nucleus dynamics when it is assumed 
to conserve a spherical shape during its motion.  
This has been extensively studied following the 
original works of Rayleigh [1] and Plesset [25].  For 
instance, if we limit the phenomena to be modelled 
to inertia, small compressibility of the liquid, 
compressibility of the bubble content, we obtain the 
Gilmore [26] differential equation for the bubble 
radius R(t).  We modified this equation to account 
for a slip velocity between the bubble and the host 
liquid, and for the non-uniform pressure field 
along the bubble surface [27]. The resulting 
Surface-Averaged Pressure (SAP) equation applied 
to Gilmore’s equation[ 27-28] becomes: 

 

( )2

3 1(1 ) (1 ) (1 )
2 3

2 4 ,
4

b
v g encounter

R R R R dRR R
c c c c dt

Rp p p
R R

ρ

σ µ

− + − = + +

−⎡ ⎤
+ − − − +⎢ ⎥

⎣ ⎦

u u
   (5) 

 
where c  is the sound speed, µ  is the liquid 
viscosity, u is the liquid convection velocity and bu  
is the bubble travel velocity.  

Equation (5) degenerates to the classical 
Rayleigh-Plesset [10] equation for negligible 
compressibility effects.  If in addition, gas diffusion 
effects are neglected and a polytropic law of gas 
compression is assumed, the resulting modified 
SAP equation becomes: 



5 

( )

3
2 0

0

2

3 1
2

1 2 4 ,
4

k

v g encounter

b

R
RR R p p P

R

R
R R

ρ

γ µ
ρ

⎛ ⎞⎛ ⎞+ = + − +⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠

−⎛ ⎞
− + +⎜ ⎟

⎝ ⎠

u u
        (6) 

where k is the polytropic compression law 
constant.  

In the Surface-Averaged Pressure (SAP) 
bubble dynamics equation, we have accounted for 
a slip velocity between the bubble and the host 
liquid, and for a non-uniform pressure field along 
the bubble surface. In this SAP method the 
definition of  encounterP  as the average of the liquid 
pressures over the bubble surface results in a 
major improvement over the classical spherical 
bubble model which uses the pressure at the 
bubble center in its absence [27-29].  For instance, 
a bubble does not always continuously grow once 
it is captured by a vortex.   Instead, it is subjected 
to an increase in the average pressure once it 
grows and this leads to a more realistic bubble 
dynamics. In general, the gas pressure, pg, is 
obtained from the solution of the gas diffusion 
problem and the assumption that the gas is an 
ideal gas [30]. 

The bubble trajectory is obtained using the 
following motion equation [32] 

( )

( ) ( )

b 3 3
4

3 ,

D b b

L b b b

d
P C

dt

C R
R

ρ
= ∇ + − −

+ − × − + −

u
u u u u

u u u u u u
             (7) 

where the drag coefficient CD is given by an 
empirical equation such as that of Haberman and 
Morton [31]: 

0.63 4 1.3824 (1 0.197 2.6 10 );

2
.

D eb eb
eb

b
eb

C R R
R

R
R

ρ
µ

−= + + ×

−
=

u u
       (8) 

Non-spherical Bubble Dynamics: Axisymmetry  
Spherical bubble models, as briefly described 

above, can be efficient tools for studying 
cavitation inception, scaling, bubble entrainment, 
and cavitation noise.  They can become more 
powerful if they are provided with further 
“intelligence” based on more precise non-
spherical models which account for bubble 
behavior near boundaries, in pressure gradients, 
and in high shear regions, resulting in bubble 

deformation, elongation, splitting, coalescence, 
and non-spherical sound generation.    

One such refinement, important for 
propulsor studies, consists of considering the case 
of bubbles captured on a vortex axis. The bubble 
then elongates along the axis and may split into 
two or more sub-bubbles, and/or form jets on the 
axis. In order to investigate this behavior the 
commercial boundary element method 
axisymmetric bubble dynamics code 2DYNAFS© 
[33-38] was exercised and was able to simulate 
bubble dynamics through reentrant jet formation, 
jet break through, and bubble splitting.  The code 
can handle as input vortex flow fields obtained 
from CFD viscous computations or from 
experimental measurements.   
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Figure 3:  Illustration of the acoustic pressure emitted 

by a bubble in a vortex field as a function of the 
cavitation number. Note that the bubble behaviour 
near and above the cavitation inception is quasi-

spherical [35]. 

By simulating the dynamics behavior of a 
bubble captured on a vortex axis under a 
significant number of conditions using the 
2DYNAFS©, the followings conclusions illustrated 
in Figure 3 were found [35,41]: 

 If the bubble is captured by the vortex far 
upstream from the minimum pressure, it 
remains spherical while oscillating at its natural 
frequency. 
 When the bubble reaches the axis just 

upstream of the minimum pressure, it develops 
an axial jet on its downstream side which shoots 
through the bubble moving in the upstream 
direction. Even at this stage, the spherical 
model provides a very good approximation 
because the bubble is more or less spherical 
until a thin jet develops on the axis. 
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 The bubble behavior becomes highly non-
spherical once it passes the minimum pressure 
location.  It elongates significantly and can 
reach a length to radius ratio that can exceed 10. 
The bubble then splits into two or more 
daughter bubbles emitting a strong pressure 
spike followed later by other strong pressure 
signals when daughter bubbles collapse.  Two 
axial jets originating from the split and a strong 
pressure signal during the formation of the jets 
are observed. 

Experimental Verification 
This behavior supports the hypothesis that 

the noise at the inception of the vortex cavitation 
may originate from bubble splitting and/or the 

jets formed after the splitting.  This is an 
important conclusion that has been preliminarily 
confirmed experimentally [35,38].    

Three types of tests were conducted and are 
still on-going: spark generated bubbles, laser 
generated bubbles, and electrolysis bubbles 
injected in vortex lines. Figure 4 shows high speed 
photography and acoustic signals of bubble 
splitting between two rigid walls.  A small but 
distinct pressure spikes is formed at splitting 
followed but a more significant spike during the 
collapse of the sub-bubbles.  The second set of 
experiments was conducted in a vortex tube, 
where bubbles generated by electrolysis were 
injected and observed once captured by the vortex 
line.  Figure 5 shows the elongated bubble 
dynamics and the corresponding signals 
measured by a hydrophone [38].  The third set of 
experiments was conducted at the University of 
Michigan [39] using laser induced bubbles (in the 
vortex and far upstream) and the flow field of a 
tip vortex behind a foil. Comparisons between the 
observations and the 2DYNAFS© simulations 
showed very good correspondence as shown in 
Figure 6.  

 

 

 
Figure 6. Bubble behaviour in a vortex flow field: 

4.51cR mm= , 2= 0.2123 m /s Γ , σ = 1.72;  
U∞ = 10 m/s; 0 = 750 R mµ . Three-dimensional 
 view of the bubble just before splitting predicted  

by 2DYNAFS© and observed at University of  
Michigan using laser-induced bubbles at  

the center of the vortex [39]. 

Bubble splitting criteria 
A large series of computer simulations of 

axisymmetric bubbles captured in a vortex 
indicated some definite trends, which can be used 
in a predictive model [34-38]: 
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Figure 4. High speed photos of spark-generated 
bubble collapsing between two solid walls, and 

resulting acoustic signal indicating peak  
signal at splitting and subsequent sub-bubbles 

collapse [35] 

Figure 5. High speed photos of an electrolysis
bubble captured in a line vortex, and resulting
acoustic signal indicating peak signals
 at splitting and collapse [40]. 
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• An explosively growing bubble splits into 
two sub-bubbles after it reaches its maximum 
volume, (equivalent radius, Rmax) and then drops 
to 0.95 Rmax. 

• The two resulting sub-bubbles have the 
following equivalent radii: 0.90 Rmax and 0.52 Rmax. 

• The locations of the two sub-bubbles after 
the splitting are at -0.95 Rmax and 4.18 Rmax.  

• The pressure generated by the subsequent 
formation of reentrant jets in the sub-bubbles can 
be approximated by a function of σ  [41]:  

Since the noise associated with the jet 
formation appears to be much higher than the 
pressure signal from the collapse of a spherical 
bubble, it is desirable to include the splitting and 
the associated jet noise in simulations with 
multiple bubble nuclei. 

Fully Non-spherical Bubble Dynamics 
In order to study the full 3D interaction 

between a bubble and a complex flow field, two 
methods were developed.  The first, using the 
commercial boundary element code, 3DYNAFS© 

[42], enables study of full bubble deformations 
during capture but neglects the effects that the 
bubble may have on the underlying flow field. 
The second method accounts for the full two-way 
bubble/flow field interaction, and considers 
viscous interaction. This model is embedded in an 
Unsteady Reynolds-Averaged Navier-Stokes 
code, DF-UNCLE3, with appropriate free surface 
boundary conditions and a moving Chimera grid 
scheme [28,42]. This full two-way interaction non-
spherical bubble dynamics model has been 
successfully validated in simple cases by 
comparing the results with reference results 
obtained from the Rayleigh-Plesset equation and 
3DYNAFS for bubble dynamics in an infinite 
medium both with and without gravity [43].   

As an illustration Figure 7 shows results of a 
bubble interacting with the tip vortex of an 
elliptical foil.  The bubble elongates once it is 
captured, and depending on the cavitation 
number, either forms a reentrant jet directed 
upstream or splits into two sub-bubbles.  When 
two-way interaction is taken into account further 
smoothing of the bubble surface is exerted by 
viscosity resulting in a more distorted but overall 
more rounded bubble. Figure 8 illustrates the 

                                                           
3 DF_UNCLE is a DYNAFLOW  modified version of UNCLE 
developed by Mississippi State University 

various stages of the interaction between a bubble 
and a tip vortex flow. 
 
Validation of the SAP model 

In order to evaluate the various models,  we 
combined the SAP spherical model and the two-
way interaction non-spherical bubble dynamics 
model to predict tip vortex cavitation inception 
for a tip vortex flow generated by a finite-span 
elliptic hydrofoil [28]. 

 

 

  
Figure 7. Bubble behavior in a vortex flow field [28]. 

 
Figure 8. Sketch of the successive phases of a 
bubble behavior in a vortex flow field. 

 
 The flow field was obtained by a RANS 

computation and provided the velocity and 
pressure fields for all compared models: the 
classical spherical model; the SAP model, the one-
way interaction model where the bubble 
deformed and evolved in the vortex field but did 
not modify it, and finally the fully coupled 3D 
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model in which unsteady viscous computations 
included modification of the flow field by the 
presence of the bubbles.  

 

 
Figure 9. Comparison of the bubble radius versus time 
for the spherical models (the conventional and the SAP 

model) and the 3D 1-way and 2-way UnRANS 
computations [28]. 

  
 

Figure 10.  Comparison of the maximum bubble radius 
vs. cavitation  number between the spherical models 
(the conventional and the SAP model) and the 3D 1-
way and 2-way UnRANS computations [28]. 

 
Comparisons between the various models 

of the resulting bubble dynamics history, and of 
the  cavitation inception values obtained from 
many tested conditions,  reveal the following 
conclusions, illustrated in Figures 9 and 10:  

 The bubble volume variations obtained from 
the full two-way interaction model deviate 
significantly from the classical spherical 

model due to the interaction between the 
bubble and the vortex flow field. 

 Differences between the one-way and two 
interaction models exist but are not major. 

 Using the Surface Averaged Pressure (SAP) 
scheme significantly improves the prediction 
of bubble volume variations and cavitation 
inception. SAP appears to offer a very good 
approximation of the full two-way 
interaction model. 

Figure 11.  Illustration of the fictitious volume feeding 
the inlet to the nuclei tracking computational domain 
(or release area) and example of resulting nuclei size 
distribution satisfying a given nuclei density 
distribution function. 

Modelling of a Real Nuclei field 
 
In order to simulate the water conditions with a 
known distribution of nuclei of various sizes, as 
illustrated in Figure 11. the nuclei are considered 
to be distributed randomly in a fictitious supply 
volume feeding the inlet surface or release area of 
the computational domain.  The fictitious volume 
size is determined by the sought physical 
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duration of the simulation and the characteristic 
velocity in the release area as illustrated in Figure 
11.  The liquid considered has a known nuclei size 
density distribution function, n(R), which can be 
obtained from experimental measurements [16-
21] and can be expressed as a discrete distribution 
of M selected nuclei sizes. Thus, the total void 
fraction, α , in the liquid can be obtained by 

3M
i

i
i 1

4 R
N

3
π

α
=

= ∑ ,   (10)  

where iN is the discrete number of nuclei of 
radius Ri used in the computations. The position 
and thus timing of nuclei released in the flow 
field are obtained using random distribution 
functions, always ensuring that the local and 
overall void fraction satisfy the nuclei size 
distribution function.  
 
Vortex/Vortex Interaction and Inception 

Recent experiments on ducted propellers  
[44] have shown a cavitation inception value and 
a cavitation inception location which were very 
different than those predicted by several state of 
the art CFD RANS codes. The most disturbing 
conclusion made from this comparison was that 
cavitation inception does not occur in the 
minimum pressure region, which would 
contradict our understanding of cavitation 
inception as the explosive growth of nuclei in low 
pressure regions.  

One hypothesis for explaining this 
doubtful conclusion was that in both the 
experiments and the simulations unsteady effects 
were not accounted for, with the RANS solutions 
smearing out the computed fluctuations and the 
experimental measurement techniques filtering 
them through time averaging.  The reason this 
effect was enhanced in the concerned experiment 
is that the flow field was inherently unsteady and 
thus significantly affected bubble dynamics in a 
complex fashion. Indeed, in the considered 
ducted propeller there is strong interaction 
between a tip-leakage vortex and a trailing-edge 
vortex as illustrated in Figure 12 at a low 
cavitation number, showing cavitation 
development and interaction between the two 
structures. This evolving vorticity may cause 
early cavitation wherever the two vortices 
strongly interact.  We therefore set out to analyze 
whether unsteady vortex/vortex interactions 

affect bubble dynamics in a way as to explain the 
above observations. 

To address this issue we exercised the 
methods described above to study the effect of 
vortex/vortex interaction on bubble dynamics 
and cavitation noise [45,46].  The liquid phase 
flow was solved by direct numerical simulation of 
the Navier-Stokes equations and was coupled 
with the SAP spherical bubble dynamics model to 
track the evolution of the bubbles at each time 
step. 

 

 
Figure 12. Advanced cavitation on Propeller 5206 

visualizing  both the tip leakage vortex and the trailing 
edge vortex  (taken from [44]) 

Canonical problem 
A canonical problem was considered first. 

Bubble dynamics in the flow field of two-unequal 
co-rotating vortices with different configurations 
was considered and resulted in the following 
conclusions [45].  

 A stronger interaction between the two 
vortices was observed when the strengths of the 
two vortices were closer.  

 The minimum pressure value and 
location is strongly affected by the two-vortices 
interaction. It could occur at, before, or after the 
two vortices have completely merged depending 
on the relative strength of the two vortices (see 
Figure 13).  

 The pressure reaches its minimum when 
the vorticity of the weaker vortex is spread and 
sucked into the stronger vortex. This also results 
in an acceleration of the flow and leads to a 
maximum streamwise velocity at the vortex center.  

Tip Leakage 
Vortex 

Trailing Edge 
Vortex 



10 

 The shape, size and location of study of 
the “window of opportunity”, i.e. area in the inlet 
to the computational domain from which emitted 
nuclei are captured in the vortices, are highly 
dependent on the relative strength of the two 
vortices and on the nuclei sizes. A large size of 
“window of opportunity” was found for the 
stronger interaction case and for larger nuclei.  

 The unsteady flow resulting from the 
interaction of the two vortices may results in 
some nuclei initially starting to be entrapped by 
one vortex to be ejected by the other during the 
merging process (see Figure 13).  

Propulsor study 
The same approach as discussed above was 

applied to the David Taylor Propeller 5206 [44]  
shown in Figure 12.  Three RANS codes have been 
used by three groups to simulate numerically 
cavitation inception on this propulsor [46-49].  All 
three codes followed the simple engineering 
criterion for cavitation inception, 

mini pcσ = − , and 

gave close inception values: 6.5 8,σ< <  at a 
location 0.1 chord length downstream of the trailing 
edge of the blade.  The experiments however, 
showed a much higher inception value, 11,σ  
and, more disturbing, at a location much further 
downstream, 0.5 chord length!, much far away for 
the  

minpc location.  

To improve the numerical solution from 
these RANS computations, we considered a 
reduced computational domain behind the 
trailing edge of the propulsor blade that 
encompassed only the region of interaction of the 
two vortices. The RANS solution of Yang [49] 
provided the initial conditions for the grid points 
of the reduced domain, and the boundary 
conditions everywhere but at the downstream 
end of the domain, where an extrapolation 
scheme was used [46].  As in the previous section, 
a direct numerical simulation (DNS) of the Navier 
Stokes equations was performed, for a set of 
increasingly finer grids.   

Figure 15 shows a comparison of the 
resulting pressure coefficient, Cp, along the vortex 
center line between the RANS computation [49] 
and the DNS computations for three different 
grids.  As the gridding is refined, Cpmin converge 
to about -11 at a location 0.34 chord length 
downstream from the tip trailing edge. Another 

minimum of the pressure is also seen at 0.5 chord 
length and has value of -10.8.    
 

 
Figure 13. Effect of the strength of two vortices on the 
location and intensity of the minimum pressure [45]. 

 

 
Figure 14. Interaction between two vortices resulting 
in ejection of initially trapped nuclei out of the main 

vortex [45]. 

 
The two co-rotating vortices periodically 

approach each other during the vortex merger. As 
they move closer, the flow in the axial direction is 
accelerated and results in a decreased pressure in 
the vortex center. Figure 16 indicates that this 
pressure drop is directly connected to the 
enhancement of the axial velocity to a maximum 
value by the merger. 

A bubble population was allowed to 
propagate through the propeller flow field and 
the resulting dynamic cavitation inception was 
studied using both 3D bubble dynamics and SAP 
[46]. Figure 17 illustrate where the cavitation 
event occurs in the flow field, the bubble 
trajectory and size variations are plotted with the 

~ 0.6 C0

~ 0.3 C0

Γ2=Γ1/3 

Γ2=Γ1/2 

Γ2=Γ1/2.5 
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propulsor blade and iso-pressure surface. It is 
seen that the cavitation event occurs at a location 
very close to the experimental observation, since 
the bubble grow to their maximum size near a 
location 0.5 chord length downstream of the tip 
trailing edge. 

 
 

 
Figure 15. Pressure coefficient at various distances 

from the propeller blade as computed by RANS  and by 
the direct Navier Stokes solution with an increasing 

number of grids [46]. 

 
 

 
Figure 16. Pressure coefficient and axial velocity at 

various downstream distances from the  
propeller blade [46]. 

 
Conclusions 

Difficulties in considering real fluid effects 
have led the user community to select a liquid 
only simple engineering definition of cavitation 
inception as the basis for cavitation predictions 
and scaling.  While this has served the community 
very well for decades, advances in silencing and 
detection has made such a definition unsuitable 
for advanced designs.  

 
Figure 17. Bubble trajectories and size variations 

during bubble capture by the two-vortex system [46]. 

 

 
Figure 18. Results of SAP simulation of cavitation 
with gas diffusion on the Prop5168 propeller. The 

bubbles in Section A are to scale.  The bubbles 
upstream and downstream were magnified by 5 to 

become visible. 

One has then to resort to the more basic 
definition of cavitation as that of the explosive 
growth of initially microscopic nuclei in a liquid, 
resulting in visible bubbles (optical criterion) or  
in detectable emitted sound signals (sub-visual 
cavitation and acoustical criterion). The required 
simulations of the nuclei behavior in complex 
flow fields and turbulent structures were 
previously out of reach of the community and 
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thus were out the question.  However, with the 
advent of desktop high speed computers and with 
the development of advanced computational 
techniques, this is now within the reach of 
designers who are increasingly using CFD (such 
as RANS) to select their designs. In this 
communication, we have proposed a practical 
method to actually conduct bubble dynamics 
numerical experiments as in the real flow field. 
This allows actual nuclei fields to interact with the 
computed flow field.  This method, which we 
have successfully used with RANS solvers, a DNS 
solver, could be used with experimentally 
measured flow fields and become a design tool 
for cavitation avoidance.  

We have shown some simulations in the 
body of the communication for cavitation 
inception.  In fact, the method has also been use 
more recently to simulate advanced cavitation 
such as shown in Figure 18 and could prove with 
further development to be a powerful design and 
scaling tool.  One of its major strengths is that it 
allows the engineer to reproduce and mimic the 
actual experimental procedures.  For instance, 
both acoustical and optical criteria of cavitation 
inception could be ‘measured’. Concerning the 
acoustical criteria, the technique provides in 
addition to amplitude of measured signals, the 
number of events per second, and the spectra of 
the sound generated, which both could be used to 
simulate detection.  The engineer could therefore 
utilize the same criteria and tools as used in the 
real life experiments to conduct the predictions. 
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ABSTRACT 

Cavitation inception in a ducted propulsor 
was numerically studied using Navier-Stokes 
computations and bubble dynamics models. Previous 
experimental observations and RANS computations 
indicated the presence of two interacting vortices in 
the region where cavitation inception occurred. A 
direct numerical simulation with initial and boundary 
conditions provided from the RANS solution of a full 
ducted propulsor flow was conducted in a reduced 
computational domain in the wake region in order to 
improve the numerical solution of the liquid flow. 
Bubbles were then released in this flow field, and 
bubble dynamics models including spherical and non-
spherical models were applied to study cavitation 
inception. The numerical results were compared to 
experimental measurements and observations. Good 
agreement, far superior to that obtained by RANS 
alone, was found in terms of cavitation inception 
number and inception location as well as the 
characteristics of acoustic signals and bubble shapes 
during a cavitation event.  

 
1. Introduction 

Prediction of vortex cavitation inception on 
marine propulsors is of great interest to the Navy and 
has been the subject of many studies in recent years in 
order to derive scaling laws for the prediction of 
cavitation inception. However, these scaling laws, are 
typically formulated based on data from open 
propellers and may not be applicable to a ducted 
propulsor. Unlike most open propellers, which 
generally have an elliptical shape and form a single 
trailing vortex, a ducted propulsor typically forms two 
well-defined vortices in the tip region. In addition to a 
trailing vortex formed near the tip trailing edge, a 
much stronger tip-leakage vortex is generated in the 
gap region between the shroud wall and the blade tip. 
These two unequal co-rotating vortices introduce 
small-scale unsteady motions during vortex merging 

that are in addition to upstream turbulent fluctuations 
and vortex wandering (Chen et al. 1999, Devenport et 
al. 1999). 

Recent experimental observations of 
cavitation inception on a ducted propulsor (Chesnakas 
and Jessup 2003) have indicated that the interaction 
between the tip-leakage vortex and the trailing-edge 
vortex may cause cavitation inception to occur in the 
region where the two vortices merge. However, 
predictions of cavitation inception using the pressure 
field either inferred from experimental measurements 
(Oweis et al. 2003) or obtained by Reynolds-Averaged 
Navier-Stokes (RANS) computations (Brewer et al. 
2003, Yang 2003) are in poor agreement with the 
experimental observations in terms of cavitation 
inception number and inception location.  

A preliminary controversial conclusion made 
by Chesnakas and Jessup was that cavitation inception 
does not occur near the minimum pressure region. 
This conclusion, however, was drawn based on the 
inferred pressure field obtained from the measured 
average tangential velocity field using a Rankine 
vortex assumption. This method not only neglected the 
axial velocity effect on the pressure field, but also 
relied on a time-averaged tangential velocity which 
could be significantly smear out due to the vortex 
wandering, especially at downstream locations. 
Furthermore, the inferred pressure in the vortex core 
cannot explain the shape and extent of the fully 
developed cavitation vortex in the vortex core 
observed at lower cavitation numbers (see Figure 6).  

RANS computations with inadequate 
turbulence models and grid resolution are also known 
to cause over diffusion and dissipation in the vortex 
flow (Dacles-Mariani et al. 1995, Hsiao and Pauley 
1998). This usually leads to a significant 
underprediction of the velocities in the vortex core at 
downstream locations. In a combined numerical and 
experimental study of a tip vortex flow, Dacles-
Mariani et al. (1995) used the measured flow field to 
specify the inflow and outflow boundary conditions 



 

and investigated the vortex preservation in the wake 
region. With the turbulence model turned off and 
significant grid refinement they were able to match the 
numerical solution to the experimental measurements. 

Besides the flow field which is not well 
resolved, the effect of bubble dynamics on the 
cavitation inception has also not been fully addressed. 
Previous studies (Hsiao and Chahine 2003b, 2003c, 
2004) have shown that inclusion of bubble dynamics 
significantly affects the prediction of cavitation 
inception for a steady-state tip vortex flow as well as 
for an unsteady vortex/vortex interaction flow field. 

 In the current study we aim to improve the 
numerical prediction of cavitation inception for a 
ducted propulsor in two ways. First, a reduced 
computational domain is considered which excludes 
propulsor solid surfaces to reduce geometric 
complexity and only encompasses the region of 
interaction of the two vortices. A direct numerical 
simulation is conducted for this reduced 
computational domain but with initial and boundary 
conditions provided by the RANS computation of the 
full ducted propulsor flow field. Second, a one-way 
coupled spherical bubble dynamics model developed 
by Hsiao and Chahine (2003b,c) and a two-way 
coupled non-spherical bubble dynamics model 
developed by Hsiao and Chahine (2004) are applied 
to study bubble dynamics and to predict cavitation 
inception.  
 
2.  Numerical Approach 
2.1 Flow Configuration 

We consider the David Taylor Propeller 
5206, a rotating ducted propulsor, which is a three-
bladed propeller with a constant chord of 0.3812m 
from hub to tip and a tip diameter of 0.8503m and 
operates in a duct of diameter 0.8636m. The detailed 
propulsor geometry can be found in Chesnakas and 
Jessup (2003). There have been three numerical 
studies (Kim 2002, Brewer et al. 2003 and Yang 2003) 
applying RANS codes to obtain a time-averaged flow 
field for this ducted propulsor. They all give 
reasonable agreement with the experimental 
measurements.  

To improve the numerical solution from the 
RANS computations, We construct a reduced 
computational domain behind the trailing edge of the 
propulsor blade that encompasses only the region of 
interaction of the two vortices. This computational 
domain has a square cross area of 0.094m 0.094m×  
and extends from the tip trailing edge to the 
downstream location 0.34m from the tip trailing edge. 
Figure 1 illustrates the location of the reduced 
computational domain relative to the ducted propulsor. 

We consider a 4-block grid system with 101 grid 
points in the streamwise direction and three different 
numbers of grid points in the cross flow plane, 
61 61× , 121 121×  and 181 181× . All grid points are 
evenly distributed without stretching. This results in a 
uniform grid size of 3mm in the streamwise direction 
and 0.5mm in both cross directions for the finest grid. 
At least 34 grid points are within the vortex core in 
each direction for the finest grid since the vortex core 
size is about 17mm in diameter at the trailing edge.  

 
Figure 1.  A view of the reduced computational 
domain used for the current computations.  

 
Figure 2.  The interpolated pressure field of the 
reduced computational domain. 

 
To conduct our numerical computations in 

this reduced domain, the solution of a RANS 
computation obtained by Yang (2003) is interpolated 
to provide the initial conditions at the grid points of 
the reduced domain. We consider the case of an 
advance coefficient, J=0.98, with an inflow velocity, 

6.96 m/sU∞ = . This results in a Reynolds number 



 

based on the blade tip radius and the inflow velocity of 
6Re 3 10= × . Figure 2 shows the interpolated pressure 

contours at different streamwise locations to indicate 
the position of the main vortex in the reduced domain. 
Figure 3 shows the pressure contour and velocity 
vectors at the inlet boundary on the x-r plane. The two 
co-rotating vortices (the tip-leakage vortex and the 
trailing edge vortex) can be readily seen. The strength 
of the tip-leakage vortex is much larger than that of the 
trailing-edge vortex. 

 
Figure 3. The pressure contours and velocity vectors at 
the inlet boundary on the x-r plane. 
 
2.2 Navier-Stokes Computations 

For the vortex interaction study in the 
reduced domain, the flow is obtained via direct 
numerical simulation of the Navier-Stokes Equations 
without turbulence modeling. Since the present 
computation is conducted on a rotating frame attached 
to the rotating propeller blade, the steady-rotating 
reference frame source terms, i.e. the centrifugal force 
and the Coriolis force terms, are added to the 
momentum equation. The resulting unsteady 
incompressible continuity and Navier-Stokes 
equations written in non-dimensional vector form and 
Cartesian notations are given as 

0∇ ⋅ =u ,   (1) 
2 21 2

e

D p
t R

= −∇ + ∇ + Ω − Ω×
∂

u u r u , (2) 

where ( , , )u v w=u  is the velocity, p is the 
pressure, r is the radial position vector, Ω is the 
angular velocity, * * /eR u Lρ µ=  is the Reynolds 
number, u* and L* are the characteristic velocity and 
length, ρ  is the liquid density, and µ is its dynamic 
viscosity.  

To solve Equations (1) and (2) numerically, 
a three-dimensional incompressible Navier-Stokes 
solver, DF_Uncle, developed at Mississippi State 
University and modified by DYNAFLOW, INC. is 

applied. DF_Uncle is based on the artificial-
compressibility method (Chorin 1967) in which a 
time derivative of pressure is added to the continuity 
equation as 

1 0p
tβ

∂
+ ∇ ⋅ =

∂
u ,   (4) 

where β  is the artificial compressibility factor. As a 
consequence, a hyperbolic system of equations is 
formed that can be solved using a time marching 
scheme. This method can be marched in pseudo-time 
to reach a steady-state solution. To obtain a time-
dependent solution, a Newton iterative procedure 
needs to be performed at each physical time step in 
order to satisfy the continuity equation. In the present 
study the time-accurate solution was obtained when 
the maximum normalized velocity divergence was 
less than 1.0×10-3. Detailed descriptions of the 
numerical scheme can be found in Vanden and 
Whitfield (1993). 

The boundary conditions for this reduced 
domain are also deduced from the RANS solution. 
The initial values of the pressure and velocities 
interpolated from the RANS solution are imposed at 
all boundaries except the inlet and outlet boundaries. 
At the inlet boundary the method of characteristics is 
applied with all three components of velocities 
specified from the RANS solution. For the outlet 
boundary all the variables are extrapolated from the 
inner grid points but with the initial value of the 
pressure fixed at one grid point.  
 
2.3 Bubble Dynamics Models 

Two bubble dynamics models, a spherical 
model and a non-spherical model, are applied in this 
study. In the spherical bubble dynamics model each 
bubble is tracked by a Lagrangian scheme in the flow 
field which combines the RANS solution and the 
current DNS solution by oversetting the grid of the 
reduced domain with the overall propulsor grid. As a 
bubble is released upstream of the reduced domain 
the flow field from the RNAS solution is used. Once 
the bubble enters the reduced domain, the flow field 
obtained from the current simulation is applied. 
Bubble transport is modeled via the motion equation 
described by Johnson and Hsieh (1966) while the 
bubble dynamics is simulated by solving a surface 
Averaged Pressure (SAP) Rayleigh-Plesset equation 
developed by Hsiao and Chahine (2003a,b).  

The non-spherical bubble dynamics model is 
embedded in the unsteady Navier-Stokes solver, DF-
UNCLE, with appropriate free surface boundary 



 

conditions and a moving Chimera grid scheme. Since 
unsteady Navier-Stokes computations are time-
consuming, this non-spherical model is combined with 
the spherical model mentioned above. The spherical 
model is used to track the bubble during its capture by 
the vortex and the non-spherical model is turned on 
only when the bubble size exceeds a preset limit value. 
When the non-spherical model is turned on, the flow 
field due to the spherical bubble motion and volume 
change is superimposed on the liquid phase flow field 
solution to provide an initial condition for the 
unsteady viscous computation. This model allows the 
bubble to deform non-spherically and a full two-way 
interaction between the bubble and the flow field can 
be obtained. Detailed description of this model and 
numerical implementations can be found in Hsiao and 
Chahine (2001,2004). 
 
3. Results and Discussion 
3.1 Liquid Flow 

The simulation of vortex interaction in the 
reduced computational domain is conducted with the 
turbulence model turned off. The mean flow solution 
is specified at the inlet boundary. Additional unsteady 
turbulent fluctuations from upstream will be 
simulated in future efforts. The two-vortex interaction 
is then simulated for different discretizations. 

Three levels of grid resolution as described 
in Section 2.1 were tested. Although unsteady 
computations were conducted for this study, all three 
cases converged to a practically steady-state solution. 
The instability due to strong vortex/vortex interaction 
as shown in Hsiao and Chahine (2003c) is not 
observed in the current simulation. This is probably 
due to a relatively weak trailing-edge vortex. Hsiao 
and Chahine have shown that the interaction between 
the two co-rotating vortices becomes weaker as the 
relative strength of the main vortex is increased.  To 
further resolve the instability due to a weak 
interaction, further grid refinement may be required.  

Figure 4 shows a comparison of the resulting 
pressure coefficient, Cp, along the vortex center line 
for these three cases. It is seen that as the grid is 
refined, Cpmin approaches about -11 at a location 0.35 
chord length downstream from the tip trailing edge. 
The solutions of the 121×121 and 181×181 grids are 
quite close. Since the 121×121 grid only yields a 
small difference in the minimum pressure as 
compared to the finest grid, this grid solution was 
used for subsequent bubble dynamics computations 
for the sake of CPU time reduction. 

The pressure coefficient along the vortex 
center obtained with the 121×121 grid is also 
compared with the RANS solution and shown in 
Figure 4. Major fundamental differences are seen 

between these two results. The RANS computation 
predicts Cpmin=-8.2 at s/C=0.1 while the current 
simulation shows Cpmin=-11 at s/C=0.35. This is 
probably due to excessive vortex diffusion and 
dissipation in the RANS computation. The 
comparison is also made by showing various iso-
pressure surfaces in Figure 5. This is similar to 
visualizing a cavitating vortex at different cavitation 
numbers. The current results seem to agree with the 
experimental observation much better because the 
experimental videos show a long-extended fully 
cavitating vortex core at σ = 5.6 (see Figure 6), and 
also indicate cavitation inception at σ ∼ 10.8 at about 
0.35 chord length downstream of the trailing edge. 
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Figure 4. Comparison of the pressure coefficient 
variation along the vortex center for three different 
DNS grids and for the RANS solution.  
 

 
Figure 5. Iso-pressure surfaces equivalent to 
cavitation extent at various cavitation numbers as 
obtained by the RANS solution and the current DNS 
solution with the 121×121 grid. 



 

 
Figure 6. Fully developed cavitation in the vortex 
core at σ = 5.6 (Chesnakas and Jessup 2003). 
 

It is important to examine the flow field near 
the location where the pressure reaches the minimum 
value. In our previous study (Hsiao and Chahine 
2003c), we showed that the two co-rotating vortices 
periodically approach each other during the vortex 
merger. As they move closer, the flow in the axial 
direction is accelerated and results in a decreased 
pressure in the vortex center. It is found that as the 
axial velocity reaches a maximum value, the pressure 
in the vortex center will drop to its minimum. This is 
also observed in the current simulation. The  
computed Cp and axial velocity along the vortex 
center line are shown in Figure 7. 
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Figure 7. Pressure coefficient and axial velocity as a 
function of the distance from the tip trailing edge. 

 
3.2 Area of Bubble Capture: “Window of 

Opportunity” 
The “window of opportunity” through which 

a nucleus needs to enter to be captured by the vortex 
and generate strong acoustic signals has been studied 
for a finite-span tip vortex flow by Hsiao and Chahine 
(2003b). It is also important to determine this 
“window of opportunity” for the current flow field 
because with the knowledge of the location and size 

of this small window, we are able to distribute and 
follow nuclei more efficiently. Near inception the size 
of the “window of opportunity” is strongly related to 
the probability of the cavitation events.  

 

 
Figure 8. The location of the release area for 
establishing the “window of opportunity”. 
 

 
Figure 9. Contours of encountered Cpmin for nuclei 
with R0=5, 10, and 20 microns. 
 

To establish the “window of opportunity” a 
rectangular release area was specified ahead of the tip 
leading edge of the propulsor on the x-r plane with 
165 nuclei of a given size released from a 15×11 grid 



 

point array. Figure 8 illustrates the location of the 
release area related to the propulsor blade.  The 
cavitation number was specified high enough (σ=12) 
such that the maximum growth size of a nucleus was 
less than 10 %. Each nucleus was tracked and the 
minimum pressure it encountered during its travel 
was recorded and assigned to the release grid point. 
This enables us to plot a contour of the minimum 
encountered pressure coefficient for the release grid 
points and to obtain the “window of opportunity” for 
each case. 

Figure 9 shows contours of minimum 
encountered pressure coefficient for three different 
nuclei sizes, R0 = 5, 10, 20 microns. The contours are 
blanked out for the release points where the nucleus 
collides with the propeller surface. It is seen that the 
size of the “window of opportunity” becomes smaller 
and its location shifts closer to the propeller pressure 
side surface when the nuclei size decreases.  
 
3.3 Single Bubble Dynamics for Prediction of 

Cavitation Inception  
Experiments conducted by Chesnakas and 

Jessup (2003) with a high speed video camera and a 
sensitive hydrophone captured the bubble and its 
emitted acoustic signal during sub-visual cavitation 
events. According to the duration of the acoustic 
signal, the cavitation events were categorized into 
“popping” and “chirping” events. They stated that the 
“popping” event has a very short duration of 
noticeable acoustic signal less than 0.3ms and that the 
bubble virtually remained spherical when its size was 
less than 0.1mm in diameter. The “chirping” event has 
a much longer duration ranging from 0.3 to 10ms, and 
the bubble has an elongated shape. They found that all 
the cavitation inception events occurred near or behind 
a location 0.5 chord length downstream of the tip 
trailing edge.  

To simulate the cavitation events, we 
investigated the bubble behavior and the emitted 
acoustic signal for different initial nuclei sizes at 
different cavitation numbers.  We found that  
“popping” cavitation events can be observed at a 
cavitation number just slightly smaller than the 
negative minimum pressure coefficient, -Cpmin=11.  
Figure 11 shows the bubble size variation and the 
emitted acoustic signals for an initial nucleus size, 
R0=20µm at σ=10.85. It is seen that the maximum 
bubble size is about 0.1mm in diameter and the 
noticeable acoustic signal only lasts about 0.3ms. As 
the cavitation number is reduced the bubble grows to a 
much larger size and the duration of the acoustic 
signal is much longer as shown in Figure 12 for 
R0=20µm at σ=10.75.  

 

 
Figure 11. The bubble radius, emitted acoustic 
pressure signal and encountered pressure during a 
cavitation event for R0= 20µm at σ=10.85. 
 

 
Figure 12. Bubble radius, emitted acoustic pressure 
and encountered pressure during a cavitation event for 
R0= 20µm at σ=10.75 
 

Figures 11 and 12 also show the pressure 
encountered by the bubble during its journey. There is 
a small delay in time for the bubble to grow to its 
maximum size after encountering the minimum 
pressure. This delay significantly increases when a 
cavitation event is produced by a small size nucleus. 
An example of such a cavitation event is shown in 
Figure 13 for R0=5µm at σ=10.3. To illustrate where 
the cavitation event occurs in the flow field, the bubble 
trajectory and size variations are plotted with the 
propulsor blade and iso-pressure surface as shown in 
Figure 14. It is seen that for the larger R0 the cavitation 
event occurs at a location slightly earlier than the 
experimental observation while the smaller R0 grows 
to its maximum size near a location 0.5 chord length 
downstream of the tip trailing edge.  

 

 
Figure 13. Bubble radius, emitted acoustic pressure 
and encountered pressure during a cavitation event for 
R0= 5µm at σ=10.3. 



 

 
Figure 14. The bubble trajectories and size variations 
during the cavitation event for three cases. 
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Figure 15. Computed bubble sizes and shapes of both 
spherical and non-spherical modes plotted with two 
levels of iso-Cp for R0= 20µm at σ=10.75. 

 

The bubble dynamics is also studied with the 
non-spherical model. Figure 15 compares the bubble 
shapes obtained with the spherical and the non-
spherical model for R0=20µm at σ=10.75. It is seen 
that both models predict almost the same maximum 
growth size. The non-spherical model also shows that 
the bubble elongates in the axial direction and 
becomes a cylindrical shape as it grows. However, for 
R0=20µm at σ=10.85 the bubble remains almost 
spherical at its maximum size as shown in Figure 16. 
For both cases the bubble starts to collapse after 
reaching its maximum size. The non-spherical 
computations, however, fail to continue once strong 
deformations develop over the bubble surface during 
the collapse. 
 

 
Figure 16. Computed bubble sizes and shapes of non-
spherical modes for R0= 20µm at σ=10.85 
 
3.4 Multiple Bubble Dynamics for Prediction of  

Cavitation Inception 
In order to simulate a real nuclei flow field as 

exists in nature or in the waters of a cavitation tunnel, 
Hsiao and Chahine (2004b) used a statistical nuclei 
distribution model and showed that the nuclei size 
distribution has a strong influence on the prediction of 
cavitation inception.  Since the nuclei size distribution 
is not available for the experiments conducted on the 
ducted propulsor flow, we have selected two very 
different nuclei size distributions and compared their 
effect on the prediction of cavitation inception. The 
first nuclei size distribution contains larger nuclei sizes 
ranging from 2.5 to 25µm while the other one contains 
smaller nuclei sizes ranging from 2.5 to 10µm (see 
Figure 17). In both cases we randomly released the 
nuclei from a 0.02m×0.03m window. A total of 600 
nuclei were released within 0.4 second. The nuclei size 
distribution for both cases is shown in Figure 17. 

As the nuclei travel in the computational 
domain, the resulting acoustic signals are monitored. 
The acoustic pressure is monitored on the shroud wall 
at a location 0.5 chord length downstream of the tip 
trailing edge. A series of computations were conducted 
at different cavitation numbers for both nuclei 
distributions to obtain acoustic signals for conditions 
above and below cavitation inception. Figure 18 
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illustrates the acoustic signals for the larger nuclei size 
distribution at three different cavitation numbers. 
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Figure 17. The number of nuclei released versus nuclei 
size for two different nuclei size distributions 
considered in this study. 
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Figure 18. The acoustic signals for the large size 
nuclei distribution case at three different cavitation 
numbers. 

 
From the results shown in Figures 18, we can 

define a cavitation inception number based on the 
number of cavitation events per unit time exceeding a 
certain value. Here a cavitation event is defined 
arbitrarily when a cavitating bubble emits an acoustic 

signal higher than 100pa. The curve of the number of 
cavitation events per second versus cavitation number 
is shown in Figure 19. It can be seen that there is a 
critical cavitation number above which no cavitation 
events occur. For nuclei size distribution No. 1 (larger 
bubbles) an abrupt rise in the number of cavitation 
events is seen when the cavitation number is below the 
critical cavitation number. Based on these curves one 
can determine the cavitation inception number for both 
cases by defining a criterion. For example, if 10 events 
per second is defined for cavitation inception, then a 
cavitation inception number σi=10.89 for the larger 
nuclei size distribution and σi=10.6 for the smaller 
nuclei size distribution can be deduced from Figure 
19. Chesnakas and Jessup (2003) defined the 
cavitation inception criterion as one event per second 
and obtained a cavitation inception number about 11. 
This inception number is very close to the critical 
cavitation number (∼10.9) for the larger nuclei size 
distribution, but these results are subject to the two 
criteria selected: amplitude of the peak and number of 
peaks per unit time. 
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Figure 19. Number of events per second versus 
cavitation number for the nuclei size distributions 
shown in Figure 17. 
 
4. Conclusions 

A direct numerical simulation of the two 
interacting vortices in a ducted propulsor flow field 
was conduced in a reduced computational domain to 
address the grid resolution issue in RANS 
computation. It was found that vortex diffusion and 
dissipation were significantly reduced with grid 
refinement. The resulting solutions illustrated with 
iso-pressure surfaces agree much better than RANS 
computations with experimental observations for 
fully developed cavitation in the vortex core and for 
cavitation inception number and location. No 
instability was seen due to a weak vortex/vortex 
interaction between the tip-leakage vortex and the 
trailing-edge vortex in the simulations. Further grid 
refinement may be required to resolve any such 
instability.  



 

The location and size of the “window of 
opportunity” through which a nucleus needs to enter to 
be captured by the vortex was identified for different 
nuclei sizes. 

From the study of single bubble dynamics we 
showed that the characteristics of the acoustic signals 
and bubble shapes as well as the location of cavitation 
inception resemble those observed experimentally. A 
multiple bubble dynamics model was also applied to 
study the effect of nuclei size distribution and to 
predict cavitation inception in real flow field 
conditions. Different nuclei size distributions and 
definitions of the cavitation inception event were 
found to influence the cavitation inception number. 
However, the range of cavitation inception number 
(σi∼11) was found to agree much better than previous 
studies (σi ∼5) with the experimental measurements.  
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ABSTRACT 
 
Non-spherical simulations of bubble nuclei in a tip 
vortex flow indicate bubble elongation followed by 
splitting and reentrant jet formation. The associated 
noise is much higher than the pressure signal from the 
collapse of a spherical bubble. A major difficulty in 
applying such a non-spherical method to a field of 
nuclei is the prohibitively expensive cost of 
corresponding computations. In this paper, we attempt 
to overcome this difficulty by performing simulations 
with an improved Surface Averaged Pressure (SAP) 
spherical model that accounts for bubble splitting. 
Non-spherical numerical studies are used to develop 
splitting criteria and characterize the resulting noise 
and offspring sub-bubbles. These criteria are 
implemented in the SAP spherical model, and 
numerical results with single bubble and with a 
realistic field are then presented. The effect of the 
inclusion of bubble splitting on the cavitation inception 
prediction is then investigated. 
 
INTRODUCTION 

 
Conducting numerical cavitation inception experiments 
using a distribution of nuclei as in a real liquid has 
been very successful in providing a numerical tool to 
study tip vortex cavitation inception and its scaling. 
We have developed a Surface Averaged Pressure 
(SAP) spherical bubble dynamics model (Hsiao, 
Chahine, and Liu, 2003, Hsiao and Chahine, 2003a, 
2003b) that has provided bubble dynamics results very 
similar to those obtained using a 3-D two-way 
interaction model (Figure 1). The SAP model is 
especially appropriate for simulations with a large 
number (~103 used so far) of bubble nuclei because of 
its reasonable memory and computational time 
requirements. The success of this model in the study of 
cavitation inception is partly due to the fact that the 
spherical approximation is valid at cavitation numbers 

near and above the cavitation inception number (Figure 
2). 

On the other hand, our recent studies with a more 
precise non-spherical axisymmetric method (Choi and 
Chahine, 2003a, 2003b, 2004, Choi, Chahine, and 
Hsiao, 2003a, 2003b) revealed that the bubble nucleus 
behavior at cavitation numbers just below the 
cavitation inception number is associated with extreme 
bubble elongation and splitting. Furthermore, these 
studies showed that the bubble splitting is followed by 
strong reentrant jets in the resulting offspring bubbles 
(Figure 3) and by the emission of very high pressure 
signals. A pressure signal is generated at the bubble 
splitting; however, much stronger pressures may be 
subsequently generated during the impact of the 
reentrant jets and the collapse of the offspring bubbles. 
The fact that the pressure signal from the subsequent 
behavior of the offspring bubbles is much higher than 
that from the collapse (splitting) of the original bubble 
suggests the need to include the bubble splitting in the 
SAP model in on-going and future studies. In addition, 
bubble splitting obviously results in the modification of 
the original nuclei size distribution, and this effect is 
included in the present upgraded SAP model. 

In order to avoid the higher computational cost of 
non-spherical methods and, at the same time, to include 
bubble splitting effects in the multiple bubble 
simulations, we need to identify the conditions for 
occurrence and to model the bubble splitting. Through 
an extensive series of non-spherical simulations under 
various conditions, we have developed rules for the 
conditions under which a bubble splits, the timing of 
the splitting, and the characteristics of the resulting 
offspring bubbles. These rules are then implemented in 
the upgraded SAP spherical model resulting in 
dynamic modification of the bubble nuclei sizes and 
distribution during a SAP simulation. 

In this paper, we illustrate the method for the study 
of cavitation inception in the flow field of a tip vortex. 
First, the non-spherical numerical studies on bubble 
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splitting leading to the development of splitting criteria 
and characterization of the resulting offspring bubbles 
are introduced and the implementation of the model 
within the context of the SAP spherical model is 
described. Numerical results with single and multiple 
bubble nuclei are then presented, and the effect of 
inclusion of bubble splitting on the cavitation inception 
prediction is discussed. 
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Figure 1:  Comparison of maximum bubble sizes from SAP 
spherical model and those from a non-spherical bubble 
model. Note the excellent agreement between the SAP 
spherical model and the 3-D two-way interaction model 
(3DYNAFS+DF_UNCLE) from Hsiao and Chahine (2003b). 
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Figure 2:  The maximum acoustic pressure as a function of 
cavitation number. Note that the bubble behavior near and 
above the cavitation inception (approx. 2.58 in this case) is 
quasi-spherical. (from Choi and Chahine (2004)) 

 
BUBBLE SPLITTING MODEL 
 
In our previous work (Choi and Chahine, 2003a, Choi, 
Chahine, and Hsiao, 2003), we have developed a 

bubble splitting model based on axisymmetric 
simulations of bubble nucleus under various conditions 
in a typical tip vortex flow field of a hydrofoil. In this 
section, we briefly summarize our observations of the 
bubble splitting and the characterization of the 
phenomena. 
 

 

Figure 3:  Bubble splitting and jet development of a nucleus 
captured by a tip vortex (in time sequence from top left to 
bottom right). (from Choi and Chahine (2004)) 

 
The tip vortex flow field used in the development 

of the splitting model is that of an elliptic hydrofoil of 
1 m chord and 1.5 m half span subject to 2.88 m/s 
inflow. The splitting model is derived from 
observations of the equivalent radius1 at which a 
bubble splits and the equivalent radii of the sub-
bubbles. As shown in Figure 4, these radii form a 
common set of curves regardless of the initial nucleus 
size within the range of 10 to 100 µm. We have also 
found that if the curves are normalized by the 
equivalent radius of the bubble just before the splitting, 
the ratios are constant over a wide range of cavitation 
numbers as shown in Figure 5. The ratio of the 
maximum equivalent radius, Rmax, to the equivalent 
radius just before the splitting is very close to 1.06, and 
the radii of the two sub-bubbles just after the split are 
0.95 Rmax and 0.55 Rmax regardless of the initial bubble 
size. These observations are the basis for the bubble 
splitting criterion and the initial size of the resulting 
sub-bubbles that are used below. 

The axial location of the sub-bubble centers 
obtained from numerous computations with various 
initial bubble nuclei size is shown in Figure 6. The 
sub-bubble centers normalized by the equivalent radius 
at splitting, Rsplit, fall on the same curves throughout 
the range of cavitation numbers we have studied. The 
center position of the downstream sub-bubble is 
                                                           
1 The equivalent radius is defined as the radius of a sphere of 
the same volume. 
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observed to be near 4.4 Rsplit, and the axial location of 
the upstream sub-bubble varies from approximately     
-1.0 Rsplit for the low cavitation numbers to 0.0 at the 
cavitation number where splitting starts to occur. 
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Figure 4: The equivalent radii predicted by the axisymmetric 
boundary element method (2DYNAFS) which allows bubble 
elongation and splitting. Four initial nuclei sizes, 10, 20, 50, 
and 100 µm, are considered, and the maximum radii, radii at 
splitting, and two radii of the sub-bubbles are shown. 
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Figure 5: The ratios of the maximum equivalent radius, Rmax, 
and the equivalent radii of the two sub-bubbles, Rsub1, Rsub2, 
relative to the equivalent radius just before the splitting, Rsplit, 
for the four initial nuclei sizes, 10, 20, 50, and 100 µm.  

 
The radial velocity of the sub-bubbles just after the 

split was found to be close to zero for both sub-
bubbles. It was also found that the initial locations of 
the sub-bubbles depend weakly on the Reynolds 
numbers but more strongly on the cavitation numbers. 
For cavitation numbers in the mid-low range (1.7 
σ≤ ≤  2.2), the locations of the sub-bubbles relative 

to the bubble center just before the splitting are fairly 

constant and are -1.0 Rsplit and 4.4 Rsplit, respectively for 
the upstream and the downstream sub-bubbles. 
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Figure 6: The axial locations of the sub-bubbles just after the 
splitting normalized by the equivalent radius just before the 
splitting, Rsplit. Four initial nuclei sizes, 10, 20, 50, and 100 
µm are considered. 

Based on the observations of the bubble splitting 
described above, the following bubble splitting model 
for low cavitation numbers (or smaller nuclei) was 
developed. The model consists of a splitting criterion 
and initial conditions for the sub-bubbles. 

 
Bubble splitting criterion: After a bubble has grown 
explosively (σ<σinception), it will split at the beginning of 
the collapse once its radius reaches 95% of the 
maximum radius. 
 
Initial condition of sub-bubbles: The radii of the 
larger and smaller sub-bubbles are respectively, 0.95 
and 0.55 of the radius at splitting, Rsplit. The initial gas 
pressure in each sub-bubble is that of the original 
bubble pressure at splitting, and the initial radial 
velocities are zero. The initial location of the larger 
sub-bubbles is 1.0 Rsplit upstream of the original bubble 
center, and that of the smaller one is 4.4 Rsplit radii 
downstream of the original bubble center. 
 
REENTRANT JET NOISE MODEL 
 

The peak-to-peak values of the acoustic pressure 
signal are shown in Figure 7. The acoustic pressure 
data predicted with 10, 20, 50, and 100 µm nuclei also 
fall on a common curve regardless of the initial bubble 
sizes. The maximum pressure peaks predicted by 
2DYNAFS© are always observed at the development of 
the jets in the sub-bubbles following the bubble 
splitting. We can use this observation to develop a 
model for the reentrant jet noise. 
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Figure 7: Acoustic pressure signals predicted by the 
axisymmetric boundary element method (2DYNAFS) which 
allows bubble elongation and splitting. Data for the four 
initial nuclei sizes, 10, 20, 50, and 100 µm form a common 
curve. 

 
 

The modeling of the jet noise is based on the 
observations of a typical acoustic pressure from the 
reentrant jet as shown in Figure 8. To model the timing 
of the jet noise, the time delay between the splitting 
and the zero crossing of the jet noise is defined as t1, 
and the time interval between the minimum and the 
maximum of the jet noise is defined as t2. These two 
time intervals and the peak-to-peak values of the 
acoustic pressure signal are plotted for a range of 
cavitation numbers in Figure 9. These data are fit into 
exponential curves resulting in the following 
expressions: 

 
( ) ( )
( ) ( )
( ) ( )

1

2

exp 2.5217 12.7754 ,

exp 2.7698 2.0205 ,

exp 2.3703 5.7600 .

p

t

t

σ σ

σ σ

σ σ

= − +

= − −

= − −

            (2) 

 
Then, the acoustic pressure signal due to the jet is 
modeled with the following sine signal. 
 

( ) ( ) ( )
( )
1

1 2 1 2
2

sin ,    
2jet

p t t
p t t t t t t

t
σ σ

π
σ

⎛ ⎞−
= ⋅ − ≤ ≤ +⎜ ⎟⎜ ⎟

⎝ ⎠
   (3) 

 
The jet noise from this model is compared with the 

original pressure signal for σ=2.10 in Figure 10. The 
duration of the signal from the model is shorter than 
the original signal at this cavitation number because 
the curve fit for t2 underestimates the duration of the 
signal as shown in Figure 9. We will improve this 
approximation in our next studies. 

 
Figure 8: Typical pressure signal from the reentrant jet after 
a bubble splitting. 
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Figure 9: Exponential curve fit of the acoustic pressure from 
the jet and the two time intervals of the jet noise. 

 

 
Figure 10: Comparison of the pressure signal from the 
reentrant jet between the 2DYNAFS prediction and the model 
equation (3) at σ=2.10. 
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SINGLE SPLITTING OF A NUCLEUS 
 

The improved SAP spherical model is first applied 
to a 20 µm nucleus at σ=1.70. The tip vortex flow field 
used here is the same flow field in which the splitting 
model was developed (Choi and Chahine, 2003a, Choi, 
Chahine, and Hsiao, 2003). The resulting time history 
of the bubble radius is shown in Figure 11 and the 
associated acoustic pressure signal is shown in Figure 
12. When the nucleus grows to its maximum size and 
reaches 95% of the maximum radius, it splits into two 
sub-bubbles as expected from the model explained 
earlier. The larger sub-bubble shrinks monotonically 
after the split, while the smaller sub-bubble begins with 
a small growth followed by violent collapses and 
rebounds. The acoustic pressure has an initial peak 
corresponding to the initial growth of the nucleus, 
followed by a sharp jet noise after the split. Then, there 
are two contributions to the acoustic pressure, one for 
each sub-bubble. The resulting signal from the sub-
bubbles has a smaller maximum peak than that without 
splitting. 

Another simulation of 20 µm nucleus at a higher 
cavitation number, σ=2.10, is shown in Figure 13. In 
this case, both of the sub-bubbles experience collapse 
and rebound cycles. However, the combined pressure 
signal still has smaller peaks than that from the 
simulation without the splitting if the strong jet noise 
of about 800 Pa appearing at 0.066 s is excluded. In 
Figure 14, the bubble behavior at the cavitation 
inception number is shown. In this case, the larger sub-
bubble is more active, yet producing weaker signal 
than the simulation without splitting. 
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Figure 11: Bubble radius history predicted with 20 µm 
nucleus at σ=1.70. 
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Figure 12: Acoustic pressure signals predicted with 20 µm 
nucleus at σ=1.70. 

 

 
Figure 13: Bubble radius and the acoustic pressure signal as 
functions of time predicted with 20 µm nucleus at σ=2.10. 

 

 
Figure 14: Bubble radius and the acoustic pressure signal as 
functions of time predicted with 20 µm nucleus at σ=2.26 
(cavitation inception). 
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Based on the results of the three cavitation 
numbers, we can arrive at the following conclusions 
for a single split of a nucleus. Visual detection of 
cavitation, which is based on detecting the maximum 
bubble size, is not affected by the splitting because the 
sub-bubble sizes are always smaller than the maximum 
size observed before the inclusion of splitting in the 
model and never grow larger than this. The acoustic 
pressure signal with splitting has a strong jet noise, but 
the resulting signals of the collapsing sub-bubbles are 
smaller than such a signal of one big bubble without 
splitting. This is more obviously seen in Figure 15, 
where the maximum of the resultant acoustic pressure 
signal from sub-bubble collapses for each cavitation 
number is always slightly smaller than the maximum 
peak observed from original SAP simulations without 
splitting. 
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Figure 15: Maximum of the acoustic pressure signal vs. 
cavitation numbers predicted with 20 µm nucleus. 

 
 
MULTIPLE NUCLEI WITH SINGLE 
SPLITTING 

 
Simulations with multiple nuclei can provide an 

insight for the cavitation noise in a real flow field. The 
improved SAP spherical model is applied to the same 
tip vortex flow field at σ=2.10 with a set of 100 nuclei 
of the same size 20 µm. The nuclei are distributed 
randomly in space within a rectangular box of 0.1 m x 
0.01 m x 0.006 m just in front of the blade tip and the 
computation stops when all these bubbles have gone 
through the 0.01 m x 0.006 m window.2 This 
distribution corresponds to a void fraction of 5.59x10-7. 

                                                           
2 Note that the same nuclei population is assumed 
everywhere in the flow domain, but only the nuclei coming 
through this window has the opportunity to grow explosively. 

The acoustic pressure signal from this simulation is 
shown in Figure 16. Compared to the acoustic signal 
without splitting, the signal with splitting is much 
noisier due to the jet noise, but the contribution from 
the sub-bubble collapses is weaker than the signal 
without splitting.  

 
Figure 16: Acoustic pressure signal from 100 nuclei of size 
20 µm with splitting compared to that without splitting. 

 
Figure 17: Amplitude spectrum of the acoustic pressure 
signal from 100 nuclei of size 20 µm with splitting compared 
to that without splitting. Also shown is the influence of the 
inclusion of the reentrant jet noise on the results. 

 
The amplitude spectrum can be obtained from the 

pressure signal, p(t), through the finite Fourier 
transformation. 

 

( ) ( ) 2

0

,
T

i ftP f T p t e dtπ−= ∫                (4) 

 
where T is the time duration for the finite Fourier 
transformation and f is the frequency. The amplitude 
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spectrum of the acoustic signal is shown in Figure 17. 
When the spectrum with splitting but without the jet 
noise is compared with the spectrum with splitting, the 
noise contents of frequency lower than 50~100 kHz 
have decreased and those at higher frequency have 
increased. This redistribution of the frequency contents 
is due to the smaller sub-bubbles created by the bubble 
splitting. If the jet noise is considered, the spectrum has 
a peak at 25 kHz. This frequency corresponds to the 
duration of the jet noise, ≈ 40 µs, at this cavitation 
number. 
 
 
MULTIPLE SPLITTING 
 

The bubble splitting model used above is based on 
the non-spherical axisymmetric bubble simulations 
starting from the first cycle of the bubble growth. In 
such simulations, the numerical computations usually 
cannot be continued through the collapse and rebound 
of the sub-bubbles because of the touchdown of the 
developed reentrant jets and the instabilities of the 
collapsing bubbles. Therefore, the non-spherical 
simulations cannot tell if the newly born sub-bubbles 
would split again or not. The first cycle usually has the 
strongest growth because it occurs just after the 
nucleus passes the minimum pressure region of the tip 
vortex. The bubble growth in the second and later 
cycles is weaker than the first because the pressure 
becomes higher and higher as the bubble moves 
downstream. Would the sub-bubble placed a little 
downstream of the minimum pressure region of the tip 
vortex split again? This question can be answered by 
performing a non-spherical simulation from the second 
cycle of the SAP spherical simulation because the local 
pressure encountered by the bubble nucleus a bubble 
cycle downstream would be very similar to that of the 
sub-bubble after the splitting. 

In Figure 18, two 2DYNAFS© simulations are 
shown, one starting from the beginning of the first 
cycle and the other from the beginning of the second 
cycle of the SAP prediction. Even though the local 
pressure encountered by the bubble in the second cycle 
is higher than that of the first, the bubble elongates and 
splits in the same way. The only major difference 
between the two cases is the amount of the growth, i.e. 
about 400 times in the first cycle vs. about twice in the 
second cycle. The characteristics of the splitting in the 
second cycle are very similar to those in the first cycle 
as summarized in Table 1. 

Because the sub-bubbles also split under very 
similar criteria as the first splitting, we can apply the 
same bubble splitting model to successive splitting of 
the sub-bubbles. Results from such a simulation are 
shown in Figure 19 for a 20 µm nucleus. The bubble 

radii obtained for a cavitation number of 1.70 show 
several radii curves due to successive splits. None of 
the sub-bubbles grow larger than the first maximum 
radius reached by the initial nucleus. The 
corresponding acoustic pressure signal shown in Figure 
20 becomes very complex with many new small 
signals appearing as the sub-bubbles become smaller 
and smaller. The amplitude spectrum of the combined 
signal is shown in Figure 21. Compared to the 
spectrum without splitting, the spectrum with multiple 
splitting has richer contents over all frequencies above 
a couple of hundreds kHz. 

 
 

 
Figure 18: Two 2DYNAFS© simulations, one starting from 
the beginning of the first cycle and the other from the second 
cycle of the bubble growth predicted by SAP with 20 µm 
nucleus at σ=2.10. 

 
 

Table 1: Characteristics of the bubble splitting in the first 
and the second cycles. 

 1st cycle 2nd cycle 
Req,split / Req,max 0.95 0.94 
Req,1 / Req,split 0.95 0.97 
Req2 / Req,split 0.55 0.43 

 
 
 
The successive splits of sub-bubbles can also be 

applied to simulations in the field of nuclei. Following 
the nuclei distribution used by Hsiao and Chahine 
(2003a), 142 nuclei of size distributions between 5 and 
50 µm, as shown in Figure 22, are randomly distributed 
in the box-like volume of 0.1 m x 0.01 m x 0.006 m 
just in front of the blade tip. The void fraction based on 
the bubble distribution and the box-like volume is 
1.46x10-6.  
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Figure 19: Bubble radii of the sub-bubbles from a 20 µm 
nucleus with multiple splitting at σ=1.70. 

 

 
Figure 20: Acoustic pressure signals of the sub-bubbles and 
their sum from a 20 µm nucleus with multiple splitting at 
σ=1.70. 

 
Figure 21: Amplitude spectrum of the acoustic pressure 
signal from 20 µm nucleus with multiple splitting at σ=1.70. 
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Figure 22: Distribution of 142 nuclei of sizes from 5 to 50 
µm and the resulting number of nuclei that cavitate in the 
simulation. 

 
Figure 23: Acoustic pressure signal from 142 nuclei of size 
distribution from 5 to 50 µm with multiple splitting at σ=2.10 
compared to that without splitting. 

 
Figure 24: Amplitude spectrum of the acoustic pressure 
signal from 142 nuclei of size distribution from 5 to 50 µm 
with multiple splitting at σ=2.10 compared to that without 
splitting. 
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The acoustic pressure signal obtained from the 

simulation is shown in Figure 23, and its amplitude 
spectrum is shown in Figure 24. The pressure signal 
obtained from the distribution of nuclei sizes with 
multiple splits has smaller peaks, and has increased 
higher frequency contents (approximately higher than 
10 kHz) and less low frequency contents 
(approximately lower than 10 kHz) than that without 
splits. 
 
 
CONCLUSIONS 

 
In order to further develop a tool to study scaling of 
cavitation inception and noise, we have improved the 
Surface Averaged Pressure (SAP) spherical model by 
combining it with a bubble splitting model derived 
from non-spherical bubble simulations. The method 
accounts for a cascade of splits of the sub-bubbles and 
includes the reentrant jet noise. During the 
development of the model, we have found that the 
bubble can lead to splitting even further downstream of 
the minimum pressure region, allowing successive 
multiple splitting of sub-bubbles. Our numerical 
simulations show that at least the second splitting of 
sub-bubbles has characteristics very similar to those of 
the first splitting. This enhanced SAP model is applied 
to single and multiple nuclei simulations in a typical tip 
vortex flow field. 

Through the applications of the enhanced SAP 
model to various cases, we have concluded that the 
visual detection of the cavitation is not affected by the 
successive nuclei splitting because the sub-bubbles 
never grow larger than the first maximum size within 
the range of our study. However, the bubble splitting 
has the following effects on the acoustic detection of 
cavitation: (a) The noise from reentrant jets after the 
split dominates the pressure signal from the rebounds 
of the original nucleus and sub-bubbles created from it 
through splitting. The jet noise contributes to a distinct 
peak in the spectrum. (b) The resulting acoustic 
pressure from the rebounds of the sub-bubbles is 
smaller than the pressure from the rebounds of the 
original nucleus without splitting. However, compared 
to the spectrum without splitting, the sub-bubble noise 
has an amplitude spectrum with more high frequency 
content and less low frequency content. This trend of 
shifting of frequency contents in the spectrum is a 
direct result of the bubble population redistribution 
from the large size original nucleus to many small size 
sub-bubbles. We are currently working on the 
expansion of the model and applications to a wider 
range of cavitation numbers, initial nuclei distributions, 
and Reynolds numbers. 
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ABSTRACT  
The growth and collapse of a cavitation bubble within the core of a line vortex is examined 
experimentally and numerically. This paper presents some preliminary results. A steady line vortex 
is formed downstream of a hydrofoil mounted in the test section of the UM 9-Inch Water Tunnel. A 
laser is used to initiate a nucleus in the core of the vortex. This nucleus grows and collapses as it 
experiences a reduction and recovery of the local static pressure. This pressure change is produced 
when the vortical flow in the test section passes through a reduction in area. Particle image 
velocimetry is used to measure the axial velocity and average tangential velocity of the tip vortex. 
Images of the bubble’s growth, deformation and splitting are captured with a pulse-synchronize 
camera. The results are then compared with those obtained with the boundary element method 
(BEM) code 2DYNAFS, which describes large free surface deformations in an axisymmetric 
potential flow to validate the extreme deformations and splitting model of the bubble. The 
experimentally observed and numerically predicted bubble dynamics are compared. 
1 INTRODUCTION 
 
The dynamics of spherical cavitation bubbles has been examined by many researchers and is 
relatively well understood. The growth, collapse, and noise emission of non-spherical bubbles has 
also been examined [1, 2, 16, 17]. In many cases, spherical bubble dynamics can scale these 
processes, even when the bubbles are significantly deformed but maintain aspect ratios close to unity 
[3]. However, cavitation bubbles that form in the low-pressure cores of concentrated coherent 
vortices can have aspect ratios that are significantly larger than unity. Such bubbles can break into 
several smaller bubbles before the first collapse. This can lead to multiple acoustic emissions from 
the collapse of a single bubble, and the frequency spectra and intensity of the noise produced by the 
collapse may not be easily scaled.  

Vortical cavitation can occur in the wakes of lifting surfaces or as coherent vortical motions in 
the turbulent shear flows. Vortex cavitation is often the first cavitation observed, since the formation 
and stretching of coherent vorticity in the flow can lead to significant local reductions in the static 
pressure. Experimental and numerical treatments of vortex cavitation have been reported [4-6], and 
Arndt [7] has provided a review. Oweis et al. [3] measured the noise pulse and spectra associated 
with single cavitation bubble events as they occur within the core of a vortex. The rapid growth and 
collapse of individual cavitation bubbles was observed, and the noise produced by the collapsing 
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bubbles was successfully scaled with spherical bubble dynamics. The aspect ratio of the collapsing 
bubbles was near unity (i.e. these bubbles were not highly deformed). However, numerical 
simulations of highly elongated bubbles in the cores of concentrated vortices suggest that the bubbles 
may fission during their collapse [8-12]. This could significantly alter the character of the noise 
produced by such an event.  

In the present work, we experimentally produce an elongated bubble in the core of a 
concentrated vortex and examine its growth and collapse. The experimental flow conditions are 
characterized and used as boundary conditions for a numerical simulation of the bubble dynamics. A 
steady line vortex is formed downstream of a hydrofoil mounted in the test section of the UM 9-Inch 
Water Tunnel. A laser is used to initiate a nucleus in the core of the vortex. This nucleus grows and 
collapses as it experiences a reduction and recovery of the local pressure. This pressure change is 
produced when the vortical flow in the test section passes through a reduction in area. Stereo Particle 
Image Velocimetry is used to measure the axial velocity and average tangential velocity of the tip 
vortex. Images of the bubble’s growth, deformation and splitting are captured with a pulse-
synchronize camera. These experimental results are compared with those obtained with the 
Boundary Element Method (BEM) code 2DYNAFS [18], which describes large free surface 
deformations in an axisymmetric potential flow to validate the extreme deformations and splitting 
model of the bubble.  
2 EXPERIMENTAL APPARATUS, TECHNIQUES AND PROCEDURE 
 
A finite aspect ratio hydrofoil was used to create steady line vortex in the test section of the 
University of Michigan 9-Inch Water Tunnel. The tunnel has a circular contraction downstream of a 
series of flow management screens with area contraction ratio 6.4:1. The test section has a 22.9 cm 
(9 inch) diameter round inlet that is then faired into a rectangular test section with widely rounded 
corners. A specially designed acrylic hump, 300 mm in length and 18 mm in maximum height 
(Figure 1), was mounted at a station 21 cm downstream of the trailing edge in order to slightly 
change static pressure field in the tunnel. The area ratio of the test section with and without the hump 
was 0.0354 and 0.0378 m2, respectively. Four acrylic windows (93.9 cm by 10.0 cm viewing area) 
permit optical access to the test section flow. A de-aeration system can be used to vary the dissolved 
gas content of the flow measured with an Orion Model 810 dissolved oxygen meter. 
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Fig. 1. Dimension and position of the hump in the water cavitation tunnel along with locations of  

the laser sheet for PIV and the generation of the laser-induced bubble. 



 

3  

EXPERIMENTAL VALIDATION OF BEM CODE ANALYSIS 
OF BUBBLE SPLITTING IN A TIP VORTEX FLOW 

A vortical flow was created using a cambered hydrofoil mounted to one window of the test 
section. The hydrofoil has a rectangular platform of 9.5 cm span and 16.6 cm chord. The tip of the 
hydrofoil was rounded. The incident flow angle was fixed to 3.5°. A series of tip and trailing edge 
vortices  are shed near the tip, and these vortices merge to form a single vortex within one-half chord 
length downstream of the trailing edge. Measurements of bubble behavior in the vortex core were 
taken for free-stream velocities U∞ in the range of 9.7 to 10.3 m/s and a variety of static pressures, 
P∞. The Reynolds number of the flow based on the U∞ and chord length C0  
(Re = U∞C0/ν) ranged from 1.76⋅106 to 1.87⋅106, where ν is the liquid kinematic viscosity. The free-
stream cavitation number is defined as σ∞ = (P∞ − Pv)/0.5ρU2∞, where the free-stream velocity and 
pressure are measured at the inlet of the test section upstream of the hydrofoil, and Pv is the liquid 
vapor pressure. 

Stereo Particle Imaging Velocimetry (SPIV) was used to measure the vortical flow field at a 
station 31 cm downstream of the trailing edge with and without the hump. A double-pulsed light 
sheet 5 mm thick was created perpendicular to the mean flow direction using two pulsed Nd:YAG 
lasers (Spectra Physics model Pro-250 Series). 15.3 micron average diameter silver coated glass 
spheres (from Potters Industries) were used to seed the flow. Acrylic prisms were optically mounted 
to opposite windows of the test-section for viewing of the light sheet with reduced optical distortion. 
Double-pulsed images of the light sheet were acquired with two digital cameras with 1280 x 1024 
pixels from LaVision Inc. The 50 mm Nikon lenses were used with Scheimpflug mounts. Optical 
distortion of the planar light sheet image was corrected through a calibration procedure that 
employed the imaging of a regular grid in the location of the light sheet plane. Velocity vectors were 
produced from the double-pulsed images using the LaVision image analysis software Davis 6.0.4. 
Multi-pass processing with a final window size of 32 x 32 pixels was used with 50% window 
overlap in the final pass to produce 82 x 53 in plane velocity vectors at 1 mm spacing. Since the 
camera-imaging plane was not parallel to the light sheet and it had an angular shift of 40º with the 
horizontal direction. 

Single cavitation bubbles were controllably initiated in the core of the line vortex through the 
optical initiation of a small nucleus. Laser-induced bubbles were generated by optical breakdown 
near the axis of the vortex and approximately in the middle of the hump (80 mm form its upstream 
edge). The beam of a Q-switched Nd:YAG laser (Spectra Physics PRO 250) producing 10 ns pulses 
with a maximum energy of 280 mJ at 1064 nm is focused to a point about 20 µm in diameter at the 
vortex centerline. The laser energy was reduced to the threshold level necessary to just creating a 
single nucleus. By varying the free-stream pressure and laser energy, the initial size of the laser-
induced bubble could be controlled [13]. Such a bubble consists of vapor and contains additionally 
an amount of non-condensable gas. Such gas likely results from diffusion, plasma recombination, 
and chemical reactions. Akhatov et al. [14] show that the presence of even a small amount of non-
condensable gas strongly influences the bubble dynamics. The schematic diagram of the 
experimental system for the generation of single cavitation bubbles in a vortical flow is shown in 
Figure 2. The free-stream dissolved gas content was kept below 20%, significantly decreasing the 
number of free-stream nuclei. Consequently, only laser induced cavitation bubbles consistently 
occurred in the core of the vortex. 

Images of the bubbles were observed with a “FlashCam” digital camera (Cooke Corporation). 
This camera has an effective resolution of 752 by 240 pixels, and is capable of recording up to 10 
consecutive exposures on the same image frame, with varying integration times and delays between 
each exposure. A pulse delay generator (Stanford Research Systems model DG535) was used to 
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trigger the camera at varying delays from the laser Q-switch pulse. These images were then recorded 
digitally and saved onto a PC hard drive for post-processing. Images of the bubble’s growth and 
splitting were captured with the pulse-synchronized digital camera after an appropriate delay, as 
described above. More details of the experimental arrangements and procedure are given in [3]. 
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Fig. 2. The schematic diagram of the experimental system for the generation of single cavitation  

bubbles in a vortical flow  

3 EXPERIMENTAL RESULTS  
 
Figure 3a shows a vector map of the average planar vortical flow field measured perpendicular to the 
vortex axis produced after averaging 50 instantaneous flow field without the hump for U∞ = 10 m/s. 
Note that the axial velocity of the vortex is about 8% higher than that of the free-stream. Figure 4 
plots the average tangential velocity uθ(r), as a function of the distance from the vortex center r 
derived from the measured flow fields. The radial velocity distribution of the vortex is nearly that of 
a Gaussian vortex: 

 )1(2)( 2)/( CrrO erru α
θ π

−−Γ
=  (1) 

Here, α ≈1.255 which make rC  the “core radius” defined as the radius where the tangential 
velocity is maximum. For the measured vortex, the fitted core radius rc was 4.8 mm and the 
circulation Γ0 was 0.22 m2/s. These parameters are averaged for the vortex upstream and over the 
hump. Details of the identification process of the Gaussian vortex properties can be found in [3].  

As the vortical flow passes over the contraction, the vortex is stretched, and stream-wise flow 
accelerates on the axis of the vortex. Figure 3b presents the averaged flow field for the vortex 
passing over the hump. Note that the axial velocity of the vortex is greater up to 12 m/s than the 
surrounding flow. The pressure in the core of the vortex as it passes over the hump is given by 
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a)        b) 

Fig. 3. Axial velocity contours with in-plane velocity vectors for the flow without (a) and with the hump (b). 
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Fig. 4. The measured tangential velocity uθ(r), along with the velocity distribution for the Gaussian vortex with  

rc = 4.9 mm and Γ0 = 0.213 m2/s (with the hump) and rc = 5 mm and Γ0 = 0.236 m2/s (without the hump) 
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where U∞ is the local free-stream velocity and pressure far from the vortex, UCH  is the axial velocity 
at the center of the vortex as it passes over the hump, and η = 0.870, following the approximate 
analysis of Batchelor [15]. Cavitation can occur in the vortex when PCH < PV, the vapor pressure. σ∞,i  
is the free-stream cavitation inception number for the vortex as it passes over the hump. We expect 
that nuclei will grow when  
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For the vortex here, σ∞,i = 1.13. 
With the pulse of the nuclei producing laser, a small bubble is created at the center of the vortex 

upstream of the hump. Figure 5 shows a series of images illustrating how the bubble grows and 
collapses (σ∞ = 1.72 and U∞ = 10 m/s). The time delay is the time between the laser firing and the 
first image, and the time between exposures is 100 µm. The bubble grows due to the high pressure 
produced by gases generated within the breakdown volume of the laser beam  , even though the core 
pressure is above vapor pressure. The bubble grows along the axis of the vortex. The maximum 
radius Rmax of the bubble is equal to 0.75 mm, and the maximum length is 20 mm, making the 
maximum aspect ratio (length to diameter) of ~13.  As the bubble begins to collapse, small satellite 
bubbles are  detached from either end of the primary bubble.  The splitting moment from the both 
sides of the bubble occurs after 1.9 ms  when the bubble’s elongation reaches about 20 mm.  

Figure 6 presents some examples of the images of the bubbles created with different free-stream 
cavitation numbers σ∞ and U∞ = 10 m/s. With higher σ∞ = 1.88, the bubble’s elongation is similar 
but the radius is significant  smaller, about 0.5 mm. Figure 7 shows images of the bubbles just before 
splitting with the same σ∞ = 1.78 and U∞ = 10 m/s.  
 

   
Time delay = 100 µs (2 exposures) Time delay = 100 µs (5 exposures) Time delay = 100 µs (6 exposures) 

   
Time delay = 1950 µs (1 exposure) Time delay = 1950 µs (1 exposure) Time delay = 1950 µs (1 exposure) 

Fig. 5. Superimposed images for the laser-induced bubbles in the center of the vortex; σ∞ = 1.72; U∞ = 10 m/s.  
Image dimensions (H 26.0 x V 8.3 mm) 

 

   σ∞ = 1.54; time delay = 1950 µs σ∞ = 1.62; time delay = 1950 µs σ∞ = 1.70; time delay = 1950 µs 

   σ∞ = 1.74; time delay = 1900 µs σ∞ = 1.78; time delay = 1950 µs σ∞ = 1.84; time delay = 1950 µs 

   
 σ∞ = 1.86; time delay = 1950 µs σ∞ = 1.88; time delay = 1950 µs 

Fig. 6. Images for the bubbles induced in the center of the vortex with different σ∞: 1.54÷1.88;  
Image dimensions (H 26.0 x V 8.3 mm) 
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Time delay = 1800 µs Time delay = 1800 µs  Time delay = 1840 µs 

   
 Time delay = 1840 µs  Time delay = 1850 µs  Time delay = 1870 µs 

Fig. 7. Images for the bubbles induced in the center of the vortex; σ∞ = 1.78.  
Image dimensions (H 13.0 x V 4.15 mm) 

4 NUMERCIAL SIMULATIONS  
 
The growth and collapse of elongated bubbles in a line vortex was simulated using an axisymmetric 
simulation code employing the Boundary Element Method (BEM) called 2DYNAFS© from Dynaflow 
Inc. [8-10, 18]  

The bubble surface is discretized by straight line segments on a meridian plane. The potential is 
assumed to vary linearly over each segment, while the normal gradient of the potential is assumed 
constant over each segment. The integral equation is then collocated at the center of each segment, 
and the resulting matrix equation is solved by using a standard LU decomposition technique. The 
normal velocity is known from the solution of the integral equation while the tangential velocity is 
obtained by numerical differentiation of the potential along the bubble surface. The new bubble 
geometry is obtained by advancing each node according to the sum of this local velocity and the 
velocity of the ambient vortex field. The time step size is controlled by an adaptive scheme that 
ensures that smaller time steps are chosen when the potential changes rapidly. Once the solution is 
obtained at any time step, the pressure signals at given field points can be calculated by using the 
Green identity and the unsteady Bernoulli equation. First, the Green identity is used to calculate the 
potential at given field points, and then the velocity is obtained from numerical differentiation. 
Finally, the pressure can be calculated by the Bernoulli equation.  

A bubble placed on the vortex axis usually elongates along this axis. When bubble splitting 
occurs, a special treatment is necessary to continue the simulation. When a node approaches the axis 
within a specified small distance, three nodes including two neighboring nodes are tested to find the 
two nodes that are closest to the axis. The segment connecting these two nodes is detected as the 
segment to split. This detection procedure can be complex if multiple nodes approach the axis 
simultaneously or the bubble splits into more than three sub-bubbles at the same time step. Once a 
segment to split is found, the segment is removed by placing the two end nodes of the segment 
exactly on the axis [12, 19].  

The pressure inside each bubble is assumed homogeneous, and the gas inside each bubble is 
assumed to be composed of both vapor of the liquid and an amount of non-condensable gas, here 
neglected (vapor bubble model) [14]. If this condition is satisfied, the liquid motion can be treated in 
the same manner as for an empty cavity, where the saturated vapor pressure PV  inside the bubble is 
opposed to the pressure in the vortex as acting on the outside of the bubble wall. It is simply assumed 
that the vapor pressure inside the bubble does not remain equal to the equilibrium liquid vapor 
pressure at the ambient temperature and the cooling of the bubble contents takes place in stepwise 
manner. Experimental data is used as input data (initial radius of the bubble equal to Rmax, core 
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radius rc, circulation Γ0 , and static pressure depression under the hump) for the simulations of the 
bubble growth. The details of this formulation are provided in [9, 12].  

The simulated bubble behavior for σ∞ = 1.72 and U∞ = 10 m/s is shown in Figure 8. The bubble 
elongates extremely from the initial radius equal to 0.75 mm without any cyclic fluctuations up to 22 
mm as it travels downstream along the axis. At the maximum elongation, the length to radius ratio 
reaches about 20. The bubble growth in the radial direction is rather large compared to the local core 
radius of the vortex in absence of the bubble, rc= 4.51 mm. The elongated bubble forms two necks 
which break resulting in three sub-bubbles. This behavior is very similar to that one observed during 
the experiments (see Figures 5 and 6), but the bubble is more elongated and time of the splitting is 
much longer, about 5 ms. These discrepancies can be caused by the vapor model of the bubble and 
non-uniform axial velocity of the vortex. 

 0 0.002

-0.01

-0.005

0

0.005

0.01

 0 0.002  0 0.002  0 0.002  0 0.002   
 
 

Fig. 8. The bubble behavior in a vortex flow field: rc = 4.51 mm Γ0 = 0.2123 m2/s; σ∞ = 1.72;  
U∞ = 10 m/s; initial radius of the bubble Ro = 750 µm. 3 Dimensional view of the bubble just before splitting. 

4 CONCLUDING REMARKS 
 
Bubble splitting phenomena was investigated both experimentally and numerically in a tip vortex 
flow. Due to a slight modification of the flow conditions in the water cavitation tunnel laser-induced 
cavitation bubbles created at the vortex centreline grow, elongate and split. The results from this 
observation are then compared with those obtained with a boundary element method (BEM) code 
2DYNAFS, which describes large free surface deformations in an axisymmetric potential flow. 
Comparisons of the calculations and experimental findings show good agreement and thus positively 
validate the BEM code. Therefore, one can conclude that this code provide reliable computational 
tool for the extreme deformations and splitting model of the bubble in the vortex flow. 

However, additional detailed comparisons are needed to improve numerical models which are 
used in this code e.g. the splitting prediction model. During experiments, after the first splitting 
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elongated bubble forms subsequent necks which probably brake resulting in another three sub-
bubbles as is shown in Figure 9. These phenomena should be investigated in more details during 
additional experiments. Further work is in progress to obtain more precise input data for the 
simulations of the bubble growth. 

 

  σ∞ = 1.86; Time delay = 1850 µs σ∞ = 1.88; Time delay = 1950 µs 
Fig. 9. The bubble splitting in a vortex flow field. Three sub-bubbles and visible necks in the larger sub-bubble 
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Scaling of Tip Vortex Cavitation
Inception Noise With a Bubble
Dynamics Model Accounting for
Nuclei Size Distribution
The acoustic pressure generated by cavitation inception in a tip vortex flow was simu
in water containing a realistic bubble nuclei size distribution using a surface-avera
pressure (SAP) spherical bubble dynamics model. The flow field was obtained b
Reynolds-averaged Navier–Stokes computations for three geometrically similar scales
a finite-span elliptic hydrofoil. An ‘‘acoustic’’ criterion, which defines cavitation incepti
as the flow condition at which the number of acoustical ‘‘peaks’’ above a pre-sele
pressure level exceeds a reference number per unit time, was applied to the three
It was found that the scaling of cavitation inception depended on the reference v
(pressure amplitude and number of peaks) selected. Scaling effects (i.e., deviation
the classicals i}Re

0.4! increase as the reference inception criteria become more string
(lower threshold pressures and less number of peaks). Larger scales tend to detec
cavitation inception events per unit time than obtained by classical scaling becau
relatively larger number of nuclei are excited by the tip vortex at the larger scale du
simultaneous increase of the nuclei capture area and of the size of the vortex core
average nuclei size in the nuclei distribution was also found to have an important im
on cavitation inception number. Scaling effects (i.e., deviation from classical express
become more important as the average nuclei size decreases.@DOI: 10.1115/1.1852476#
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1 Introduction
Scaling of the results of a propeller tip vortex cavitation ince

tion studies from laboratory to large scales has not always b
very successful. Aside from the problems associated with prop
scaling the flow field, existing scaling laws as derived or used
previous studies, e.g.,@1–6#, lack the ingredients necessary
explain sometimes major discrepancies between model and
scale. One of the major aspects which has not been appropri
incorporated in the scaling law is nuclei presence and nuclei
distribution effects. Another issue which may cause scaling pr
lems is the means of detection of cavitation inception. Practica
the flow condition is considered to be at cavitation inception wh
either an ‘‘acoustic’’ criterion or an ‘‘optical’’ criterion is met
@7,8#. These two detection methods are known to provide differ
answers in the most practical applications. Furthermore, for p
tical reasons inception may be detected by one method at m
scale and by another at full scale. To address this issue in a m
consistent manner for different scales, the present study cons
an ‘‘acoustic’’ criterion which determines the cavitation inceptio
event by counting the number of acoustical signal peaks that
ceed a certain level in unit time.

To theoretically address the above issues in a practical
spherical bubble dynamics models were adopted in many stu
in order to simulate the bubble dynamics and to predict tip vor
cavitation inception@8–10#. In our previous studies@8,11#, an
improved surface-averaged pressure~SAP! spherical bubble dy-
namics model was developed and applied to predict single bu
trajectory, size variation and resulting acoustic signals. This mo
was later shown to be much superior than the classical sphe
model through its comparison to a two-way fully thre
dimensional~3D! numerical model which includes bubble sha
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deformation and the full interaction between the bubble and
viscous flow field@11#. In the present study we incorporate th
SAP spherical bubble dynamics model with a statistical nuc
distribution in order to enable prediction of cavitation inception
a practical liquid flow field with known nuclei size distribution
This is realized by randomly distributing the nuclei in space a
time according to the given nuclei size distribution. According
previous studies@12,13# the number of nuclei to use in the com
putation can be reduced by considering only the nuclei that p
through a so-called ‘‘window of opportunity’’ and are captured
the tip vortex.

In order to study scale effects in a simple vortex flow filed w
consider the tip vortex flows generated by a set of three geom
cally similar elliptic hydrofoils. The flow fields are obtained b
steady-state Navier–Stokes computations which provide the
locity and pressure fields for the bubble dynamics computatio
The SAP spherical model is then used to track all nuclei relea
randomly in time and space from the nuclei release area an
record the acoustic signals generated by their dynamics and
ume oscillations.

2 Numerical Models

2.1 Navier–Stokes Computations. To best describe the tip
vortex flow field around a finite-span hydrofoil, the Reynold
averaged Navier–Stokes~RANS! equations with a turbulence
model are solved. These have been shown to be successf
addressing tip vortex flows@14# and general propulsor flows
@15,16#. The three-dimensional unsteady Reynolds-averaged
compressible continuity and Navier–Stokes equations in no
mensional form and Cartesian tensor notations are written as
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whereui5(u,v,w) are the Cartesian components of the veloc
xi5(x,y,z) are the Cartesian coordinates,p is the pressure,Re

5ru* L* /m is the Reynolds number,u* andL* are the charac-
teristic velocity and length selected to be, respectively, the
stream velocity,V` and root chord length,C0 . r is the liquid
density, andm is its dynamic viscosity. The effective stress tens
t i j is given by

t i j 5
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Re
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whered i j is the Kronecker delta andui8uj8 is the Reynolds stres
tensor resulting from the Reynolds averaging scheme.

To numerically simulate the tip vortex flow around a finite-sp
hydrofoil, a body-fitted curvilinear grid is generated and Eqs.~1!
and~2! are transformed into a general curvilinear coordinate s
tem. The transformation provides a computational domain tha
better suited for applying the spatial differencing scheme and
boundary conditions. To solve the transformed equations, we
the three-dimensional incompressible Navier–Stokes flow sol
DFIUNCLE, derived from the code UNCLE developed at Miss
sippi State University. The DFIUNCLE code is based on the
artificial-compressibility method@17# which a time derivative of
the pressure multiplied by an artificial-compressibility factor
added to the continuity equation. As a consequence, a hyper
system of equations is formed and is solved using a time marc
scheme in pseudo-time to reach a steady-state solution.

The numerical scheme in DFIUNCLE uses a finite volume for-
mulation. First-order Euler implicit differencing is applied to th
time derivatives. The spatial differencing of the convective ter
uses the flux-difference splitting scheme based on Roe’s me
@18# and van Leer’s MUSCL method@19# for obtaining the first-
order and the third-order fluxes, respectively. A second-order c
tral differencing is used for the viscous terms which are simplifi
using the thin-layer approximation. The flux Jacobians require
the implicit scheme are obtained numerically. The resulting s
tem of algebraic equations is solved using the Discretized New
Relaxation method@20# in which symmetric block Gauss–Seid
sub-iterations are performed before the solution is updated at
Newton interaction. Ak2« turbulence model is used to model th
Reynolds stresses in Eq.~3!.

All boundary conditions in DFIUNCLE are imposed implicitly.
Here, a free stream constant velocity and pressure conditio
specified at all far-field side boundaries. The method of charac
istic is applied at the inflow boundary with all three compone
of velocities specified while a first-order extrapolation for all va
ables is used at the outflow boundary. On the solid hydrofoil s
face, a no-slip condition and a zero normal pressure gradient
dition are used. At the hydrofoil root boundary, a plane symme
condition is specified.

2.2 Statistical Nuclei Distribution Model. In order to ad-
dress a realistic liquid condition in which a liquid flow field con
tains a distribution of nuclei with different sizes, a statistical n
clei distribution is used. We consider a liquid with a known nuc
size density distribution function,n(R). n(R) is defined as the
number of nuclei per cubic meter having radii in the range@R,R
1dR#. This function has a unitm24 and is given by

n~R!5
dN~R!

dR
(4)

whereN(R) is the number of nuclei of radiusR in a unit volume.
This function can be obtained from experimental measurem
such as light scattering, cavitation susceptibility meter and A
Acoustic Bubble Spectrometer® measurements@21# and can be
expressed as a discrete distribution ofM selected nuclei sizes
Thus, the total void fraction,a, in the liquid can be obtained by
56 Õ Vol. 127, JANUARY 2005
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(5)

whereNi is the discrete number of nuclei of radiusRi used in the
computations. The position and timing of nuclei released in
flow field are obtained using random distribution functions, a
ways ensuring that the local and overall void fraction satisfy t
nuclei size distribution function.

From previous studies@12,13#, we know that only nuclei that
‘‘enter’’ a given region or ‘‘window of opportunity’’ are actually
captured by the vortex and generate strong acoustic sign
Therefore, it is economical to consider only nuclei emitted fro
this ‘‘window of opportunity.’’ This is similar to considering a
fictitious volume of cross area equal to the window area and
length equal toV`Dt, whereV` is the free stream velocity andDt
is the total time of signal acquisition~see Fig. 1!.

2.3 Bubble Dynamics. The nuclei convected in the flow
field are treated using a spherical bubble dynamics model. To
so, we use the Rayleigh–Plesset equation modified to accoun
a slip velocity between the bubble and the host liquid, and for
nonuniform pressure field along the bubble surface@10#. The re-
sulting modified surface-averaged pressure~SAP! Rayleigh–
Plesset equation can be written as:

Fig. 1 The location and size of a fictitious volume for ran-
domly distributing the nuclei
Transactions of the ASME
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RR̈1
3

2
Ṙ25

1

r
S pv1pg0S R0

R D 3k

2Pencounter2
2g

R
2

4mṘ

R D
1

~u2ub!2

4
(6)

where Ris the time varying bubble radius,R0 is the initial or
reference bubble radius,g is the surface tension parameter,pv is
the vapor pressure.pg0 is the initial or reference gas pressu
inside the bubble, andk is the polytropic compression law con
stant. u is the liquid convection velocity andub is the bubble
travel velocity. Pencounter is the ambient pressure ‘‘seen’’ by th
bubble during its travel. In the SAP methodPencounteris defined as
the average of the liquid pressures over the bubble surface@11#.

The bubble trajectory is obtained using the following moti
equation@22#

dub

dt
5

3

r
¹P1

3

4
CD~u2ub!uu2ubu1

3

R
~u2ub!Ṙ (7)

where the drag coefficientCD is given by an empirical equation
such as that of Haberman and Morton@23#

CD5
24

Reb
~110.197Reb

0.6312.631024Reb
1.38!; Reb5

2rRuu2ubu
m

(8)

The pressure at a distancel from the bubble center generated b
the bubble dynamics is given by the expression

p5
r

l
@R2R̈12RṘ2#2rFR4Ṙ2

2l 4 G (9)

Whenl @R, Eq. ~9! becomes the expression for the acoustic pr
surepa of Fitzpatrick and Strasberg@24# after introduction of the
delayed timet8 due to a finite sound speed,c

pa~ t8!5
Rr

l
@RR̈~ t8!12Ṙ2~ t8!#, t85t2

r 2R

c
. (10)

To determine the bubble motion and its volume variation
Runge–Kutta fourth-order scheme is used to integrate Eqs.~6!
and ~7! through time. The liquid velocity and pressures are o
tained directly from the RANS computations. The numerical
lution of the RANS equations, however, offers the solution
rectly only at the grid points. To obtain the values for a
specified location (x,y,z) on the bubble we need to interpola
from the background grid. To do so, an interpolation stencil a
interpolation coefficients at any specified location are determi
at each time step. We use a three-dimensional point-loca
scheme based on the fact that the coordinates (x,y,z) of the
bubble location are uniquely represented relative to the eight
ner points of the background grid stencil by

x5(
i 51

8

Nix̄i , y5(
i 51

8

Ni ȳi , z5(
i 51

8

Niz̄i , (11)

where

N15~12f!~12c!~12w!, N25f~12c!~12w!,

N35~12f!c~12w!, N45fc~12w!,
(12)

N55~12f!~12c!w, N65f~12c!w,

N75~12f!cw, N85fcw.

f, c, w are the interpolation coefficients, and (x̄i ,ȳi ,z̄i) are the
coordinates of the eight corner points of a grid stencil in the ba
ground grid. Equation~11! is solved using a Newton–Raphso
method. For a bubble point to be inside the grid stencil requ
that the correspondingf, c, w satisfy 0<f<1, 0<c<1, 0<w<1.
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Once the interpolation stencil and interpolation coefficients
determined, the pressure and velocities can be obtained by us
similar equation to Eq.~11!.

2.4 Computational Domain and Grid Generation. To
compute the flow around the finite-span elliptic hydrofoil we ge
erated an H–H type grid with a total of 2.7 million grid points
which 19131013101 grid points were created in the streamwis
spanwise and normal direction, respectively, and 81361 grid
points were used to discretize the hydrofoil surface. The grid
subdivided into 12 blocks for a computational domain which h
all far-field boundaries located six~6! chord lengths away from
the hydrofoil surface~see Fig. 2!. Grid resolution was determined
according to previous numerical studies@14,25# in which exten-
sive investigations of the grid resolution for the tip vortex flo
showed that the minimum number of grid points needed for go
resolution is at least 15 grid points across the vortex core. H
the grid resolution for the tip vortex was optimized through r
peated computations and regridding to align grid cluster
around the tip vortex centerline. The final refined grid selected
the results shown below had at least 16 grid points in the span
direction and 19 grid points in the crosswise direction within t
vortex core. The first grid above the hydrofoil surface was loca
such thaty1'1 in order to properly apply the turbulence mode

3 Results

3.1 3D Steady-State Tip Vortex Flow. The selected finite-
span elliptic foil has a NACA16020 cross section with an asp
ratio of 3~based on semispan!. The flow field at an angle of attack

Fig. 2 Computational domain and grid for the current study
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Fig. 3 Pressure coefficient variations along the NACA16020
elliptic foil for three values of the Reynolds number

Table 1 Characteristics of the three NACA16020 foil used

Small scale Medium scale Large scale

C0 0.144 m 0.288 m 0.576 m
V` 10 m/s 10 m/s 10 m/s
Re 1.443106 2.883106 5.763106

2Cpmin 3.34 4.34 5.48
58 Õ Vol. 127, JANUARY 2005
of 12 deg was computed for three foil sizes or three differ
Reynolds numbers in order to study cavitation scaling effe
These correspond to the three scales shown in Table 1. In all t
cases a steady-state solution was considered achieved wh¹

•V̄<131024. The resulting pressure coefficients along the
vortex centerline are shown in Fig. 3. It is seen that the locati
of the minimum pressure for all three cases are very close to
hydrofoil tip and are located atx/C050.085, 0.075, and 0.075
The corresponding minimum pressure coefficients are show
Table 1. If the cavitation inception number is assumed to
2Cpmin , then these values correlate with the power formulatio
s i}Re

0.36.
To validate the steady state computations an additional case

computed at an angle of attack equal to 10° andRe54.753106.
The results were compared to the available experimental meas
ments of@2# by considering the tangential and axial velocity com
ponents across the tip vortex core at two streamwise locations
seen in Fig. 4, the comparison indicates that the tip vortex flow
well predicted in the near-field region in which the pressure co
ficient along the vortex center reaches its minimum. Howev
over-diffusion in vortex core size and over-dissipation in velo
ties are seen for the numerical solution further downstream e
cially for the axial velocity component whose velocity profi
changes from excess to deficit. Notice, however, that this occ
beyond the region of interest here for bubble dynamics stud
Indeed, the bubble dynamics simulations show that the bub
growth and collapse durations are relatively very short~see Fig. 5!
and occur beforex/C050.1. In this region, our numerical solutio
Fig. 4 Comparison of tangential and axial velocity components across the tip vortex core at x ÕC0Ä0.1 and 0.3
between present numerical result and experimental measurements „Fruman et al. 1992 …
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Fig. 5 Example computation of bubble dynamics for bubble radius, encoun-
tered pressure, and emitted acoustic pressure versus time during bubble cap-
ture in the tip vortex
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agrees quite well with the experimental measurements. There
the present Navier–Stokes computations are reliable for stud
the bubble behavior in theCpmin region of interest.

3.2 Window of Opportunity. The ‘‘window of opportu-
nity’’ can be determined by releasing nuclei upstream of the fo
and tracking their trajectories to see if they enter into the l
pressure areas in the tip vortex flow. A release plane locate
x/C0520.1 ahead of the hydrofoil tip (x/C050) was used. Nu-
clei were released from this plane at various locations, track
and the minimum pressure they encountered is recorded a
corresponding release point.

Initially, 300 nuclei of a given size were released from t
release plane. All properties are defined at 20°C. The cavita
number was specified high enough such that the maximum gro
size of nucleus was less than 10%. Figure 6 shows a contour
of the minimum pressure coefficient encountered for each rele
location for different nuclei sizes in the small scale. The conto
are blanked out for the release points where the nuclei collide w
the hydrofoil surface. It is seen that the size of the ‘‘window
opportunity’’ becomes smaller and its location shifts closer to
hydrofoil surface of pressure side when the nuclei sizes decre
The contours of minimum encounter pressure coefficient for
eering
ore,
ing

ils
w
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ed,
the

e
tion
wth
plot
ase
rs
ith

of
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ase.
if-

ferent scales with the same initial nuclei size are shown in Fig
It is seen that the size of the ‘‘window of opportunity’’ increas
as the scale increases. This implies that larger scales capture
nuclei into the vortex for the same nuclei sizes and duration
observation time when compared to smaller scales.

3.3 Statistical Nuclei Size Distribution. Nuclei size distri-
bution studies in water tunnels, lakes and oceans@26,27# show a
power-law distribution for the number density distribution fun
tion, with n(R)'1/Rb, where the exponentb lies between 2.5
and 4. In the present study we consider a nuclei size distribu
ranging from 10 to 100mm with a void fractiona'131026 as
shown in Fig. 8. In order to consider a same bubble population
all scales, we have accounted for the fact that a bubble
change its radius in a static equilibrium fashion when the amb
pressure is changed. Therefore, for the same scaled cavit
number, initial nuclei sizes are reduced for the larger scales wh
the ambient pressure would be larger. This is not a major cha
in the values since gas pressure inside the bubble varies like
cube of the radius, while surface tension which is predomin
varies like the inverse of the radius. This results in nuclei si
Fig. 6 Contours of the minimum pressure coefficient encountered at high cavitation number for different
nuclei size in the small foil scale
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Fig. 7 Contours of the minimum pressure coefficient encountered at high cavitation number for R0Ä20 mm and for the medium
and large foil scale
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ranging from 10 to 100mm for the small scale, 9.2–92mm for the
medium scale, and from 8.5 to 85mm for the large scale. Thes
curves are used to generate the nuclei field.

With the void fraction and size distribution provided, the to
number of nuclei released for each scale is then determined b
on the length of signal acquisition time and the size of the rele
area. To determine an appropriate statistically meaningful ob
vation time we tested two different signal acquisition timesDt
50.2 and 1 s. Both cases were conducted for the small sca
cavitation numbers53.0. The number of nuclei released and t
number of nuclei reaching critical~cavitating! condition versus
nuclei size for these two cases are shown in Fig. 9. In this fig
a nucleus is considered to be a cavitation bubble whenPencounter
,Pcr , where the critical pressure is defined as

Pcr5pv2~3k21!S 2g

3k D 3k/3k21

~pg0R0
3k!21/3k21 (13)

with k51.4. Comparison between these two cases shows tha
smaller acquisition time only results in a slightly smaller probab
ity for cavitation. Therefore,Dt50.2 second is statistically suffi
cient and was used for the other tests. For the release window
consider an area to be large enough to cover the ‘‘windows
opportunity’’ for all nuclei sizes released. Here, the size of
release area is specified as 7 mm35 mm, 14 mm310 mm, and 28

Fig. 8 Nuclei size number density distributions applied at the
three scales
60 Õ Vol. 127, JANUARY 2005
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mm320 mm for the small, medium, and large scale, respectiv
As a result, the number of nuclei in each population is 142, 5
and 2272 for the three scales, respectively.

3.4 Scaling of Cavitation Inception Noise. As nuclei travel
in the computational domain, the resulting acoustic pressur
monitored. The acoustic pressure was computed at a location
m away from the hydrofoil tip for all cases. A series of compu

Fig. 9 The number of nuclei released and the number of nuclei
reaching critical pressure „cavitating … versus nuclei size ob-
tained at sÄ3.0 for two different acquisition times
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tions were conducted at different cavitation numbers for the th
scales to obtain the acoustic signals for conditions above and
low cavitation inception. Figures 10–12 illustrate the acoustic s
nals for three different scales at three different cavitation numb
High-level peaks of acoustic signals are clearly seen when

Fig. 10 The acoustic signals for the small scale at three differ-
ent cavitation numbers
Journal of Fluids Engineering
ree
be-
ig-
ers.
the

cavitation number is near the cavitation inception number. I
seen that, as expected, for all scales the number of high-l
peaks increases as the cavitation number decreases. Howeve
larger scale is more sensitive to cavitation number changes s

Fig. 11 The acoustic signals for the medium scale at three
different cavitation numbers
JANUARY 2005, Vol. 127 Õ 61



s
t all
um-
the number of peaks increases much faster than for the sm
scale as the cavitation number decreases. Figure 13 show
resulting frequency spectra for the acoustic signals shown in F

Fig. 12 The acoustic signals for the large scale at three differ-
ent cavitation numbers
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aller
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10–12. A peak in the frequency range 30–40 kHz is seen a
scales. The amplitude of this peak increases as the cavitation n
ber decreases.

Fig. 13 Amplitude spectra for all three scales at three different
cavitation numbers
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Fig. 14 Number of pressure peaks versus cavitation number deduced at two
criteria of acoustic level for the three scales considered
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Based on the results shown in Figs. 10–12, we can defin
cavitation inception number based on the number of acous
signal peaks per unit time that exceed a certain level. To ded
the cavitation inception number based on this criterion, a curve
the number of pressure peaks higher than a give acoustic pre
level is created for each cavitation number and for the th
scales. Figure 14 shows such curves with two acoustic pres
levels, 10 and 40 Pa, are chosen for each scale. Given a sel
criterion based on the number of peaks and acoustic pres
level, one can determine the cavitation inception number fr
Fig. 14.

The deduced cavitation inception numbers of the three sc
for the criteria: 10 peaks/s over 10 Pa and 50 peaks/s over 40
are shown in Table 2. The deduced cavitation numbers
2Cpmin are fitted with the classical power formulas i}Re

g , and
the fitted values ofg are also shown in Table 2. It is seen th
different criteria for defining the cavitation inception event c
lead to different cavitation inception numbers and different sc
ing laws. The scaling effect due to the nuclei can be demonstr
by comparing the deduced inception number with2Cpmin . The
results in Table 2 show that cavitation inception scaling devia
more from 2Cpmin when the reference inception criterion b
comes less stringent~higher reference pressure amplitude a
larger number of peaks!. Furthermore, the predicted value ofg is
closer to the classical value~g50.4!, as the reference inceptio
criterion becomes less stringent. This agrees with many exp

Table 2 Cavitation inception numbers obtained from the nu-
merical study using various criteria, and power law fit deduced
from these results

Numerical computed
values fors i Re

g curve fit

Small
scale

Medium
scale

Large
scale g

Square of
correlation
coefficient

2Cpmin 3.34 4.34 5.48 0.357 0.999
10 peaks/s
over 10 Pa

3.28 4.33 5.47 0.369 0.998

50 peaks/s
over 40 Pa

3.12 4.28 5.44 0.401 0.994
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mental studies usually established in laboratory conditions wh
background noise and detection techniques lead to high value
the pressure amplitude for inception detection.

3.5 Nuclei Size Distribution Effect. To illustrate how dif-
ferent nuclei size distributions influence the prediction of cavi
tion inception, a much finer nuclei size distribution ranging from
to 10mm is tested. In the computations the total number of nuc
released in each case was kept the same. This results in a m
smaller void fraction (a'131029) than in the previous case
Figure 15 shows the acoustical signal obtained ats53.0 and the
number of nuclei cavitating for each prescribed nuclei size
shown in Fig. 16. It is seen that, as expected, the number of p
is dramatically reduced for the smaller nuclei size range wh
comparing the results to those of the larger nuclei size range. T
is because as shown in Fig. 16 near inception the nuclei con
uting to the high-level peaks are only the larger bubble sizes.

A series of computations were also conducted at different c
tation numbers for the small and the large scale with the sma

Fig. 15 The acoustic signals for the small scale at sÄ3.0 us-
ing the smaller nuclei size range „1–10 mm…
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nuclei size range. Two acoustic pressure levels, 10 and 40 Pa
also selected to determine the number of pressure peaks for
cavitation number. The resulting curves of number of press
peaks versus cavitation numbers for the small and large scale
shown in Fig. 17. The deduced cavitation inception numbers
shown in Table 3. By comparing with Table 2 we can see ve
important differences for the small scale when the cavitation
ception criteria are less stringent. Also, scaling effects and de
tion from classical formula due to nuclei size distribution are se
to significantly increase when nuclei sizes~or void fraction!
decreases.

Fig. 16 The number of nuclei released and the number of nu-
clei cavitating versus nuclei size obtained for the 1–10 mm
small nuclei size distribution at sÄ3.0

Fig. 17 Number of pressure peaks versus cavitation number
deduced at two criteria of acoustic level for the small and large
scales considered

Table 3 Cavitation inception numbers obtained from the nu-
merical study using various criteria, and power law fit deduced
from these results. For smaller void fraction „aÉ1Ã10À9

….

Numerical computed
values fors i Re

g curve fit
gSmall Scale Large Scale

2Cpmin 3.34 5.48 0.357
10 peaks/s over 10 Pa 3.20 5.40 0.377
50 peaks/s over 40 Pa 2.0 5.18 0.687
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4 Conclusions
The study of the behavior of a realistic distribution of nuclei

the tip vortex flow field of a NACA16020 foil at three scales h
enabled observation of several effects:

1. Comparison of the size of the bubble capture area or ‘‘w
dow of opportunity’’ at the various scales shows that the lar
scale results in more cavitation events by allowing more nu
per unit time to be captured by the tip vortex;

2. the numerical results show that different criteria for defini
the cavitation inception can lead to a different cavitation incept
numbers as well as different scaling laws. By comparing the p
dicted cavitation inception number with2Cpmin , we found that
scaling effects~i.e., deviation from2Cpmin) due to nuclei in-
crease as the reference inception criteria become less strin
~higher reference pressure amplitude and larger number of pe!;

3. the predicted value ofg in the power formula (s i}Re
g) is

closer to the classical value~g50.4!, as the reference inceptio
criterion becomes less stringent;

4. the range of nuclei sizes was shown to have an impor
effect on the prediction of cavitation inception. Differences b
tween predicted cavitation inception number and2Cpmin increase
as nuclei sizes~or void fractions! decrease. This implies that sca
ing effects due to nuclei size distribution are stronger when
water contains only small nuclei~or for low void fraction!.
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Dynamics and Noise Emission of Vortex Cavitation Bubbles  

ABSTRACT  

The dynamics and noise emission of cavitation bubbles 
forming within the core of a single line vortex were 
examined experimentally and numerically. For the 
experiment, a steady line vortex was formed 
downstream of a hydrofoil mounted in the test section 
of a re-circulating water tunnel, allowing for the 
detailed examination of the growth, splitting and 
collapse of individual cavitation bubbles as they 
experience a reduction and recovery of the local static 
pressure. The average Reynolds number of the vortices 
was ReΓ = 250000, and the average core radius was 4.5 
mm. The growth and collapse of bubbles with 
maximum aspect ratios of 60 were examined. The 
acoustic emissions from the bubbles were detected 
during growth, splitting and collapse. The equilibrium 
radius of elongated vortex cavitation bubbles are 
related to the original vortex properties and the local 
static pressure. The observed bubble radii were 
between 10% and 15% of the original vortex radius. 
The behavior of highly elongated (i.e. two-
dimensional) cylindrical vortex cavitation bubbles for 
both equilibrium conditions and during bubble growth 
was calculated. DF_UNCLE© was also used to 
compute the growth, splitting, and collapse of spherical 
nuclei in the vortex. The computational results were 
compared to the experimentally observed bubbles.  

INTRODUCTION 

The static pressure in the core of a linear vortex is 
depressed when compared with the pressure far from the 
vortex, and the magnitude of this depression can be 
increased if the vortex is stretched along its axis. In some 
cases, the pressure in the vortex core can fall below the 
liquid vapor pressure, and it is possible for negative 
pressure, or tension, to exist in the cores of strong vortices. 
Vortex cavitation occurs when a small bubble or nucleus 
explosively grows when exposed to negative pressures in 
the core. Sometimes vortex cavitation bubbles remain 
small compared with the vortex core radius, with the nearly 
spherical bubbles rapidly growing and collapsing within 
the vortex core. Conversely, the near spherical bubble can 
expand to fill the core of the vortex and continue to grow 
along the vortex axis, becoming highly elongated. The 
growth, splitting, and collapse of vortex cavitation bubbles 
can produce noise pulses.  

Incipient and developed vortex cavitation has been the 
subject of much study. Concentrated regions of vorticity 
often occur in the tip regions of lifting surfaces, and 
rotating machinery can also produce concentrated 
vortices both at the tips of the propulsor blades as well as 
downstream of the hub. Under many circumstances, 
vortex cavitation will be the first detectable cavitation 
that will occur in the flow, with traveling bubble, partial 
and cloud cavitation  



only occurring during significantly off-design 
conditions.  Moreover, vortex cavitation is often the 
first form of cavitation in many naval applications.  
Vortex cavitation is also a common feature of 
turbulent jets, wakes, and shear layers.  A 
comprehensive review is provided by Arndt (2002). 
 
A recent series of experiments conducted by 
researchers at the University of Michigan and the U. 
S. Navy’s Naval Surface Warfare Center- Carderock 
Division illustrated some of the difficulties involved 
with the prediction and scaling of vortex cavitation 
inception and noise for flows induced by 
turbomachinery.  The results of these studies are 
reported in Chesnakas and Jessup (2003), Oweis et 
al. (2005a) and (2005b), and Oweis and Ceccio 
(2005).   In these studies, the location and inception 
pressure of the cavitation was associated with the 
presence of multiple, interacting vortices.  A variety 
of vortex-vortex interactions occurring with both co- 
and counter-rotating vortices of varying strength that 
can lead to the stretching of smaller vortex filaments, 
and these smaller vortices can produce cavitation at 
relatively high pressures due to both stretching of the 
vortices and the creation of axial flow acceleration in 
the vortex core.  This phenomenon has been observed 
in the inception of jets and shear layers (O’Hern 
1990, Katz and O’Hern 1986, and Iyer and Ceccio, 
2002).  Such flow complexities make the scaling of 
vortex inception and noise on practical flows of 
turbomachinery much more problematic. 
 
Scaling of vortex cavitation has proven challenging. 
Typically, engineers would like to observe vortex 
cavitation with model scale experiments then use 
these results to make a prediction at full-scale 
conditions.  The above description of the vortex 
cavitation process reveals two significant scale 
effects. First, the nuclei population on the model and 
full-scales can differ substantially, leading to “water 
quality” scale effects.  Second, the non-cavitating 
flow fields of the model and full scale flows can 
differ, leading to “Reynolds Number” scale effects.   
A simple example is the case of a single vortex 
cavitation bubble in an isolated, steady line vortex 
formed downstream of a stationary hydrofoil.  We 
can match the freestream pressure (cavitation 
number) and the vortex circulation (which would 
suggest a matching of the lift coefficients of the two 
hydrofoils).  But, the viscous core size of the two 
vortices is different since their size scale is different, 
and this will lead to different minimum core 
pressures and inception pressures for the same 
nucleus. 
 

In the present study, we observed the dynamics of 
single growing and collapsing vortex cavitation 
bubbles, and compared their dynamics to the 
underlying flow field.  These results are then 
compared to computations of the vortex bubble 
behavior using both simple two-dimensional models 
of elongated cavitation bubbles and more complex 
bubble dynamics using DF_UNCLE©.  These results 
were compared to the experimental observations. 
 
 
EXPERIMENTAL STUDY 
 
The Experimental Setup: A finite aspect ratio 
hydrofoil is used to create steady line vortex in the 
test section of the University of Michigan 9-Inch 
Water Tunnel. The tunnel has a circular contraction 
downstream of a series of flow management screens 
with area contraction ratio 6.4:1. The test section has 
a 22.9 cm (9 inch) diameter round inlet that is then 
faired into a rectangular test section with widely 
rounded corners.  The maximum test-section inlet 
flow velocity is 18 ms-1, and the test section static 
pressure can be varied from near vacuum to 200 kPa.  
The tunnel holds 3.8 m3 (1000 gallons) of water that 
can be deaerated to 10% saturation at atmospheric 
pressure.  Further details regarding the water tunnel 
are reported in Oweis et al. (2004).  
 
A vortical flow is created using a cambered hydrofoil 
with a non-standard cross section mounted to one 
window of the test section. The hydrofoil has a 
rectangular platform of 9.5 cm span and 16.6 cm 
chord with a rounded tip. Two hydrofoils were 
fabricated and then modified in the following ways: a 
wire was attached along the chord near the tip, and 
the suction side of one hydrofoil was roughened.  The 
incident flow angle was varied from 4.0° to 4.5° to 
have different circulation and vortex core size. A 
series of tip and trailing edge vortices are shed near 
the tip, and these vortices merge to form a single 
vortex within one-half chord length downstream of 
the trailing edge.  A Venturi section (Figure 1) was 
mounted at a station 21 cm downstream of the 
trailing edge to produce a reduction and recovery of 
the flow static pressure to have a growth and collapse 
of bubbles. The area of the test section upstream of 
the Venturi is 0.03778 m2 and reaches a minimum of 
0.0331 m2 at the Venturi throat, yielding an area 
reduction of 12%. Four acrylic windows permit 
optical access to the test section flow.  
 
Measurements of vortex cavitation were conducted 
with free-stream velocities !U  in the range of 9.7 to 
10.3 ms-1 and a variety of static pressures, 

! 

P" . The 



Reynolds number of the flow based on the free 
stream velocity ( !U ) and hydrofoil chord length OC   
( !/CURe O"= ) ranged from 2.01x106 to 2.14x106, 
where ! (=1x106 m2s-1) is the liquid kinematic 
viscosity. Six pressure taps are installed on the top 
window to monitor static pressure for three locations 
before, under and after the Venturi, and a Omega 
PX203 pressure transducer was used to measure the 
absolute pressures. The free-stream air content was 
maintained below 20% saturation at atmospheric 
pressure (oxygen concentration measured with Orion 
dissolved oxygen meter Model 810).   
 
Stereo Planar Particle Imaging Velocimetry was used 
to measure the vortical flow field at a station 1 cm 
upstream of the Venturi inlet and at 10 cm 
downstream of the inlet of the Venturi, as shown in 
Figure 1. A double-pulsed light sheet 5 mm thick was 
created perpendicular to the mean flow direction with 
two pulsed Nd:YAG lasers (Spectra Physics model 
Pro-250 Series), and three cylindrical lenses (60 mm, 
-150 mm and 200 mm focal length).  Acrylic prisms 
were mounted optically to side windows of the test-
section for viewing of the light sheet with reduced 
optical distortion. Double-pulsed images of the light 
sheet were acquired with two digital cameras 
(LaVision FlowMaster 3S) capturing an image with 
1280 x 1024 pixels.   50 mm Nikon lenses were used 
with Scheimpflug mounts to reduce optical distortion 
and aid in focusing on the light sheet. Optical 
distortion of the planar light-sheet images was 
corrected through a calibration procedure that 
employed the imaging of a regular grid (crosses 
separated by 4 mm) that was traversed in the stream-
wise flow.  The grid was immersed in water during 
calibration.  The flow was seeded with 15.3 µm 
average diameter silver coated glass spheres (from 
Potters Industries). Velocity vectors were produced 
from the double-pulsed images using the LaVision 
image analysis software DaVis® 6.0.4. Multi-pass 
processing with a final window size of 16 x 16 pixels 
was used with 50% window overlap in the final pass 
to produce 159 x 97 in-plane velocity vectors at 
0.56 mm spacing. Since the camera-imaging plane 
was not parallel to the light sheet, it had an angular 
shift of 40º with the horizontal direction.  The 
average vortical flow field was determined after 
processing and averaging 1000 individual vector 
fields.  Oweis and Ceccio (2005) discussed the 
implication of vortex wandering on the averaged 
vortical flow field.  The wandering of the single 
vortex in the present experiment was considered 
negligible.  The uncertainty in the in-plane velocity 
measurements is estimated to be +/- 3% while the 
out-of-plane component was estimated to be +/- 6%. 

The error of in-plane velocity measurements from the 
continuity with assumption of uniform axial velocity 
was estimated to be +/- 10%.  
 
The combination of two tip treatments and two attack 
angles lead to four flow conditions for the vortex.  
Table 1 presents the circulation, ΓO, and the core 
radius, rC, derived from a Gaussian fit to the vortical 
flow field: 
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These four conditions will be referred to as T1, T2, 
R1, and R2.  The estimated pressure coefficient in the 
Venturi at the vortex core is shown in Figure 2.  The 
velocity and pressure upstream of the Venturi are 
!U  and !P .  The stream-wise position is z, and the 

radial distance from the vortex axis is r. The SPIV 
measurements indicated that the vortex had a 
nominally zero relative axial velocity upstream of the 
Venturi, and an estimate of the core axial velocity 
was performed using the methods described by 
Darmofal et al. (2001) to compute the core pressure 
in the vortex.  Details are provided by Choi (2006).   
We define the free-stream cavitation number as  
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The data of Figure 2 was used to compute the 
cavitation number on the axis of the vortex: 
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where β=0.715 .  Images of the vortex cavitation 
bubbles were acquired with two 8-bit Phantom V9.0 
high-speed movie cameras. These cameras were set 
to an effective resolution of 1632 by 104 pixels at a 
frame rate of 8000 fps with a 15 µs exposure time.  
50 mm Nikon lenses with 12 mm extension rings 
were used.  Each camera has 70mm by 4.5 mm 
viewing area, with 10 mm of overlap. A set of four 
300 W incandescent lights were installed opposite the 
camera, and a light diffuser was used to prevent glare 
on the imager.  A pulse delay generator (Stanford 
Research Systems model DG535) was used to trigger 
the camera with varying delays from the laser pulse 
that created the nucleus. These movie images were 
recorded digitally for post-processing.  
 
A high bandwidth hydrophone (Brüel & Kjær Model 
8103) was used to detect the cavitation noise created 
by the bubbles in the vortex. This hydrophone has an 
upper frequency limit of approximately 80 kHz.  The 
hydrophone was mounted inside the small water 
reservoir, and placed on the top window of the test 



section, and the container was placed in a pool of 
water on top of the window to enhance the 
transmission of the acoustic pulses. This hydrophone 
was placed near the average location of bubble 
collapse, and the distance between the hydrophone 
and the bubble collapse is about 30 cm. Signals from 
the hydrophone were conditioned with a charge 
amplifier (Brüel & Kjær Model 2635), and digitally 
acquired using an oscilloscope sampling at 250 kHz 
with a record length of about 40 ms (TekTronix 
Model TDS430A).  
 
Experimental Results:  The cavitation bubbles that 
develop in the core region of the vortex develop 
according to the following steps.  First, the nucleus 
created by the laser pulse convects into a region 
where the flow is in tension (i.e. negative pressure).  
If the tension is sufficiently strong, the nucleus will 
grow explosively. After inception the bubble volume 
begins to grow. However, the bubble will usually 
retain its near cylindrical shape until it convects into 
the region of pressure recovery.  Figure 3 presents an 
example of the growth and collapse of cavitation 
bubbles for each of the four vortex conditions of 
Table 1.  A time series of bubble images are shown, 
and these images are used to determine the radius, 
length history of the bubbles.  The volume is also 
computed after measuring the local bubble radii and 
employing the assumption of bubble axisymmetry.  
Also presented is the accompanying hydrophone 
signal created by the bubble during, inception, 
splitting, and collapse.  The cavitation numbers of the 
flows were selected such that bubble growth and 
collapse would largely take place in the camera field 
of view. 
 
The bubbles formed in the vortices share some 
general features.  The growing nucleus begins as a 
nearly spherical bubble.  It then becomes ellipsoidal 
and ultimately elongated as the extent of the bubble 
growth in the radial direction is arrested by the 
increase in pressure away from the vortex axis.  The 
bubble continues to grow along the axis of the vortex 
while the pressure on the vortex axis remains below 
vapor pressure, and depending on the duration that 
the bubble tension, the length of the bubble can grow 
to many times its diameter.  During this period of 
elongation, disturbances can exist on the bubble 
interface as it slowly revolves about the bubble axis, 
and these surface waves can lead to volume 
oscillations of the bubble and the local fission of the 
bubble.  Then, as the pressure rises, the bubble begins 
to collapse.  The rate at which the bubble surface 
collapses can vary in the radial and axial directions.  
Under some conditions, the collapsing bubble may 
fission to form smaller, nearly spherical sub-bubbles 

at its ends, while under other circumstances, the 
bubbles may split into multiple bubbles near the point 
of minimum bubble volume.  Pulses of noise are 
often associated with bubble growth, fission, and 
collapse.  The bubble shape and size is a function of 
both the vortex properties and the free-stream 
cavitation number.  The location where the vortex 
core pressure falls below vapor pressure will vary 
with the vortex properties and the cavitation number.  
But, for the cases examined here, the region of 
tension begins near the end of the Venturi throat.  In 
some cases, the images of the bubble collapse were 
captured by the high-speed imaging, while in others, 
the bubbles collapsed outside the cameras’ field of 
view.   
 
Figure 4 presents the average radius of the observed 
bubbles for varying cavitation number and vortex 
properties. 100 individual images for each case were 
averaged.  The magnitude and extent of tension (e.g. 
negative fluid pressure) that the bubbles experience 
will vary with the cavitation number.  For most of the 
cases, the bubbles begin to grow between 0.4 < z/L < 
0.5.  The growth of the bubbles in the radial direction 
is rapid and occurs at a rate nearly ten times the 
growth rate in the axial direction, and the response of 
the bubble mean radius to changes in pressure are 
also rapid, and the magnitude of the radius begins to 
decrease as the bubbles convect into the pressure 
recovery region after the exit of the venturi, where 
the highest tension region.  Figure 5 presents the 
average bubble aspect ratio as a function of σC.  
These data show that the bubbles quickly become 
elongated once inception takes place.  The aspect 
ratio is a function of the vortex properties and the 
cavitation number history.  Bubbles with aspect ratios 
of over 50 were observed.   
 
Figure 6 presents the axial bubble velocities as a 
function of the local cavitation number.  The axial 
velocities are for both the growth and collapse of the 
bubbles, and the axial growth rate ( 0L >& ) also 
increases with decreasing cavitation number.  The 
trends of decreasing axial collapse rate with 
increasing cavitation number results from the 
dynamics of the bubble in the pressure recovery 
region of the Venturi.  Here, the highest cavitation 
numbers occur when the bubble is near its minimum 
volume right before the final collapse. Arndt and 
Maines (2000) analyzed the process of axial bubble 
growth in order to scale the growth rate with the 
driving pressure.  They derived an equivalent 
expression of the Rayleigh-Plesset equation for 
bubble growth in the axial direction assuming a value 
of the apparent mass of the axially growing bubble 
that was proportional to the displaced volume of the 



bubble.  The authors concluded that the rate of axial 
bubble growth scales with the differential driving 
pressure, 
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A value of 1.2!"  was determined from 
experimentally observed bubble growth for the near-
spherical bubbles.  Near the point of inception, the 
growth rate of the radial growth rate of the bubbles is 
the largest and on the order of 10 ms-1.  This is 
consistent with a value of !  of two or greater. Figure 
7 presents the normalized axial growth rate.  The 
bubbles that are highly elongated with a nearly 
unchanging radius indicate that 1!"  for the bubble 
growth rate in the axial direction.  These data suggest 
that the added mass coefficient for the axially 
expanding bubble is likely not a constant, but varies 
with the aspect ratio of the bubble. 
 
 
COMPUTATIONAL STUDY 
 
The dynamics of individual cavitation bubbles were 
also computed.  First, we consider the equilibrium 
radius of elongated cavitation bubbles and the 
dynamics of two-dimensional vortex cavitation 
bubbles.  Next, the growth, splitting, and collapse of 
individual bubbles are computed with DF_UNCLE©, 
a Navier-Stokes solver modified to permit the 
computation of fluid-bubble interactions. 
 
Two dimensional bubble simulations:  The 
diameter of a cylindrical bubble in a two-dimensional 
vortex has been predicted analytically for a Rankine 
vortex by Arndt and Keller (1992). They employed 
conservation of angular momentum to show that the 
radius of the vapor bubble would be 
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= 1/ 2  or 
71% of the initial core radius.  However, it was 
acknowledged that the observed bubbles were 
significantly smaller in radius, as in the present study.  
Following this analysis for a Rankine vortex, we can 
examine the placement of a vapor cylinder in the core 
of a Gaussian vortex.  The liquid flow field of the 
cavitating vortex, however, can take on any profile 
and need not be Gaussian.  We can define a Gaussian 
like profile in this case, 
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where 
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, and 
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"  are parameters of the 
cavitating vortex.  The parameter 

! 

"  can vary between 
0 <

! 

"  < 1.  When 

! 

" = 0 , the liquid velocity profile is 
the same as that of a single-phase vortex, where the 

maximum tangential velocity will occur at 

! 

r = r
C

, 
and vapor occupies the region 

! 

0 < r < r
b

.  The 
tangential velocity at the bubble interface would be 
finite with the value 
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Conversely, if 

! 

" = 1, the tangential velocity at the 
bubble interface is zero.  Lastly, the bubble contents 
are at vapor pressure, prescribing a boundary 
condition on the bubble surface 
 
We need four relationships to close the problem.  
Conservation of angular momentum and the kinetic 
energy in the vicinity of the vortex with and without 
the bubble provide two relations. And, the Euler 
equation can be integrated to relate the pressure at the 
bubble interface to the pressure far from the vortex.  
The fourth parameter, 

! 

" , is a free parameter.  Figure 
8 presents the resulting bubble radius as a function of 
cavitation number for a range of 

! 

" .  Also plotted are 
the experimental data from Figure 4 corresponding to 
the observations where the bubbles are in a region of 
tension and the radius has ceased to vary.  The data 
suggest a value of 0.6 < γ < 1. The variation in the 
equilibrium 
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 for the different vortices suggests 
that the tangential velocity that develops at the 
bubble interface may be a function of both the core 
radius and the vortex circulation, not simply the ratio 
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"
O
/ 2#r

C
 that scales the core pressure.  Also, data 

suggest that the value of the tangential velocity at the 
bubble surface (related to 

! 

"  in the model) may not be 
uniquely determined for any single vortex but is the 
product of the detailed history of the initial bubble 
growth. 
 
The dynamics of two-dimensional cavitation bubbles 
were also examined.  A small cylindrical “nucleus” 
was placed at the axis of a Gaussian vortex and 
allowed to grow after a reduction in pressure.  The 
flow field was assumed to be axisymmetric.  The 
radial and axial equations for mass and momentum 
conservation were discretized and solved using a 
Runge-Kutta method for each time-step as the 
cylindrical bubble volume changed.  A pressure 
boundary condition was set at r = 10rC, the gas in the 
bubble was assumed to be at constant vapor pressure, 
and a zero shear-stress condition was imposed on the 
bubble surface.  The bubble growing simulations 
were performed with pressure gradients for the time 
(ΔP/Δt) with varying ΔP and Δt. The kinematic 
viscosity s/m101

26!
"=#  and 3m/kg1000=!  

of water were used for the liquid.   The applied 



tension on the nucleus was achieved over a range of 
C! .  

 
Figure 9 shows the simulation results for varying 
ΔP/Δt and C! . Varying the growth rates (ΔP/Δt) did 
not change the equilibrium bubble radius, which is a 
function of the final magnitude of the imposed 
tension.  However, an oscillation of the bubble radius 
is readily seen.  For spherical bubbles, volume 
oscillations can occur when there energy exchange 
between the stored potential energy of the 
compressible, non-condensable gas inside the bubble 
and the kinetic energy of the radially moving liquid 
around the bubble.  However, the pressure within the 
cylindrical cavitation bubble is fixed at vapor 
pressure and therefore does not act as a compliance in 
the system.  Instead, the volume change of the bubble 
redistributes the vorticity of the flow field, which in 
turn changes the liquid pressure at the bubble 
interface.  If the bubble radius grows too large, the 
pressure at the bubble surface increases, and the 
bubble motion is arrested.  Similarly, a shrinking 
bubble can lead to an increase in tension.  Since the 
level of damping in these calculations is quite low, 
the cylindrical is under-damped, and the application 
of a sudden tension causes the bubble to grow, 
overshoot, and then oscillate about the equilibrium 
radius.  The period of the oscillation is on the order 
of 4 = time/t*, where !" /P/r*t C= . 
 
Calculations Using DF_UNCLE©:  A three-
dimensional unsteady Navier-Stokes code was 
developed by DynaFlow Inc. and described by Hsiao 
and Chahine (2001 and 2004).  A summary of the 
method is provided here.  The three-dimensional 
incompressible Navier-Stokes flow solver, 
DF_UNCLE© is modified from the unsteady Navier-
Stokes equation solver (UNCLE) developed at 
Mississippi State University (Arabshahi et al. 1995) 
to include bubble, cavity, and free-surface effects. 
The numerical scheme of DF_UNCLE© is a finite 
volume formulation. A moving Chimera grid scheme 
was adopted with free surface boundary conditions. 
The Navier-Stokes equations are solved for the global 
and sub-grids, and interpolation work are performed 
for overlapping these two grids. In general, solving 
unsteady Navier-Stokes equations is very time 
consuming work, so a spherical bubble model is 
adopted in the early stages of nuclei capture and 
growth through the use of a modified Rayleigh-
Plesset equation for the spherical bubble dynamics. 
The surface-averaged pressure (SAP) around the 
bubble is used to solve the Rayleigh-Plesset equation 
as introduced by Choi et al. (2004).   Once the bubble 
radius becomes large, a non-spherical model with a 

sub-grid is adopted to solve Navier-Stokes equation 
with interaction of bubble interface and the flow field.  
The appropriate normal and tangential stress 
boundary conditions are enforced on the bubble 
interface, and the motions of the bubble interface are 
fully coupled into the liquid flow field.  
 
The growth and collapse of a single cavitation 
nucleus places on the axis of a liquid vortex was 
examined.  The non-cavitating vortical flow will 
consist only of a circumferential velocity distribution 
(i.e. no axial or radial flows).  Figure 10 shows an 
image of the grids used in the study before cavitation 
commences.  An O-O type 3-D axisymmetric grid 
domain ( 252141 !! ) was generated on the bubble 
surface, and H-H type grid ( 313161 !! ) was used 
for the flow field. There are 16 grid points across the 
core of the vortex before cavitation begins.  To have 
finer grid at the end of bubbles, the staggered grid 
domain was adopted. The rectangular domain has a 
size of Cr3!  by Cr10 !  and the size of spherical 
grid domain is set to have a size 30 times of the 
effective bubble radius ( ( ) 3/1

b )4/(V3 !"= ) during 
simulations. The spherical grid is re-gridding during 
simulation for faster and more accurate spatial 
resolution. Figure 11 shows the overlap of spherical 
grid and rectangular domain in the three dimensional 
field.  Finally, we constrain the solution to be 
axisymmetric.   
 
The boundary condition of the grid is set to have 
prescribed pressure and tangential velocity by the 
given vortex while the radial velocity is extrapolated, 
and it is possible to have velocity gradient at the 
boundary. To simulate both growing and collapsing 
process, a function of the static pressure for the time 
is applied as a harmonic form. The tangential velocity 
of the given vortex profile. The time step was chosen 
between 0.001 and 0.005 of the characteristic time 
scale at least, defined as M,C u/r !  in the 
DF_UNCLE©.   
 
A simple validation case was considered with a step 
change of static pressure.  A reduced pressure was 
applied to a small bubble in the vortex core and the 
bubble grows, then the pressure is increased to 
collapse the bubble.  The vortical flow field is weak, 
and the bubble maintains its near-spherical shape.  
The volume history of the bubble is then compared 
with the solution of the spherical Rayleigh-Plesset 
equation.   Figure 12 (a) presents the bubble growing 
history, and it is shown that the three dimensional 
code has good agreement with analytical solutions 
from the Rayleigh-Plesset equations with Rayleigh 



initial condition satisfying the Rayleigh-Plesset 
equation in terms of RO and PgO.  Figure 12 (b) shows 
the validation of collapsing process. The initial 
bubble has aspect ration less than 1.5, and equivalent 
bubble radius based on bubble volume is used for 
comparison.   This case indicates that the code is 
adequately capturing the near-spherical bubble 
dynamics. 
 
The growth and collapse of bubbles was computed 
with varying growth time and pressure histories, as 
shown in Figure 13.  The Reynolds number 
( !"" /Re O= ) was also varied by doubling the 
vortex core size while maintaining the same initial 
maximum tangential velocity.  Collapsing bubble 
simulations were performed for bubbles with varying 
aspect ratio, Reynolds number, collapsing time 
duration, and collapse pressure. The test matrix of the 
simulations is shown in Table 2. 
 
The results of the simulations have been non-
dimensionalzed with the vortex core radius as the 
length scale, and the time-scale !" /P/r*t C=  
( P!  is pressure depression due to vortical flow).  In 
physical coordinates, the core radius is 4 mm and 8 
mm, depending on the scale of the given vortex 
( !Re =200000 and 400000), and the maximum 
tangential velocity is 5.7 ms-1.  The non-dimensional 
timescale, t* = 0.54 and 1.08 msec in this study. The 
SAP model transitions to the non-spherical model 
when rb,eq ~ 200 µm. 
 
Vortex Bubble Growth From A Nucleus: With 
DF_UNCLE© it is possible to compute the growth of 
a small cavitation bubble at the axis of the vortex.  
The influence of Re on the growth of vortex 
cavitation bubbles was first examined.  Figure 14 
presents the time history of the vortex cavitation 
bubble growth for two Re and varying pressure 
gradient with two growth duration (ΔtG= 2msec and 
5msec).  The equilibrium bubble radius is plotted as a 
function of time, which is defined with assumption of 
cylindrical bubbles to have same bubble length and 
volume with cylinder shape.  The dynamics of the 
bubble growth are strongly influenced by the axial 
and radial pressure gradients in addition to time 
gradient.  Pressure gradients along the vortex axis are 
produced by the dynamics of the bubble, while radial 
pressure gradients are due to both the bubble 
dynamics and the vortex induced pressure field. As 
the bubble interface grows in the axial direction, it 
may continue to experience tension.  However, the 
growth of the bubble in the radial direction will 

ultimately be arrested by the increasing fluid pressure 
away from the vortex axis.  
 
The radius of the growing bubbles in Figure 14 (a) 
oscillate as the inertia of the flow surrounding the 
bubble leads the bubble to grow into a flow region 
where the liquid pressure is greater than vapor 
pressure.  The bubble radius is then rebounds.  This 
cycle continues until a near equilibrium bubble radius 
is achieved.  Figure 14 (b) also shows the rebound of 
the bubbles in the radial direction, but oscillation is 
less than smaller vortex due to different dynamics 
along the radial direction of the vortex flow field. 
The axial growth can also experience rebounding, but 
this is mainly due to an interaction with the local 
flow field modification caused by the bubble growth.  
This behavior is similar to that computed for the two-
dimensional cylindrical bubble growth.  Figure 15 
and 16 shows cross sections of the bubble shape and 
the in-plane velocities of the liquid and bubble 
interface for the case Figure 14 (a) and (b). 
 
For the case of a rapid pressure drop, i.e. higher 
ΔP/Δt, the influence of Re variation is pronounced. 
The Reynolds number scales with  O!  which is 
proportion to the product of M,C ur !" . The radial 
pressure gradient is a function of CO r/!  which is 
proportional to M,u! , although the functional 
relationship is complex.  Consequently, differences 
are observed between the two Re cases because of the 
differences in the radial pressure gradients of the two 
vortices.  
 
The growth of the elongated bubble is illustrated for 
C! = -0.4 and ΔtG = 2msec in Figure 16 with 

generating neck of the elongated bubble.  The bubble 
grows to become an oblate spheroid and then 
continues to grow in the axial direction.   However, 
radial shape oscillations of the bubble can lead to 
flow interactions between the radial and axially 
induced flows.   Radial pinching of the bubble near 
its center can lead to significant flows near the bubble 
ends.  Figure 17 shows close-up of Figure 16 with 
velocity vectors and pressure contour around bubble, 
illustrating possible pinching during growth. The 
axial growth rates of the bubbles were computed and 
normalized with the C!  as was done in section 2 for 
the experimentally observed bubbles.   Figure 18 
shows the average bubble growth rates in the axial 
direction for two different Re.  The band illustrates 
the range of the experimental data in section 2.  The 
computed results fall near the band of observed data.  
Recall that the value of C! used to scale the data in 



section 2 was an average value along the bubble axis, 
while the computed results were for a uniform 
external pressure.  Also, the experimental results are 
for non-axisymmetric bubbles, while the numerical 
results are axisymmetric.  Nevertheless, the data are 
quite similar. 
 
The elongated bubbles were allowed to grow to an 
aspect ratio of up to 10.  Then, the average radius of 
the bubble was computed.  These data were 
compared to the predicted envelope of possible 
equilibrium radii for very elongated bubbles shown in 
Figure 8.  The DF_UNCLE© radii are within the 
predicted envelope of the equilibrium radii, except 
for the lowest Re and highest tension case.  However, 
as was also shown for the two-dimensional 
calculation, the scaled bubble radii are 2 to 3 times 
larger than the experimentally observed bubbles.  
This is possibly due to difference in the pressure 
fields of the computed and measured bubbles.  There 
exists a pressure gradient along the vortex axis in the 
experimental setup, while this gradient was not 
imposed on the calculated flow field.  And, the 
dynamics of the bubble is sensitive to both the axial 
and radial pressure gradient.    Moreover, the actual 
cavitation bubbles are three dimensional with a wavy 
interface, and this may lead to a reduced mean 
circumferential velocity at the bubble interface and a 
correspondingly smaller equilibrium radius. 
 
Vortex Bubble Collapse: A series of bubbles were 
allowed to grow to a particular ratio of length to 
diameter.  Then, the imposed pressure was increased 
to initiate bubble collapse.  The data in Figure 19 
show the bubble radius history for the bubbles with 
aspect ratios range from 2 to 5 before collapse.  
Figure 20 shows the bubble cross section for case (d) 
with splitting at the both end of the bubble.  The 
splitting is due to a higher collapse rate in the radial 
direction compared to the collapse rate along the 
(lower pressure) vortex axis.  Figure 21 shows a 
close-up of the velocity field for t/t* = 0.6 along with 
the local static pressure, leading to splitting at both 
end of the bubble. There are high pressure regions at 
the bubble neck which can lead to splitting.   And, 
high pressure at the axial extents of the bubble can 
produce a reentrant jet. 

 

DISCUSSION AND CONCLUSIONS 
 
The growth, splitting, and collapse of single vortex 
cavitation bubbles were examined experimentally and 
numerically. The properties of the line vortex 
strongly determine the shape and dynamics of the 

bubble, although scaling with the vortex strength and 
core radius was not sufficient to collapse the data 
relating to the bubble dimensions and dynamics.  The 
observed axial diameter of the elongated cavitation 
bubbles was a fraction (< 12%) of the non-cavitating 
core radius, and this was a function of the vortex 
properties, the free-stream pressure, and possibly the 
detailed process of bubble growth that determine the 
local tangential fluid velocity at the bubble interface.  
The bubbles could grow to large aspect ratios, with 
values larger than 50.  The axial growth rates of the 
bubbles scaled with the vortex core pressure, and 
were larger in magnitude near the points of inception 
and final collapse.  Bubble splitting was on average 
associated with the start of bubble collapse. The 
traditional scaling variables of vortex cavitation (i.e. 
O! , Cr , C! , M,br ) are important parameters that 

will scale the basic features of the bubble inception, 
growth, and collapse.  However, the diameter of 
elongated bubbles is not uniquely determined by the 
non-cavitating vortex properties and appears to be 
influenced by the detailed process of inception.  And, 
the bubble diameter scales the diameter of the sub-
bubbles that form at its ends.  
 
The growth and collapse of individual vortex 
cavitation bubbles were also examined with both 
two-dimensional and axisymmetric simulation of the 
fully coupled bubble flow interactions.  Computation 
of cylindrical bubble growth illustrated how growing 
vortex cavitation bubbles can lead to complex 
bubble-flow interactions and bubble wall oscillations 
in the radial direction.  This behavior was also 
observed in the axisymmetric DF_UNCLE© 
calculations.  Changes in the Reynolds number 
resulted in noticeable differences in bubble growth 
for low values of core tension, but increasing the 
tension increased the growth rates and made these 
differences less pronounced.  The growing and 
collapsing bubbles could exhibit complex volume-
time histories, and radial flows induced by the 
expanding of collapsing bubbles could lead to 
changes in pressures and flow at the axial extent of 
the bubbles.  Bubbles would undergo fission upon 
collapse through the production of sub-bubbles at the 
extreme ends of the original elongated bubble.  And, 
since the radius of the elongated bubble is much 
smaller than its length, the bubble could collapse in 
the radial direction much sooner, leading to splitting. 
The axial growth rates of the bubbles were similar to 
those observed in the experiments.  The equilibrium 
radius of the highly elongated cavitation bubbles fell 
within an envelope, but the measured and computed 
radii differed.  This was likely due to subtle but 
significant differences in the experimental and 



computed axial pressure fields of the vortical flow.  
These results illustrate how sensitive the dynamics of 
vortex cavitation bubbles are to the underlying flow, 
and this has implications for the scaling of vortex 
cavitation. 
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Figure 1. Schematic diagram of the Venturi in the water tunnel test section; the location of the hydrofoil and the 
laser-induced bubble are also illustrated. The field-of-view of the two high-speed cameras are shown.  Dimensions 
are in millimeters 



 
Figure 2. The estimated pressure coefficient, (a) in the Venturi , CP=(P(z) -P∞ )/ρU∞

2/2 where )z(P  is the local 
pressure in the Venturi, away from the edge of the vortex core, (b) at the vortex core, CP,C=(PC(z)-
P∞)/(ρ(βΓo/(2πrC)2/2) as a function of position along the center of the Venturi, z/L.; Conditions are shown in Table 1.  
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Table 1. Experimental conditions for the vortex properties in the Venturi with two different hydrofoil configurations.  
The vortex properties were identified from 1000 individual vector fields; U∞ =10 ms-1.  The four conditions are 
referred to as T1, T2, R1, and R2. 
 
 



 
 
 
 
 
 

 
 



 
 

 
 
Figure 3. Images of individual cavitation bubbles taken from a video record to illustrate the bubble shape history and 
have varying time intervals. The video record was used to compute the length and average radius of the bubble as a 
function of position within the Venturi. Also shown are the corresponding acoustic signal detected from the 
hydrophone;  (a) T1, σ∞ =1.74, (b) T2, σ∞ =1.74, (c) R1, σ∞ =2.75, (d) R2, σ∞ =2.95. 
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Figure 4: Average bubble radius as a function of the cavitation number at the vortex axis for varying freestream 
cavitation numbers; conditions are given in Table 1. 
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Figure 5: Average bubble aspect ratio as a function of the cavitation number at the vortex axis for varying freestream 
cavitation numbers; conditions are given in Table 1. 



 
 
 
 

 
 
Figure 6. The rate of axial growth and collapse as a function of the cavitation number at the vortex axis for varying 
free-stream cavitation numbers; conditions are given in Table 1. 



 
 
 
 

 
 
 
Figure 7. The scaled rate of axial growth and collapse as a function of the cavitation number at the vortex axis for 
varying freestream cavitation numbers. Conditions are given in Table 1. 
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Figure 8. rb/rC plot for single vortex, counter-rotating vortex, 2-D simulation in the domain of equilibrium bubble 
radius Solid line shows two dimensional bubble simulation results at equilibrium status with various flow 
modification factor (γ) in the Gaussian vortex; DF_UNCLE© simulation: ReΓ  = 2x105(O) , 4x105 () and two 
dimensional bubble simulation ()  
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Figure 9. Two-dimensional transient bubble simulation with assumption of cylindrical bubble shape; 
!" /P/r*t C= where ΔP is pressure drop due to vortex, ReΓ  =2x105, rC = 4mm where ReΓ=ΓO/ν ; (a) σC = -0.16  

(b) ΔtG/t* = 9.3. 
 



Sub grid
 

 

 
 
Figure 10. Two-dimensional illustration of a chimera grid system and localization of the hole and of overlap points 
marked with solid dot. (Hsiao et al. 2004) 



(a) Spherical grid
 

(b) Global grid
 

Figure 11. Grid domain used in the simulations; A total of 41x21x21 grid points are specified to generate the 
spherical type grid in Which 41 by 21 grid points are used on the bubble surface. For the rectangular pipe grid, a 
total of 61x31x 31 grid points are used. 



 

 

(a) Growing process

0

5

10

15

20

25

0 0.5 1 1.5 2

t / t*

r b
,e

q
/r

O

DF_UNCLE

Rayleigh-Plesset equation

 
 

(b) Collapsing process
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Figure 12. Comparison of bubble radius between the current code and the analytical solution of Rayleigh-Plesset 
equation for near spherical bubbles (Lb/Db < 1.5) ; !" /P/r*t C= where ΔP is pressure drop due to vortex, ReΓ  = 
4x105, rC=6mm (a) RO=100µm, PC =-2.5kPa  (b) PC =35kPa, rb,eq,O/rC = 0.3 
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Figure 13. Pressure time history in the simulation starting with equilibrium status for growing simulation. ΔPG is 
pressure depression for growth and ΔPC is pressure rise for collapse with growth time (ΔtG) and collapse time (ΔtC). 
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(b) Collapsing process
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Table 2: Test matrix of three-dimensional bubble simulation by using DF_UNCLE© (a) Growing process (b) 
Collapsing process; σC=(PC-Pv)/(ρuθ,max

2/2) , ReΓ =ΓO/ν. PC is pressure at the vortex core at infinite time and Pv is 
vapor pressure. 
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Figure 14. Bubble radius normalized by vortex core radius during growing process with various Reynolds number 
and growth time for prescribed tension, time is normalized with t*=rC/(Δ P/ρ)1/2, ΔP is pressure depression due to 
given vortex. rb is defined from cylindrical assumption to have same bubble volume and length. 
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Figure 15. History of simulated bubble geometry during growing with velocity field; ReΓ  = 2x105, σC =-0.4 and 
ΔtG/t*=3.7.The four images correspond to the four times labeled in Figure 14 (a). 



 
 
 

 
 
Figure 16. History of simulated bubble geometry during growing with velocity field; ReΓ  =4x105, σC =-0.4 and 
ΔtG/t*=1.85.The four images correspond to the four times labeled in Figure 14 (b). 



 
 
 

 
 
 
Figure 17. Close up of the velocity and pressure field of the bubbles; t/t* = 8, ReΓ  =4x105, σC =-0.4 



 
 
 
 

 

 
 

Figure 18. The scaled ratio of bubble growth ratio in the axial direction as a function of the cavitation number at the 
vortex axis with various growth time with prescribed tension. Compared with experimental data in the flow with 
axial pressure gradient. 
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Figure 19. Bubble radius normalized by vortex core radius during collapsing process with various aspect ratio and 
Reynolds number; σC = 0.1 and 0.3 & ΔtG/t*=3.7(ReΓ =2ξ105 ) and 1.85(ReΓ =4ξ105 ), time is normalized with 
t*=rC/(Δ P/ρ)1/2, ΔP is pressure depression due to given vortex. rb is defined from cylindrical assumption to have 
same bubble volume and length. 



 
 

 
 
Figure 20. History of simulated bubble geometry with velocity field; ReΓ  =4x105, σC =0.3, Lb/Db = 2. The four 
images correspond to the four times labeled in Figure 19 (d). 
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Figure 21. Close up of the velocity and pressure field of the bubbles during splitting; t/t* = 6, ReΓ  =4x105, σC =0.3, 
Lb/Db = 2 
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ABSTRACT 

Vortex/vortex interaction between the tip-leakage 
vortex and the trailing-edge vortex in a ducted 
propulsor was studied using direct numerical 
simulation of the Navier-Stokes equations. A reduced 
computational domain was used with boundary and 
initial conditions provided by a RANS solution. In 
addition, turbulence-like random velocity fluctuations 
were imposed at the inlet boundary of the 
computational domain to take into account upstream 
turbulent fluctuations. Computations with different 
fluctuation levels were conducted and their effects on 
the vortex/vortex interaction and on the resulting time-
varying minimum pressure and its location were 
compared.  The effect of the resulting unsteady flow 
field on bubble dynamics and on the initiation of 
cavitation events was also investigated using a 
computational model which integrated a discrete 
multiple bubble dynamics and the unsteady Navier-
Stokes flow solver.  The resulting predicted cavitation 
inception indices and cavitation inception locations in 
the ducted propulsor flow field were found in very 
good agreement with the experimental observations. 

 
1. Introduction 

Ducted propulsors, waterjets and pumps 
produce a tip-leakage vortex in addition to the trailing-
edge vortex found on conventional open propellers. 
Recent experimental observations of cavitation 
inception on such a ducted propulsor (Chesnakas and 
Jessup 2003) have indicated that the interaction 
between the two vortices may cause cavitation 
inception to occur in the region where the two vortices 
merge much farther downstream than usually observed 
on open propellers. However, predictions of cavitation 
inception using the pressure field either obtained by 
Reynolds-Averaged Navier-Stokes (RANS) 
computations (Kim 2002, Brewer et al. 2003, Yang 
2003) or inferred from experimental velocity field 
measurements (Oweis et al. 2003) are in poor 
agreement with the experimental observations in terms 

of both the cavitation inception number and the 
inception location. One main reason for the 
discrepancy stems from the interaction of the highly 
unsteady vortical structures emanating from the 
blades, and which are not adequately captured by an 
averaging (time and space) numerical method such as 
RANS.  

In a previous study (Hsiao and Chahine, 
2004), we demonstrated that predictions can be 
significantly improved when the interaction between 
the vortical structures is better captured using a direct 
numerical simulation of the Navier-Stokes equations 
in the region of interest. The description of the 
instantaneous and local variations of the physical 
quantities in the flow field of the two interacting 
vortices (leakage vortex and tip vortex) was achieved 
in a reduced domain and the bubble dynamics effects 
were taken into account.  The boundary conditions 
were used to match the reduced domain solution to the  
RANS solution. The predicted cavitation inception 
number and the location of the inception were found to 
agree much better than previous numerical studies 
with the experimental measurements. Although the 
improvements were significant, the predicted location 
of cavitation inception was still father upstream than 
that observed in the experiments and did not vary 
much over time contrary to the observations which 
showed a large regions where incepting cavitation 
events occurred intermittently. 

The present communication improves on the 
previous work by including important features 
stemming from the inclusion of incoming unsteady 
flow field fluctuations from the upstream flow field. 
While any unsteadiness of the flow field due to the 
vortex/vortex interaction can be resolved by the direct 
numerical simulation, the turbulence fluctuations 
entering the computational domain are inherently 
filtered out when the RANS solution is applied at the 
inlet boundary.  To investigate the importance of 
unsteady velocity and pressure fluctuations as well as 
vortex wandering on the results, the magnitude of the 



 

velocity components and the location of the two 
vortices were made to vary in time at the entrance of 
the computational domain in manners similar to 
experimental observations.  To do so, random 
fluctuations with realistic characteristic amplitudes 
and frequencies were imposed.  Based on existing PIV 
and laser anemometry experimental observations, the 
locations of the tip-leakage and trailing-edge vortices 
at the restricted domain entrance were oscillated 
around their averaged positions with various 
amplitudes and frequencies within the range of the 
measured values. Similar fluctuations were imposed 
on the transverse and longitudinal velocities. 

Realistic bubble nuclei distribution were also 
propagated through the computed unsteady flow field   
and occurrence of cavitation events was monitored 
using DF_MULTI_SAP©, a nuclei tracking and 
multiple bubble dynamics code that we developed to 
study cavitation inception and noise generation (Hsiao 
and Chahine, 2005, Chahine, 2004). 
 
2.  Numerical Approach 
 
2.1 Reduced Computational Domain  

As a continuation of the numerical study of 
Hsiao and Chahine (2004) of the flow field around a 
rotating ducted propulsor, the present study also 
considers the NSWCCD Propeller 5206.  This ducted 
propulsor has three blades with a constant chord of 
0.3812m from hub to tip and a tip diameter of 
0.8503m, and operates in a duct having a diameter of 
0.8636m. The detailed propulsor geometry and 
experimental observations can be found in Chesnakas 
and Jessup (2003) and Oweis et al. (2003). Several 
numerical studies (Kim 2002, Brewer et al. 2003 and 
Yang 2003) used RANS codes to obtain the flow field 
for this propulsor under the same operating conditions 
of an advance coefficient, J=0.98, and an inflow 
velocity, 6.96m/sU∞ = . This results in a Reynolds 
number based on the blade tip radius and the inflow 
velocity equal to 6Re 3 10= × .   

To improve the numerical solution from the 
RANS computations, we constructed a reduced 
computational domain behind the trailing edge of the 
propulsor blade that included the region of interaction 
of the two vortices. The basic computational domain 
had a square cross area of 0.094m 0.094m×  and 
extended to a downstream location 0.34 m from the tip 
trailing edge. Figure 1 illustrates the location of this 
reduced computational domain relative to the ducted 
propulsor.  

 
Figure 1. A view of the reduced computational domain 

used in the current computations. 
 
2.2 Navier-Stokes Computations 

For the study of vortex/vortex interaction in 
the reduced domain, the flow is obtained via direct 
numerical simulation of the Navier-Stokes equations 
without any turbulence modeling. Since the 
computations are conducted in a rotating frame 
attached to the propeller blade, steady-rotating 
reference frame source terms, i.e. the centrifugal force 
and the Coriolis force terms, are explicitly added to 
the momentum equation. The resulting unsteady 
incompressible continuity and Navier-Stokes 
equations written in non-dimensional vector form and 
Cartesian notations are given by: 

 0∇ ⋅ =u ,             (1) 
2 21 2

e

D p
t R

= −∇ + ∇ + Ω − Ω×
∂

u u r u ,        (2) 

where ( , , )u v w=u  is the velocity, p is the 
pressure, r is the radial position vector, and Ω is the 
angular velocity. * * /eR u Lρ µ=  is the Reynolds 
number, with u* and L* being the characteristic 
velocity and length.  ρ  is the liquid density and µ is its 
dynamic viscosity. In the current numerical 
simulation, the characteristic velocity and length are 
chosen to be the inflow velocity, 6.96m/sU∞ = , and 
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the propeller tip radius, Rtip = 0.425m, respectively. 
This results in a characteristic time equal to 0.06 sec. 

To solve Equations (1) and (2) numerically, 
a three-dimensional incompressible Navier-Stokes 
solver, DF_UNCLE, developed by the Mississippi 
State University (Vanden and Whitfield, 1993) and 
modified by DYNAFLOW for cavitation studies is 
exercised. DF_UNCLE is based on the artificial-
compressibility method (Chorin 1967) in which a 
time derivative of the pressure is added to the 
continuity equation as: 

 1 0p
tβ

∂
+ ∇ ⋅ =

∂
u ,            (3) 

where β  is an artificial compressibility factor. As a 
consequence, a hyperbolic system of equations is 
formed that is solved using a time marching scheme. 
This method can be marched in pseudo-time to reach 
a steady-state solution. To obtain a time-dependent 
solution, a Newton iterative procedure is performed at 
each physical time step in order to satisfy the 
continuity equation. In the present study the time-
accurate solution was obtained when the maximum 
normalized velocity divergence was less than  
1.0×10-3. Detailed descriptions of the numerical 
scheme can be found in Vanden and Whitfield 
(1993). 
 
2.3 Initial and Boundary Condition 

Initial conditions for the direct numerical 
simulations of the Navier-Stokes equations in the 
reduced computational domain were deduced from the 
steady-state RANS solution of the full ducted 
propulsor flow obtained by Yang (2003). Figure 2 
shows the pressure contours of the RANS solution at 
different streamwise locations. The unsteady 
computations  reached a virtually steady-state solution 
when the inlet boundary condition was imposed to be 
the RANS mean flow solution.  Figure 3 shows the 
converged solution. This solution was utilized as the 
initial condition for the numerical simulations shown 
below in which upstream unsteady turbulent 
fluctuations were imposed at the domain inlet.   

Figure 4 illustrates the reduced computational 
domain and its boundaries: inlet and outlet boundaries, 
three side boundaries, and one shroud boundary 
bounded by the shroud wall. At the inlet boundary, the 
method of characteristics (MOC) was applied with the 
three components of the velocities specified. At the 
outlet boundary, all variables were extrapolated from 
the inner domain except for the grid points on the 
shroud wall where the initial values of the pressures 
were fixed. For the three side boundaries and the 
shroud boundary, both velocities and pressures were 

imposed with the averaged flow solution obtained by 
the RANS computations. 

 
Figure 2. Pressure field in the reduced computational 

domain interpolated from the RANS solution. 

 
Figure 3.  Converged unsteady pressure field solution 

using the direct solution of the Navier-Stokes in the 
reduced computational domain. 

 
Figure 4. The reduced computational domain used for 

the direct solution of the Navier-Stokes equations.  
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To simulate the upstream turbulent 
fluctuations, the components of the velocity at the inlet 
boundary were made to vary in time and space about 
the RANS mean flow solution. This is achieved by 
superposing an unsteady fluctuating velocity field, ′u , 
onto the mean flow solution as: 

 ( ), ,t′= +u u u x              (4) 
where u  is the velocity field obtained from the RANS 
computations and x is the coordinate vector in the 
propulsor x-r plane. To better delineate the fluctuating 
velocity components at the inlet boundary, a 
“streamwise” velocity component, ( , )su t′ x , was 
defined in the normal direction to the x-r plane. In 
addition a cross-stream component, ( , )xu t′ x and a 
radial component, ( , )ru t′ x  were defined. 

PIV measurements near the location of the 
inlet boundary conducted by Oweis et al. (2003) have 
revealed the presence of multiple vortices including 
the stronger primary tip-leakage vortex, and a 
secondary vortex, the tailing-edge vortex. The relative 
locations of these two main vortices in the x-r plane 
are shown in Figure 5 with the streamwise vorticity 
contours. It was observed that the primary vortex 
wanders in a circular fashion, while the secondary 
vortex wanders in an elliptical fashion. The 
unsteadiness of the velocity field was seen to be a 
combination of the vortex wandering and of randomly 
distributed velocity fluctuations, which have the 
highest magnitudes at the centers of the vortex 
regions.  

 

Figure 5.  Relative locations of the tip-leakage vortex 
and the trailing-edge vortex illustrated with the 
streamwise vorticity contours in the x-r plane. 

To numerically reproduce this unsteadiness, 
the field of unsteady velocity fluctuations was 

constructed by superposing two fluctuation sources 
undergoing random wandering: one associated with 
the tip-leakage vortex and the other associated with 
the trailing-edge vortex. We utilized the following 
expressions for the unsteady velocity fluctuations.  For 
simplicity, we show here the “streamwise” component 
only: 
     1 1 1 2 2 2( , ) ( , ) ( ) ( , ) ( )s u uu t A g t f t A g t f t′ = +x x x ,         (5) 

where 1uA and 2uA are the amplitudes of the  
oscillations for the trailing-edge and the tip-leakage 
vortex respectively. 1( , )g tx  and 2 ( , )g tx  represent the 
spatial variations and have a Gaussian distribution 
form as follows:  
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aj  is vortex core radius (a1 for trailing-edge vortex and 
a2 for tip-leakage vortex).  ( )oj tx is the instantaneous 
location of each vortex center in the x-r plane. To 
simulate the wandering of the vortex center, ( )ojx t and 

( )ojr t are defined by:  
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where (0)ojx and (0)ojr are the initial coordinates of the 
vortex center.  Axj  and Arj are the amplitudes of the 
wandering, ωi is the motion frequency, and φ(ω) is a 
phase shift randomly selected between 0 and 1. 
        In the PIV measurements, the tip-leakage vortex 
was seen to wander in a circular pattern about the 
mean location. The standard deviation of the distance 
of the vortex center from the mean location was 
measured to be about one vortex core size near the 
trailing edge. Although multiple secondary vortices 
were identified in the PIV measurements, the strongest 
one identified as the trailing-edge vortex was observed 
to wonder in an elliptical pattern. Figure 6 shows the 
loci of the vortex centers obtained by specifying Ax1 = 
4a1 and Ar1 = a1 for the trailing-edge vortex and Ax2 = 
a2 and Ar2 = a2 for the tip-leakage vortex with 50 
frequencies ranging from 1 to 10 Hz. 

In addition to the spatial variations, Equation 
(5) also includes a temporal variation, f(t), which is 
composed of Nt different frequencies, ωi, with phase 
lag φ(ωi) randomly distributed between 0 and 1.  f(t) 
has the following form: 

 ( )
1

1( ) sin 2 2 ( )
Nt

j i j i
it

f t t
A

πω πφ ω
=

= +∑ ,         (8) 

where At is a factor to ensure that the fluctuation 
function takes a unit value at the highest amplitude  of 
oscillations. For the current simulations, 100 different 
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frequencies ranging from 1 to 100 Hz were applied. To 
ensure that the shortest temporal fluctuations can be 
well resolved, a time step size of 0.5 ms was used in 
the real time marching. This allows the numerical 
simulations to have 20 time steps for the shortest 
oscillation period. 

 

 
Figure 6. The loci of the trailing-edge and tip-leakage 

vortices centers during wandering simulated  
using Equation (7). 

 
2.4 Bubble Dynamics Models 

To investigate the effect of the unsteady 
vortex/vortex interaction flow field on bubble 
dynamics and cavitation occurrence a multiple bubble 
dynamics and trajectory model, DF_MULTI_SAP©, 
was integrated with DF_UNCLE and unsteady 
computations were conducted. In DF_MULTI_SAP© 
the bubble transport is modeled via the motion 
equation described by Johnson and Hsieh (1966) while 
the bubble dynamics is simulated by solving a surface 
Averaged Pressure (SAP) Rayleigh-Plesset equation 
(Hsiao and Chahine, 2003ab). In this numerical 
approach, each bubble is tracked in the flow field by a 
Lagrangian scheme, which combines the RANS 
solution and the DNS solution by oversetting the grids 
of the reduced domain on the overall propulsor grids. 
As a bubble is released upstream of the reduced 
domain the flow field from the RANS solution is used. 
Once the bubble enters the reduced domain, the flow 
field obtained from the direct Navier-Stokes 
simulation method is applied.  
 
3. Results and Discussion 
3.1 Grid and Domain Size Independence Study 

The simulation of vortex/vortex interaction in 
the reduced computational domain was conducted 
with the turbulence model turned off. Hsiao and 
Chahine (2004) showed a significant improvement in 
the prediction of the pressure field using the direct 

numerical simulation with the RANS mean flow inlet 
boundary condition when a fine grid was used. The 
grid-independence study for this reduced domain 
indicated that the grid size needed to be at least 3 mm 
in the streamwise direction and 0.5 mm in both cross 
directions to get a good grid resolved solution. Figure 
7 shows the fully developed cavitating vortex core 
experimentally observed by Chesnakas and Jessup 
(2003) at a cavitation number, σ = 5.6, and the 
numerical predictions of vortex core obtained by 
RANS and DNS and illustrated with iso-pressure 
surfaces at Cp = –5.6.  

 

 
Figure 7. Comparison of the fully developed 

cavitation in the vortex core at σ = 5.6 (Chesnakas 
and Jessup 2003) and the numerical predictions of 

vortex core obtained by RANS and DNS and 
illustrated with iso- pressure surfaces at Cp =- 5.6. 
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Figure 8. Comparison of the pressure coefficient 
variations along the vortex line center between two 

streamwise grid resolutions for the basic 
computational domain. 

 
We further investigated the effect of the 

computational domain size on the solution. Two 
much larger computational domains with the same 
grid resolution were constructed.  One was obtained 
by doubling the domain length in the x direction and 
extending it 50% of the length in the radial r 
direction. The second computational domain was 
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constructed by extending by 50% the length in the 
streamwise direction. The resulting pressure 
coefficients of the two larger computational domains 
were compared to those of the basic domain. Figure 8 
shows the pressure coefficients along the primary 
vortex center versus the streamwise location, s/C, 
where s is the arc distance from the tip trailing edge 
and C is the blade chord length.  It is seen that the 
solution changed only slightly (less than 1%) between 
the three cases. 

 
3.2 Effect on Vortex/Vortex Interaction  

To study the effects of the upstream 
unsteady fluctuations on the vortex/vortex interaction, 
added fluctuations to the mean velocity at the inlet 
boundary were imposed. In Figure 9, the amplitude of 
the fluctuations was specified to be 10% of U∞ for all 
components of the fluctuating velocity. To illustrate 
the structure of the vortices and their unsteady 
interaction, iso-surfaces of the streamwise vorticity at 
ωs =240 are plotted for five time steps and are shown 
in Figure 9. It is seen that the trailing-edge vortex  
wraps around the tip-leakage vortex without merging 
with it immediately behind the blade trailing edge. 
Time sequence animations reveal highly unsteady 
interactions between the two vortices. It is seen that 
the trailing-edge vortex breaks from time to time into 
disconnected filaments or separated regions of high 
vorticity.  

 
Figure 9. Tip-leakage vortex and trailing-edge vortex 

illustrated with iso-surfaces of the streamwise vorticity 
at ωs =240 for five different time steps. 

Another way to illustrate the effects of the 
unsteady fluctuations on the vortex/vortex interaction 
is to track the pressure coefficient, Cp,  along a vortex 
centerline in the streamwise direction.  Figure 10 
shows such Cp curves at five time steps.  These 
correspond to the iso-surfaces of streamwise vorticity 
shown in Figure 9. We can clearly see that the 
minimum pressure location shifts over time 
erratically between s/C = 0.35 and 0.8. The numerical 
simulation was continued until 0.5 s which is one half 
the period of the slowest fluctuation. The Cp curves 
oscillate about the curve at t=0 s, which is the DNS 
solution with the inlet boundary condition being the 
RANS mean flow.  The envelope of the Cp curves 
oscillations during the 0.5 s period is shown in Figure 
11. It is seen from the lower bound curve that the 
minimum pressure coefficient, Cpmin, reaches about  
-12 at three locations, i.e. s/C = 0.35, 0.5 and 0.8.  
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Figure 10. Computed local minimum pressure 
coefficients along the main vortex streamwise 

direction at five time steps. 

 

 
Figure 11. Envelope of the oscillating Cp curves 

between t=0 and t= 0.5 s. 
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Computations using higher velocity 
fluctuation levels imposed on the cross flow velocities 
were conducted to investigate their effects on the 
vortex/vortex interaction. The resulting time variations 
of the minimum pressure coefficient, Cpmin, are shown 
in Figure 12 for three different velocity fluctuation 
levels: 10%, 20% and 40%. Note that the x-axis shown 
in Figure 12 is the non-dimensional time starting from 
t = 15, time at which unsteady velocity fluctuations 
were imposed at the inlet boundary. It is seen that for 
the 10% case the minimum pressure coefficient 
fluctuated moderately remaining in the -11 to -12 
range. These variations increased significantly as the 
imposed fluctuation levels of the cross flow were 
increased further. The location where the minimum 
pressure occurred for each of these three cases was 
recorded every 12 ms and is shown in Figure 13. It is 
seen that the locations of these minima Cpmin varied 
between 0.3 and 0.8 chord length downstream from 
the tip trailing edge with a strong tendency for 
clustering near 0.35, 0.55 and 0.75. Unlike the 
fluctuations of Cpmin, the locations of Cpmin appears 
here much less sensitive to the imposed velocity 
fluctuation levels. 

 

 
Figure 12. Time variations of the Cpmin for three 

different fluctuation levels imposed on the cross flow 
velocity components. 

Another unsteady computation was 
conducted with the amplitude of the fluctuations of the 
streamwise velocity increased to 20% of U∞ and the 
cross flow velocity fluctuation kept at 10% of U∞.  As 
in the cross flow case, increasing the fluctuation level 
of the streamwise component did not change the 
clustering locations of Cpmin. However, it is seen from 
Figure 14 that increasing the fluctuations level in the 
streamwise velocity component led to even larger 

fluctuations in the amplitude of Cpmin than when the 
cross flow velocity components were increased. 

 

 
Figure 13. Comparison of the location of Cpmin versus 
time for three different fluctuation levels imposed on 

the cross flow velocity components. 

 
Figure 14. Time variations of the Cpmin for increasing 

levels of the cross flow velocity and streamwise 
velocity fluctuations. 

 
3.3 Effect on Bubble Dynamics and Cavitation 

Noise 
The effect of the upstream unsteady velocity 

fluctuations on the bubble dynamics and on cavitation 
noise was also investigated. A fluctuation level of 10% 
of U∞ for all the velocity components was used during 
the simulation of bubble dynamics behavior through 
the unsteady vortex/vortex interaction flow field.  The 
selected cavitation number was equal to 10.75. A 
nuclei distribution was selected and is shown in Figure 



 

15.  These bubbles were randomly released into the 
computational domain and presence and absence of 
unsteady velocity fluctuations imposed at the inlet 
boundary were compared. Details of the nuclei release 
method can be found in Hsiao and Chahine (2004). As 
the nuclei traveled through the computational domain, 
the acoustic signals from all bubbles were recorded at 
the shroud wall at a location 0.5 chord length 
downstream of the tip trailing edge.  

 

Figure 15. Nuclei size distribution used in the bubble 
tracking computations. 

 

 
Figure 16. Comparison of the appearance of 

cavitating bubbles (size and locations) between (a) 
using mean flow inlet boundary conditions and (b) 
imposing10%  unsteady velocity fluctuations to the 

mean flow at σ=10.75. 

To illustrate the effect of the upstream 
unsteady velocity fluctuations on the bubble dynamics, 
all bubbles were represented to scale at their respective 
locations and were superposed and shown in Figure 
16. This figure clearly illustrates that the presence of 
fluctuations increases significantly the region of 
cavitation observation. While the visible cavitating 
bubbles with the RANS solution used upstream were 
all concentrated near s/C = 0.4,  visible bubbles are 
observed in a much wide region, i.e. from s/C =0.3 to 
0.8, when upstream velocity fluctuations are taken into 
account. Furthermore, much larger cavitation bubbles 
are observed for the later case. The acoustic signals 
emitted in both cases are shown in Figure 17. It is seen 
that in the presence of fluctuations the number of 
cavitation events and the magnitudes of the acoustic 
signals are also significantly increased. This implies 
that the detected cavitation inception number is higher 
when unsteady fluctuations of the flow field are taken 
into account.  
 

 

 
Figure 17. Acoustic signals emitted by the cavitating 

bubbles propagated in the computational domain. 
Stronger and more numerous signals are seen when 
unsteady fluctuations are added to the mean flow - 

σ=10.75. 

 
4. Conclusions 

The interactions between the tip-leakage 
vortex and the trailing-edge vortex of a ducted 
propulsor were studied in a reduced computational 
domain in the region of interaction of the two vortices 
using direct numerical simulations of the Navier-
Stokes equations. To take into account the presence 
of upstream turbulent fluctuations which are averaged 
out by the RANS procedure, turbulence-like velocity 
fluctuations derived from PIV measurements were 
added to the RANS solution at the inlet boundary of 
the computational domain.   
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s/C=0.4 

s/C=0 
s/C=0.2 
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The simulations clearly indicated strong 
unsteadiness in the interaction between the two 
vortices. The tailing-edge vortex wrapped around the 
tip-leakage vortex without merging with it 
immediately behind the blade trailing edge and at 
times broke out into separated filaments (separated 
regions of high vorticity). These unsteady interactions 
resulted in time-varying pressures such that the value 
of the minimum pressure and the location of this 
minimum varied with time. The minimum pressure 
was found to occur at different locations between 0.3 
and 0.8 chord length downstream the tip-trailing 
edge.  Three locations showed very high probability 
of minimum pressure occurrence: 0.35, 0.55 and 0.75. 
The amplitude of the imposed fluctuations affected 
significantly the values of the minimum pressure.  
However, the minimum pressure locations remained 
the same and were much less sensitive to the 
fluctuation levels. It was also found that increasing 
the fluctuations level of the streamwise velocity 
component led to larger variations of the minimum 
pressure than did the fluctuations of the cross flow 
velocity component. 

Comparison of cavitating bubble sizes and 
locations at the same cavitation number in presence or 
absence of upstream velocity fluctuations showed that 
the turbulent fluctuations resulted in a much wider 
region of cavitation occurrence. Similarly, the acoustic 
signals showed more numerous and higher peaks 
implying earlier cavitation inception detection when 
upstream unsteady fluctuations were present.   
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ABSTRACT 

 
Cavitation inception in a ducted propulsor was studied numerically using Navier-

Stokes computations and bubble dynamics models. Experimental observations of the 

propulsor model and previous numerical computations using Reynolds-Averaged 

Navier-Stokes (RANS) codes indicated that cavitation inception occurred in the region 

of interaction of the leakage and trailing tip vortices. The RANS simulations failed 

however to predict correctly both the cavitation inception index value and the inception 

location. To improve the numerical predictions, we complemented here the RANS 

computations with a direct Navier-Stokes simulation in a reduced computational domain 

including the region of interaction of the two vortices. Initial and boundary conditions in 

the reduced domain were provided by the RANS solution of the full ducted propulsor 

flow. Bubble nuclei were released in this flow field, and spherical and non-spherical 

bubble dynamics models were exercised to investigate cavitation inception. This resulted 

in a solution in much better agreement with the experimental measurements than the 

original RANS solution. Both the value of the cavitation inception index and the location 

of the cavitation inception were very well captured. The characteristics of the emitted 

acoustic signals and of the bubble shapes during a cavitation event were also computed.  
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1. Introduction 
 

Prediction of vortex cavitation inception on marine propulsors is of great interest 

to naval applications and has been the subject of many studies seeking scaling laws for 

the prediction of cavitation inception. Existing scaling laws are typically formulated 

using data from open propellers and are not applicable to ducted propellers. Unlike most 

open propellers, which generally form a single trailing vortex, a ducted propeller 

typically exhibits two well-defined vortices: a trailing vortex formed near each blade tip 

trailing edge, and a stronger leakage vortex generated in the gap region between the blade 

and the duct wall. These two unequal co-rotating vortices introduce small-scale unsteady 

motions during vortex merging that add to the fluctuations resulting from upstream 

turbulence and vortex wandering1,2 

Recent experimental observations of cavitation inception on a ducted propulsor3 

have indicated that the interaction between the tip-leakage vortex and the trailing-edge 

vortex cause cavitation inception to occur in the region where the two vortices merge. 

However, predictions of cavitation inception using the pressure field obtained by 

Reynolds-Averaged Navier-Stokes (RANS) computations5,6,7 or inferred from 

experimental velocity measurements4 were in poor agreement with the experimental 

observations in terms of both cavitation inception number and inception location.  

A preliminary controversial conclusion made by Chesnakas and Jessup3 was that 

cavitation inception does not necessarily occur in the minimum pressure region. This 

conclusion, however, was drawn based on the inferred pressure field obtained from the 

measured average tangential velocities, using an assumed Rankine vortex profile. This 

not only neglects the effect of the axial velocities on the pressure field, but also relies on 
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time-averaged tangential velocities which could be significantly smaller than the 

instantaneous values, especially at downstream locations where vortex wandering may be 

significant.  RANS computations with inadequate turbulence models and grid resolution 

can also result in over-diffusion and dissipation of the vortex flow8,9. This usually leads 

to a significant under-prediction of the velocities in the vortex core at the downstream 

locations. In a combined numerical and experimental study of a tip vortex flow, Dacles-

Mariani et al.8 used the measured flow field to specify the inflow and outflow boundary 

conditions of the vortex flow and investigated vortex preservation in the wake region. 

With the turbulence model turned off and significant grid refinement they were able to 

match the numerical solution results to the experimental measurements. 

In the previous RANS simulations of the present propulsor flow, not only the flow 

field was not well resolved, also the effects of bubble dynamics on cavitation inception 

were not included. In our previous studies10,11,12 we have shown that inclusion of bubble 

dynamics can significantly affect the predictions of cavitation inception for both steady-

state tip vortex flows and unsteady vortex/vortex interaction flow fields. 

 In the present study we aim at improving the numerical predictions of cavitation 

inception for a ducted propulsor in two ways: refinement of the flow field solution and 

inclusion of bubble dynamics.  We consider a reduced computational domain which 

includes the region of interaction of the two vortices but excludes for simplicity the 

propulsor solid surfaces, and a direct Navier-Stokes simulation is conducted using initial 

and boundary conditions provided by RANS computations of the full ducted propulsor 

flow field. Then, a corrected spherical bubble dynamics model developed by Hsiao and 

Chahine10,11 and a two-way flow-coupled non-spherical bubble dynamics model 
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developed by Hsiao and Chahine12,13 are applied to study bubble dynamics and to predict 

cavitation inception.  

 

2.  Numerical Approach 

2.1 Flow Configuration 

We consider the three-bladed NSWCCD Propeller 5206, a rotating ducted 

propulsor with tip diameter of 0.8503m and a constant chord of 0.3812m from hub to tip.  

This propeller operates in a duct having a diameter of 0.8636m. Detailed propulsor 

geometry and experimental observations are described by Chesnakas and Jessup3.  

Numerical studies5,6,7 using several RANS codes, described the flow field of this 

propulsor when operating under an advance coefficient, J=0.98, with an inflow velocity, 

6.96m/sU∞ = . The corresponding Reynolds number based on the blade tip radius and 

the inflow velocity was 63 10eR = × .  Although the numerical studies all gave results in 

reasonable agreement with the experimental measurements for the averaged local flow 

field quantities, the predicted cavitation inception number, σi , varied between 6.5 and  

8.0, and the inception location, xi, was about  0.1 chord length downstream from the tip 

trailing edge.  However, the experimental observations gave much larger values for both 

inception number and location:  σi∼11.5, and xi≥0.5. 

To improve on the RANS numerical solution, we constructed a reduced 

computational domain behind the trailing edge of the propulsor blade that included the 

region of interaction of the two vortices and excluded propulsor solid surfaces. The basic 

computational domain had a square cross area of 0.094m 0.094m×  and extended from 
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the tip trailing edge to 0.34 m downstream from the tip trailing edge.  Figure 1 illustrates 

the location of this reduced computational domain relative to the ducted propulsor.  

 

2.2 Navier-Stokes Computations 

In the reduced domain, the flow is obtained via direct numerical solution of the 

Navier-Stokes equations without turbulence modeling. Since the present computation is 

conducted in a rotating frame attached to the propeller blade, source terms, i.e. the 

centrifugal force and the Coriolis force terms, are added to the momentum equation. The 

resulting unsteady incompressible continuity and Navier-Stokes equations written in non-

dimensional vector form and Cartesian notations are given as 

0∇ ⋅ =u ,     (1) 

2 21 2
e

D p
Dt R

= −∇ + ∇ + Ω − Ω×
u u r u ,    (2) 

where ( , , )u v w=u  is the velocity, p is the pressure,r is the radial position vector, Ω  is 

the angular velocity, * * /eR u Lρ µ=  is the Reynolds number, u* and L* are the 

characteristic velocity and length, ρ  is the liquid density, and µ is the liquid dynamic 

viscosity.  

To solve Equations (1) and (2) numerically, a three-dimensional incompressible 

Navier-Stokes solver, DF_UNCLE, initially developed by the Mississippi State 

University and modified by DYNAFLOW is applied. DF_UNCLE is based on the artificial-

compressibility method14 in which a time derivative of the pressure is added to the 

continuity equation as 

1 0p
tβ

∂
+ ∇ ⋅ =

∂
u ,    (3) 
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where β  is an artificial compressibility factor. As a consequence, a hyperbolic system of 

equations is formed that can be solved using a time marching scheme. The method can 

be marched in pseudo-time to reach a steady-state solution. To obtain a time-dependent 

solution, a Newton iterative procedure is performed at each physical time step in order to 

satisfy the continuity equation. In the present study the time-accurate solution is obtained 

when the maximum normalized velocity divergence is less than 1.0×10-3. Detailed 

descriptions of the numerical scheme can be found in Ref. 15. 

 

2.3 Initial and Boundary Conditions 

Since the unsteady Navier-Stokes computations were conducted in the reduced 

domain, appropriate initial conditions are required. These conditions were obtained from 

the steady state solution of the full ducted propulsor flow obtained by Yang7 using a 

RANS computation. The original coarser RANS solution was interpolated for the present 

finer reduced domain unsteady computations.  Figure 2 shows the interpolated RANS 

pressure contours at different streamwise locations to indicate the position of the main 

vortex in the reduced domain.  Figure 3 shows the pressure contours and the velocity 

vectors at the inlet x-r plane boundary. The two co-rotating vortices (the tip-leakage 

vortex and the trailing edge vortex) can be readily seen. The tip-leakage vortex is much 

stronger than the trailing-edge vortex. 

Figure 4 shows the reduced computational domain and its boundaries. In addition 

to the inlet and outlet boundaries, there are three side boundaries in the liquid domain and 

one boundary bounded by the duct wall. At the inlet boundary, the method of 

characteristics was imposed with the three components of velocities specified based on 
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the RANS solution. At the outlet boundary, all variables were extrapolated from the inner 

domain except for the grid points on the duct wall where the initial RANS value of the 

pressure was fixed. For the three side boundaries, both velocities and pressures were 

imposed as given by the RANS solution.  

 

2.4 Bubble Dynamics Models 

Two bubble dynamics models, a “corrected” spherical model and a non-spherical 

model, were used in this study. The spherical bubbles were tracked using a Lagrangian 

scheme in a flow field combining the reduced domain and the RANS domain outside of 

it.  The grids of the reduced domain were overset to the overall propulsor grids. As a 

bubble was released upstream of the propeller, it was subjected to the flow field given by 

the RANS solution. Once the bubble entered the reduced domain, the flow field obtained 

by the direct simulation of the Navier Stokes equations was applied. Bubble transport 

was modeled via the motion equation described by Johnson and Hsieh16 while the bubble 

dynamics was simulated by solving the Surface Averaged Pressure (SAP) spherical 

bubble model equations developed by Hsiao and Chahine10,11.  

The non-spherical bubble dynamics model was embedded in the unsteady Navier-

Stokes solver, DF-UNCLE, with appropriate free surface boundary conditions and a 

moving Chimera grid scheme12,13. Since unsteady Navier-Stokes computations are time-

consuming, this non-spherical model was combined with the spherical model mentioned 

above. The spherical model was used to track the bubble during its capture by the vortex 

and the non-spherical model was turned on only after the bubble size exceeds a preset 

limit value. When the non-spherical model was turned on, the flow field due to the 
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spherical bubble motion and volume change is superimposed on the liquid phase flow 

field solution to provide an initial condition for the unsteady viscous computations. This 

model allowed the bubble to deform non-spherically and a full two-way interaction 

between the bubble and the flow field could be obtained. Detailed description of this 

model and numerical implementations can be found in Refs 12, 13 and 17. 

 

3. Results and Discussion 

3.1 Grid and Domain Size Independence Study  

The simulation of the vortex/vortex interaction in the reduced computational 

domain was conducted with no turbulence modeling. The mean RANS flow solution was 

specified at the inlet boundary and different grid resolutions and computational domain 

sizes were considers. Unsteady turbulent fluctuations from upstream are being simulated 

in on-going efforts and are the subject of a second publication18.  

For the basic computational domain size described in Section 2.1, we generated a 

4-block grid with a total of 101 grid points in the streamwise direction and three different 

density cross flow grids: 61 61× , 121 121×  and 181 181× , in order to study the influence 

of grid resolution. All grid points were evenly distributed without stretching. This 

resulted in a uniform grid size of 3 mm in the streamwise direction and  

0.5 mm in both cross directions for the finest grid. At least 34 grid points were within the 

vortex core in each direction for the finest grid since the vortex core size had a diameter 

at the trailing edge of about 17mm.  

Figure 5  shows a comparison of the resulting pressure coefficients, Cp, along the 

vortex center line for the three grid densities. We can also observe convergence of the 
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simulations as the grid is refined.  The maximum differences in Cpmin between the 

121×121 and the 181×181 grids are within 3%. We can however observe a major 

difference between the RANS solution and the present computations as one moves 

downstream. While the RANS solution gives for  the minimum pressure coefficient, 

Cpmin, a value of about -8.5 at a distance of about 0.1 chord length, the present 

computations yield a value of  -11.2 at a location 0.35 chord length downstream from the 

tip trailing edge.  These values are much closer to the experimental results.  

To further examine the grid dependence, we doubled the number of grid points in 

the streamwise direction with the cross plane having 121×121 grid points. As shown in 

Figure 6 , doubling the grid resolution in the streamwise direction only slightly changed 

the solution.  

In addition to the grid resolution, we also studied the effect of the computational 

domain size on the solution by constructing two larger computational domains while 

maintaining the same grid resolution as the 121×121×101 case. One of the 

computational domains was constructed by doubling the domain length in the azimuthal 

direction and extending it 50% of length in radial direction. Note that the top boundary 

in the radial direction was always bounded by the duct wall. The second computational 

domain was constructed by extending 50% of the length in the streamwise direction. The 

resulting pressure coefficients along the vortex center line obtained with these two larger 

computational domains are compared to the basic domain and shown in Figure 7. It is 

seen that all three cases produced practically the same solution (less than 1% difference). 

Since increasing the grid and domain size from the basic computational domain 

(121×121×101 grid points) only yielded small differences in the pressure coefficients, 
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this basic domain size and grid resolution were used for subsequent bubble dynamics 

computations in order to minimize CPU time. 

 

3.2 Prediction of Cavitation Inception for Single Phase Flow 

In  Figure 5 the pressure coefficient along the vortex centerline obtained by the 

RANS computation is compared to the present direct Navier Stokes unsteady 

computations in the reduced domain. Major differences are seen between these two 

results. The RANS computation predicts Cpmin=-8.2 at s/C=0.1 where s is the helical arc 

distance from the tip trailing edge and C is the chord length, while the present 

simulations show Cpmin=-11.2 at s/C=0.35 for the 181×181×101 grid, which is much 

closer to the experimental observations. This indicates cavitation inception at σ ∼ 11.5 at 

about 0.5 chord length downstream of the trailing edge. The failure of the RANS 

computations is probably due to excessive vortex diffusion and dissipation.  

Another qualitative comparison can be made between the two solutions by 

displaying the same iso-pressure surfaces obtained in each case as shown in Figure 8. 

This is similar to visualizing the cavitating vortices at different cavitation numbers. The 

present results agree with the experimental observations which show a long-extended 

fully cavitated vortex core at σ = 5.6 (see Figure 9 ). 

It is important to examine the flow field near the location where the pressure 

reaches its minimum value. Hsiao and Chahine19 have shown that the two co-rotating 

vortices periodically approach each other and get closer during the vortex merger. The 

present computations show that as they move closer, the flow in the axial direction is 

accelerated and results in further decrease of the pressure at the vortex center. The 
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computed Cp and axial velocity along the vortex center line are shown together in Figure 

10.  We can observe that the pressure correlates very well with the axial velocity and  is 

in phase opposition. As the velocity reaches a maximum value, the pressure in the vortex 

center drops to a minimum.  The axial velocity variations are, however, mostly ignored 

by other investigations. 

We would like to point out that, although the computations in the present study 

eas unsteady, the simulation actually converged to a quasi steady-state solution since the 

input solution to the inlet boundary was steady. The instability due to strong 

vortex/vortex interaction as shown in Ref. 19 was not observed in the present problem. 

This is probably due to the relatively weak trailing-edge vortex in the problem. Indeed, 

Hsiao and Chahine19 have shown that as the relative strength of the main vortex is 

increased, the merger of the two co-rotating vortices occurs faster and the unsteady 

interaction becomes weaker.   

 

3.3 Area of Bubble Capture: “Window of Opportunity” 

The “window of opportunity” through which a nucleus needs to enter to be 

captured by the vortex and generate strong acoustic signals has been studied for a finite-

span tip vortex flow by Hsiao and Chahine11. It is also important to determine this 

“window of opportunity” for the current flow field because with the knowledge of the 

location and size of this small window, we are able to distribute and follow nuclei more 

efficiently. In addition, this concept provides physical understanding of the flow field 

and of the nuclei that are captured by the vortex. Near inception, the size of the “window 

of opportunity” is directly related to the probability of cavitation event occurrence.  
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To establish the “window of opportunity” a rectangular release area was 

specified upstream of the tip leading edge of the propulsor in the x-r plane where bubble 

nuclei were released from a 15×11 grid points array. Figure 11 illustrates the location of 

the release area relative to the propulsor blade.  A high arbitrary value for the cavitation 

number was  selected (σ=12.0) such that  each nucleus was tracked and the minimum 

pressure it encountered during its travel was recorded and assigned to the release point. 

The corresponding bubble size increased during its path in the propeller flow field by 

less than 10 %. This enabled us to plot a contour of the minimum encountered pressure 

coefficient for the release grid array and to obtain a contour plot of the cavitation 

probability in the “window of opportunity” for each case.  This selection was to obtain a 

bound of the area where bubbles passing through this area would be affected by the 

vortex field.  The details on the encountered pressures vary with the selection of σ  but 

the area geometric bounds do not.  The capture area concept enabled minimization of the 

number of bubbles that needed to be tracked in the propeller flow domain. 

Figure 12 shows contours of the minimum encountered pressure coefficients for 

three different nuclei sizes, R0 = 5, 10, 20 µm. The contours are blanked out for the 

release points where the nuclei collided with the propeller surface. It is seen that the size 

of the “window of opportunity” becomes smaller and its location shifts closer to the 

propeller pressure side surface as the nucleus size decreases.  This brings out an 

important selection concept on the probability of cavitation for waters containing very 

small nuclei.  Not only much lower pressures are needed to get such waters to cavitate 

(smaller bubbles require much lower pressures to grow explosively11) but also fewer of 
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them can participate into the cavitation event because of the reduced window of 

opportunity.   

 

3.4 Single Bubble Dynamics for Prediction of Cavitation Inception  

Experimental observations conducted by Chesnakas and Jessup3 using a high 

speed video camera and a hydrophone were able to capture the bubble and its emitted 

acoustic signal during a cavitation event. According to the duration of the acoustic signal, 

the cavitation events were categorized into “popping” and “chirping” events. They stated 

that the “popping” event had a very short duration of noticeable acoustic signal less than 

0.3 ms and that the bubble virtually remained spherical when its size was less than 0.1 

mm in diameter. The “chirping” event had a much longer duration ranging from 0.3 to 10 

ms, and the bubble had an elongated shape. They found that all the cavitation inception 

events occurred near or behind a location 0.5 chord length downstream of the tip trailing 

edge.  

To simulate different cavitation events, we investigated the bubble behavior and 

the emitted acoustic signal during bubble dynamics for different initial nuclei sizes at 

different cavitation numbers.  We found that “popping” cavitation events can be observed 

for small bubbles. Figure 13 shows the bubble size variation and the emitted acoustic 

signal for an initial nucleus size, R0=6 µm at σ=10.47. It is seen that the maximum 

bubble size achieved is about 0.1mm in diameter and that the noticeable acoustic signal 

only lasts about 0.3ms.  Figure 14 shows an example for a “chirping” event in which the 

bubble grows to a much larger size (~1.7 mm) and the duration of the acoustic signal is 

much longer (~2.5 ms) for an initial nucleus size, R0=20µm at σ=10.75 
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Figure 13  and 14 also show the pressure encountered by the bubble during its 

journey. There is a small time delay for the bubble to grow to its maximum size after 

encountering the minimum pressure. This delay significantly increases when a cavitation 

event is produced by a small size nucleus. An example of such a cavitation event is 

shown in  Figure 15 for R0=5 µm at σ=10.3.  

To illustrate where the cavitation events occur in the flow field, the bubble 

trajectory and size variations are plotted with the propulsor blade and some iso-pressure 

surfaces as shown in  Figure 16. It is seen that for larger initial nuclei radius, R0,  the 

cavitation events occur at a location slightly earlier than the experimental observations 

while for smaller R0 the bubbles grow to a maximum size near the location 0.5 chord 

length downstream of the tip trailing edge.  

Bubble dynamics was also studied using our non-spherical models12. Figure 17 

compares the bubble shapes obtained with the spherical and the non-spherical model for 

R0=20µm at σ=10.75. It is seen that both models predicted almost the same maximum 

growth size. In non-spherical model the bubble elongated in the axial direction and taook 

a quasi-cylindrical shape as it grew. However, for R0=20 µm at σ=10.85 the bubble 

remained almost spherical at its maximum size as shown in  Figure 18. For both cases the 

bubble started to collapse after reaching its maximum size. The non-spherical 

computations, however, failed here to continue once strong deformations developed over 

the bubble surface during the collapse. 

 

3.5 Multiple Bubble Dynamics for Prediction of  Cavitation Inception 
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In order to simulate a realistic nuclei flow field as exists in nature or in the waters 

of a cavitation tunnel, Hsiao and Chahine11 used a statistical nuclei distribution model 

and showed that the nuclei size distribution has a strong influence on the prediction of 

cavitation inception. Nuclei size distribution studies in water tunnels, lakes and oceans20 

show a power-law distribution for the number density distribution function, 

( )n R 1 / Rα≈ , where R is the nucleus radius and the exponent α lies between 3.5 and 

4.0. Since the nuclei size distribution is not available for the experiments conducted on 

the ducted propulsor investigated here, we have selected two very different nuclei size 

distributions, with α=3.0 and 4.5, which encompass the nuclei size distributions reported 

for natural waters. We then compared their effect on the prediction of cavitation 

inception. The first nuclei size distribution contained relatively larger nuclei sizes ranging 

from 2.5 to 25 µm while the other one contained smaller nuclei sizes ranging from 2.5 to 

10 µm. In both cases we randomly released the nuclei from a 0.02m×0.03m window in 

the computational domain. A total of 600 nuclei were released within a 0.4 second 

period. The nuclei size number density distribution and the total number of nuclei 

released for both cases are shown in   Figure 19. 

As the nuclei traveled through the computational domain, the emitted acoustic 

signals were monitored. The acoustic pressure was monitored on the duct wall at a 

location 0.5 chord length downstream of the tip trailing edge. A series of computations 

were conducted at different cavitation numbers for both nuclei distributions to obtain 

acoustic signals for conditions above and below cavitation inception.  Figure 20 

illustrates the acoustic signals for the larger size nuclei distribution at three different 

cavitation numbers. 
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From the results shown in Figure 20, we can define a cavitation inception number 

based on the number of cavitation events per unit time exceeding a certain value. Here a 

cavitation event is defined arbitrarily as occurring when an oscillating bubble emits an 

acoustic signal higher than 100 Pa. The curve of the number of cavitation events per 

second versus cavitation number is shown in Figure 21. It can be seen that there is a 

critical cavitation number above which no cavitation events occur. For nuclei size 

distribution No. 1 (larger bubbles) an abrupt rise in the number of cavitation events is 

seen when the cavitation number is below the critical cavitation number. Based on these 

curves one can determine the cavitation inception number for both cases by defining a 

criterion. For example, if one defines that 10 events per second are needed for cavitation 

inception, then we obtain a cavitation inception number σi=10.9 for the larger nuclei size 

distribution and σi=10.6 for the smaller nuclei size distribution can be deduced from 

Figure 21. Actually, the selection of the amplitude of the threshold peak and number of 

peaks per unit time should be a function of the application and of the detection capability 

of the observer. Therefore, we do not intend to propose a criterion here but to illustrate 

that the use of a bubble dynamics model can provide the researchers with a tool to predict 

the cavitation inception number similar to what is actually done in experimental 

observations. Chesnakas and Jessup (2003) in their experimental study defined the 

cavitation inception criterion as one event per second and obtained a cavitation inception 

number about 11.5. This inception number is very close to the critical cavitation number 

(∼10.9) for the larger nuclei size distribution, but these results depend on the two criteria 

selected: amplitude of the peak and number of peaks per unit time.  
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4. Conclusions 

In order to address grid resolution issues in RANS computations numerical 

simulations of the two interacting vortices in a ducted propulsor flow field were 

conducted in a reduced computational domain.  It was found that numerical vortex 

diffusion and dissipation were significantly reduced with grid refinement. The resulting 

solutions illustrated with iso-pressure surfaces agree much better than the RANS 

computations with experimental observations for fully developed cavitation in the vortex 

core.  The value of the cavitation inception number and the location of cavitation 

inception also agree significantly better with the experimental observations. No 

instability was seen in the vortex/vortex interactions due to the large strength of the tip-

leakage vortex relative to the trailing-edge vortex.  This leads to rapid merging of the 

two vortices. Further grid refinement and perturbed input conditions may be required to 

resolve any such instability.  

The location and size of the “window of opportunity” through which a nucleus 

needs to enter to be captured by the vortex was identified for different nuclei sizes. 

Bubble dynamics studies showed that the characteristics of the acoustic signals 

and bubble shapes as well as the location of cavitation inception resemble those observed 

experimentally. A bubble dynamics model tracking multiple bubbles was also applied to 

study the effect of nuclei size distribution and to predict cavitation inception in real flow 

field conditions. Different nuclei size distributions and various definitions of the 

cavitation inception criterion were found to influence the cavitation inception number. 

However, the range of cavitation inception numbers (σi∼10.8-11.0) was found to agree 
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much better than previous studies (σi ∼6.5-8.2) with the experimental measurements 

(σi∼11.5).  
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Figure 1.  A view of the reduced computational domain in the three-bladed NSWCCD 

Propeller 5206 used for the current computations.  

 

 

 

Figure 2.  Pressure field in the reduced computational domain interpolated from the RANS 

solution. 
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Figure 3. Pressure contours and velocity vectors imposed at the inlet boundary of the 

reduced domain  in the x-r plane. 

 

Figure 4. Geometry of the reduced computational domain bounded by six boundaries with 

different imposed boundary conditions. 
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Figure 5.  Comparison of the variation of the pressure coefficient along the vortex 

centerline between the RANS solution and the present Navier-Stokes numerical 

simulations with three different grid resolutions. 

 

 

Figure 6. Comparison of the pressure coefficient variation along the vortex centerline for 

two streamwise grid resolutions. 
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Figure 7. Comparison of the pressure coefficient variation along the vortex centerline for  

three computational domain sizes. 

 

 

 

Figure 8. Iso-pressure surfaces at various cavitation numbers as obtained by the RANS 

solution and the present Navier-Stokes numerical solution with the 121×121x101 grid.  This 

is equivalent to showing cavitation extent at these cavitation numbers. 
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Figure 9. Fully developed cavitation in the vortex core at σ = 5.6 (Chesnakas and Jessup 

2003). 
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Figure 10. Pressure coefficient and axial velocity as a function of the distance from the tip 

trailing edge. 
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Figure 11. The location of the release area for establishing the “window of opportunity”. 
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Figure 12. Contours of the bubble encountered Cpmin for released nuclei with R0=5, 10, and 

20 microns. 
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Figure 13. Bubble radius, emitted acoustic pressure signal, and encountered pressure 

during a cavitation event for R0= 6µm at σ=10.47. 

 

 

Figure 14. Bubble radius, emitted acoustic pressure and encountered pressure during a 

cavitation event for R0= 20 µm at σ=10.75 
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Figure 15. Bubble radius, emitted acoustic pressure and encountered pressure during a 

cavitation event for R0= 5 µm at σ=10.3. 

 

 

 

 

Figure 16. Bubble trajectories and size variations during a cavitation event for three 

different initial radii and cavitation numbers.  Also shown are some iso-pressure contours. 
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Spherical Model Non-Spherical Model

 

 

Figure 17. Computed bubble sizes and shapes using both spherical and non-spherical 

models shown with two levels of iso-pressures for R0= 20 µm at σ=10.75. 

 

 

 

 

 

Figure 18. Computed bubble sizes and shapes of non-spherical modes for R0= 20µm at 

σ=10.85. 
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Figure 19. Nuclei size distribution and number of nuclei released versus nuclei size for two 

different nuclei size distributions considered in this study. 
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Figure 20. Acoustic signals for the large size nuclei distribution case at three different 

cavitation numbers. 
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Figure 21. Number of events per second versus cavitation number for the nuclei size 

distributions shown in Figure 19. 

 


