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INTRODUCTION: 
An ever-increasing number of military personnel and civilians alike must work daily without 
adequate sleep.  Although considerable data show that sleep deprivation alters many aspects of 
behavior, including motor skills and cognitive performance, little is known about changes in the 
brain substrate underlying the behavioral effects.  Even less is known about the cerebral effects 
of recovery sleep.  The overarching objective of this study is to investigate the effects of 2 full 
nights of sleep loss (about 66 hours total) and 2 full nights of recovery sleep on cognitive 
performance and brain function.  To accomplish this goal, we will study 40 individuals for 6 
nights and 6 days.  Over the course of this period, subjects will receive 4 polysomnograms and 
10 functional magnetic resonance imaging (FMRI) sessions.  During the FMRI sessions, 
functional brain imaging data will be collected while subjects perform each of 3 cognitive tasks: 
sustained attention, arithmetic working memory, and verbal learning. Together, these data will 
provide a rich amount of information concerning the effects of prolonged total sleep deprivation 
and recovery sleep on cognitive performance and the cerebral underpinnings of that 
performance. In addition to the 40 individuals in the sleep deprivation protocol, we will recruit 10 
separate individuals to serve as control subjects who will participate only in the FMRI portion of 
the protocol, not the sleep or sleep deprivation portions.  These data will allow us to determine 
the effects on FMRI measures of brain activation due to repeated measurements, independent 
of any sleep or sleep deprivation-related effects.  Preliminary analyses of the sleep deprivation 
data are revealing the course of deterioration and recovery in cognitive performance and the 
specific component processes of cognition affected by sleep deprivation. We have also initially 
reported distinct patterns of recovery for different sleep parameters after sleep deprivation, and 
the possibility of using the FMRI measures to identify neural correlates of vulnerability and 
resilience to sleep deprivation. 
 
 
BODY: 
As of this report, we are completely finished with data collection for the study. By the end of 
Year 4, we had completed the main sleep deprivation portion of the study. In Year 5, we finished 
data collection for the control arm of the study. Furthermore, we continued to analyze data and 
submit peer-reviewed manuscripts for publication. Thus, we have completed all tasks on the 
Statement of Work. Since this is the final report, we briefly present information from the entire 
project, below. 
 
For the main sleep deprivation portion of the protocol, approximately 700 individuals were 
initially screened for the main sleep deprivation study.  Fifty-one (51) were determined to be 
preliminarily eligible and signed informed consent to participate in the main sleep deprivation 
protocol. Of those, 40 (18 females) fully completed the study. Of those who did not complete, 6 
voluntarily withdrew for personal reasons prior to the first experimental night, 4 were withdrawn 
due to further screening determining they were ineligible, and 1 subject voluntarily withdrew 
because he was unwilling to remain awake after approximately 20 hours of sleep deprivation.  
Additionally, 11 subjects signed informed consent for the control arm of this study, with 10 (6 
females) completing the study. The one who did not complete was screened out based on 
exclusion criteria.  
 
The 50 subjects who have completed the both arms of this study represent 1500 separate 
functional MRI scans (10 sessions/subject x 3 cognitive task scans/session) and 500 anatomical 
MRI scans. Each functional scan requires approximately 10-12 hours to fully process and 
prepare for group level analyses.   
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Thus far, we have published or have in-press 4 manuscripts from this study.  In addition, there 
are 2 others currently under review.  The results of these 4 manuscripts are summarized under 
Key Research Accomplishments. We also have presented 14 abstracts at national scientific 
conferences. Some of these abstracts evolved into the four manuscripts and we anticipate 
others will become manuscripts, as well.  Additionally, Dr. Drummond (study PI) has made 9 
invited presentations, both nationally and internationally, that have included data from this study. 
Finally, we were recently notified that the National Science Foundation will fund a 3-year project 
that is based, in large part, on the findings in reference 3, below. 
 
 
KEY RESEARCH ACCOMPLISHMENTS: 
As little as 23 hours of sleep deprivation significantly impairs the ability to stop oneself from 
performing an action, even when that action is inappropriate (i.e. to inhibit an automatic 
behavior). However, a single night of recovery sleep restores this ability. This has implications 
for operational settings where a war fighter may need to withhold what is an otherwise over-
trained automatic response. See reference 1. 
 
Communication among brain regions responsible for learning new information is altered by 
sleep deprivation. That is, the way the brain processes the learning of new information changes 
during sleep deprivation. Some of these alterations appear to allow individuals to continue to 
learn despite sleep loss, although they likely represent less efficient use of the cerebral 
networks responsible for learning. The net result is a relatively intact ability to learn new 
information and remember it for at least 20-30 minutes. See reference 2. 
 
Sleep deprivation significantly alters individuals’ willingness to take risks when making decisions 
by blunting our sensitivity to risk. Interestingly, whether this results in an increase or a decrease 
in risk taking depends on how the decision is framed. If an individual is seeking to maximize a 
gain, s/he will take more risk when sleep deprived than s/he would well-rested. If an individual is 
seeking to minimize losses, s/he will take less risk when sleep deprived than s/he would well-
rested. This suggests we may be able to develop training paradigms to help war fighters make 
more consistent decisions about risk when they are sleep deprived. See reference 3.  
 
Working memory is a “higher order” cognitive function that is involved in many other aspects of 
performance. Working memory allows individuals to keep information “on-line” for further 
manipulation or use. Sleep deprivation does not impair all aspects of working memory equally. 
On average, the amount of information someone can keep on-line at one time decreases during 
sleep deprivation. Attention to incoming information also decreases, but not as much. Once 
information makes it into working memory, though, individuals are equally likely to memorize it 
when sleep deprived as when well-rested. However, there are individual differences in the 
impact of sleep deprivation on working memory such that some individuals are resilient or 
vulnerable only one specific aspect of working memory and not the others. See reference 4. 
 
 
REPORTABLE OUTCOMES: 
 
1. Four peer-reviewed manuscripts (references 1-4) 
 
2. Fifteen abstract presentations at the Associated Professional Sleep Societies meeting in 

June 2005 (references 5-19) 
a. Eight earned platform presentations  
b. Seven were awarded merit-based awards from the Sleep Research Society 
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c. Reference 7 was awarded the Academy of Sleep Medicine award as the 
Outstanding Sleep Deprivation abstract 

d. Reference 12 was awarded the Sleep Research Society’s Bill Gruen Memorial 
Award for outstanding Instrumentation abstract 

 
3. Nine invited presentations at national and international scientific meetings and institutions, 

including the 2006 Military Health Research forum (references 20-29) 
 
4. Granted funded by the National Science Foundation (proposal #0729021). “Collaborative 

Research: DRU: Behavioral and Neural Effects of Sleep Deprivation on Specific 
Components of Decision Making” This is a 3-year grant based, in part, on the results of 
reference 3. Dr. Drummond is the PI of this grant.  

 
 
CONCLUSIONS: 
Overall, we have completed all of the items in the Statement of Work related to both the sleep 
deprivation portion of this study and the control condition. This represents 1500 individual 
functional magnetic resonance imaging scans. Over the four years of the study, we have 
produced 4 published manuscripts, 15 conference abstracts (8 were platform presentations and 
7 received merit-based awards), 9 invited presentations at international meetings, and 1 
successful grant application. 
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Effects of two nights sleep deprivation and two nights recovery

sleep on response inhibition

SEAN P . A . DRUMMOND1 , 2 , MART IN P . PAULUS 1 , 3 and SUSAN F .

TAPERT 1 , 2

1Department of Psychiatry, University of California San Diego, 2Psychology Service and 3Psychiatry Service, VA San Diego Healthcare System,

San Diego, CA, USA

Accepted in revised form 19 May 2006; received 9 December 2005

SUMMARY This study examined the effects of two nights of total sleep deprivation (TSD) and two

nights of recovery sleep on response inhibition. Thirty-eight young, healthy adults

performed a Go-NoGo task at 14 : 00 after: (1) a normal night of sleep; (2) each of two

consecutive nights of TSD; and (3) each of two consecutive nights of recovery sleep;

they also performed the task at 05 : 00 during the first night of sleep deprivation. We

hypothesized that TSD would lead to an impaired ability to withhold a response that

would be reversed with recovery sleep. Subjects did experience a significant increase in

false positive responses throughout all of TSD, errors of omission (i.e. missed �go�
targets) were not significant until after the second night of TSD. Both components

(withholding a response and automatic responding) of the task returned to baseline

levels after one night of recovery sleep. These data suggest that individuals experience

difficulty in withholding an inappropriate response during TSD, even when they are

able to attend to the incoming stimuli and respond accurately to appropriate stimuli.

k e y w o r d s attention, inhibition, NoGo, recovery sleep, sleep deprivation

INTRODUCTION

Response inhibition is the cognitive process necessary to stop

oneself from engaging in a prepotent response when that

reaction is not appropriate. Response inhibition involves two

cognitive components: attention to incoming stimuli and

prevention of an automatic response (Lezak et al., 2004).

Poor response inhibition has been reported as one of the

cognitive symptoms of a variety of conditions, such as

schizophrenia (Weisbrod et al., 2000), substance use disorders

(Fillmore, 2003), and attention deficit/hyperactivity disorder

(Willcutt et al., 2005).

Response inhibition is often measured with a Go–NoGo

task. Such a task requires frequent automatic responding to

stimuli interspersed with the need to withhold a response from

a specific, less frequently occurring, stimulus. It is well

established that sleep deprivation can affect performance such

that automatic responding is slowed and more variable during

sleep deprivation (Doran et al., 2001; Dorrian et al., 2005).

The effect of sleep deprivation on withholding a prepotent or

automatic response, though, has not been extensively studied.

The few published studies in this area have reported inconsis-

tent results. One reason for the inconsistency is that most

studies have used fairly complex cognitive tasks involving a

number of demands beyond withholding a response. For

example, some studies have employed stimulus-response

incompatibility paradigms that required not only inhibition

of an automatic response but also initiation of a less salient

response (Harrison and Horne, 1998; Jennings et al., 2003;

Smulders et al., 1997). Studies have also used complex choice

reaction time tasks (Jennings et al., 2003; Smulders et al.,

1997), negative priming (Harrison and Espelid, 2004), or tasks

with vague inhibitory demands (Fallone et al., 2001). Another

reason for the inconsistent findings is that with a few

exceptions, the aims of these studies were not specifically to

examine response inhibition. Rather, withholding a response

was but one part of a larger set of cognitive demands, all of

which influenced the behavioral outcome.

Thus, it remains unclear whether total sleep deprivation

(TSD) affects the ability to withhold a response specifically or

whether errors of commission result from deficits in other task

demands. Here, we used a Go–NoGo task to address this issue.

Correspondence: Sean P. A. Drummond, UCSD/VA San Diego

Healthcare System, 3350 La Jolla Village Dr., MC 151B, San Diego,

CA 92161, USA. Tel.: (858) 642-1274; fax: (858) 458-4201 (fax);

e-mail: drummond@ucsd.edu
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This task is ideal for focusing on withholding of an automatic

response because of the simplicity of the design. Subjects

performed the task at baseline, three times during TSD, and

after each of two nights of recovery sleep. We hypothesized

that (a) TSD would impair response withholding; (b) this

impairment would be greater than that seen for automatic

responding; and (c) recovery sleep would reverse the expected

performance decrements.

METHODS

Subjects and conditions

Thirty-eight young healthy adults (18 females; age: 24.1 ± 5.0;

education: 15.3 ± 1.6) free of medical and psychiatric disor-

ders participated in this study after providing written informed

consent. All subjects reported habitually obtaining 7–9 h of

sleep. They completed sleep diaries and wore actigraphs for

1 week before the study to verify adherence to a regular sleep–

wake schedule. After an adaptation night in the laboratory,

subjects returned the next night and were then sequestered in

the laboratory until completion of the study. The subjects slept

according to their normal schedule on night 2, underwent TSD

for the next two nights (about 64 h total), and then were given

two nights of recovery sleep (again, according to their habitual

sleep–wake schedule).

Testing procedures

At 14 : 00 on each day starting after night 2, plus at 05 : 00

during the first TSD night, subjects performed a Go–NoGo

task. Thus, the task was administered at an average of 21.75,

30.75 and 54.75 h TSD (standard deviation of each ¼ 0.44 h),

as well as 6.75 ± 0.44 h after waking on the baseline day and

after each recovery night. The computer-administered task

involved viewing stimuli presented individually in the center of

the screen in a semi-random order for 200 ms with a 1300 ms

interstimulus interval. A total of 181 stimuli were shown

during the 4.5 min task. Stimuli consisted of two geometric

shapes in each of two sizes (see Fig. 1 for examples). Subjects

were instructed to respond �as fast as possible� with a button

press on the keyboard to all shapes except the target shape and

to withhold a response for the target shape. The task directions

emphasized both speed and accuracy of responding. To

develop a prepotent tendency to respond positively with a

button press, the need to respond quickly was emphasized

repeatedly in the directions, 68.5% of the stimuli were �go�
stimuli, and the �NoGo� stimulus shared a perceptual feature in

common with two of the Go shapes (size or geometric shape,

respectively).

Six different versions of the test were constructed. A

previous pilot study, not designed as a direct control for this

study, with 21 subjects from the same demographic as those

reported here examined the practice effects and comparab-

ility of task versions. In that pilot, each subject took five of

the six different versions of the Go–NoGo task, once each

on five separate days after normal sleep. These test

administration days were either consecutive or included

two non-testing days (i.e. Saturday and Sunday) when the 5-

day testing period included a weekend. Briefly, with respect

to practice effects, only false positive rate showed a main

effect of time (P ¼ 0.018), with an improvement from test 1

to test 2, and no significant changes thereafter. Overall,

these data suggest that the practice effects for this task are

GoGo NoGoGo

Figure 1. Examples of task stimuli. Each row shows the stimuli from 1 of the 6 matched versions of the task. In each case, the first three shapes

represented �go� stimuli where subjects were required to press a button as quickly as possible when they appeared. The far right shape was the

�NoGo� stimulus where subjects were required to withhold a response. Note that to increase the tendency to respond with a button press, the NoGo

shape shared a perceptual feature with each of two Go shapes (size or geometric shapes, respectively). While the shapes are shown in gray scale

here, the actual stimuli were in color (all shapes of a given version were the same color).

262 S. P. A. Drummond et al.
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modest and largely resolved after the first administration

(Table 1). With respect to version compatibility, analyzes

showed no differences in any version of the task on any

variable (Table 2).

Data analysis

The outcome variables for task performance included (1) hit

rate (correct button press for Go stimuli); (2) response time

(RT) for correct hits; and (3) false positive rate (error of

commission for NoGo stimuli). Automatic responding was

measured with hit rate and RT for hits, while response

withholding was measured with false positive rate (i.e. errors of

commission). All variables were analyzed with one-way

repeated measures anova. Posthoc follow-up tests were done

with Dunnett’s test corrections using the baseline scores as the

comparator. Hit RT data for six subjects was lost due to

technical errors, so n ¼ 32 for that analysis.

RESULTS

Figure 2 shows the results of the three outcome variables.

Each variable showed a significant effect of Time in the

omnibus anova (P < 0.001 with Greenhouse–Geisser correc-

tion). Hit rates were significantly different from baseline only

after two nights TSD (55.75 h). Hit RT was significantly

slower than baseline after both 31.75 and 55.75 h TSD. False

positive rates, on the other hand, were elevated during all TSD

testing sessions. Each of these variables returned to baseline

values after one night of recovery sleep. Hit RT and false

positive rates continued to decline after the second recovery

night, but this change was significant only for hit RT.

Table 1 Practice effects from a previous pilot study

Time 1 Time 2 Time 3 Time 4 Time 5

Hit rate 0.97 0.99 0.99 0.99 0.99

0.07 0.01 0.01 0.03 0.02

False + rate 0.14 0.10 0.09 0.09 0.10

0.08 0.08 0.08 0.07 0.07

Hit RT (ms) 602.18 614.30 622.75 589.54 589.08

50.46 84.42 98.14 62.08 49.76

Data for each variable are presented as mean (top) and standard

deviation (bottom).

Table 2 Version comparability from a

previous pilot study
Version 1 Version 2 Version 3 Version 4 Version 5 Version 6

Hit rate 0.98 0.99 0.99 0.99 0.99 0.99

0.08 0.01 0.01 0.03 0.01 0.02

False+ 0.08 0.12 0.14 0.12 0.09 0.09

0.07 0.08 0.07 0.09 0.07 0.06

Hit RT (ms) 584.25 607.98 601.47 603.39 610.16 615.21

76.23 52.42 56.09 57.35 69.35 100.93

Data for each variable are presented as mean (top) and standard deviation (bottom).
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Figure 2. Behavioral performance. Graphs show the five performance

measures (mean ± SE) across the six testing sessions. All outcome

measures showed a significant effect of time (P < 0.001). Significance

of follow-up analyzes are denoted as *P < 0.05 versus baseline;

**P < 0.01 versus baseline. All analyzes had n ¼ 38, expect Hit RT

which had n ¼ 32 (due to loss of RT data for six subjects).
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DISCUSSION

Here, we report the effects of two nights TSD and two nights

of recovery sleep on response inhibition as measured by a Go–

NoGo task. Given the simple nature of the task design, we

were able to more directly test the effects of TSD on the ability

to stop oneself from performing an automatic response than

many previous studies examining inhibition during TSD. We

found that throughout TSD, subjects showed an impaired

ability to withhold an automatic response. In contrast, hit

rates remained stable early in TSD and only showed significant

declines after the second night of TSD. This pattern suggests

that during most of TSD subjects could initiate a response

normally when appropriate (although somewhat slower than

usual), but the inability to withhold an inappropriate response

was impaired. Performance on all outcome variables returned

to baseline levels after a single night of recovery sleep.

The main goal of this report was to evaluate whether the

ability to withhold a response is impaired by TSD. As stated

above, these data suggest that is indeed the case. One possible

explanation for why subjects made more errors of commission

than errors of omission during TSD may be they sacrificed

accuracy in favor of speed. The emphasis on speed in the task

directions may have led subjects to emphasize this outcome

over the need to not respond during the NoGo stimuli.

However, the RT data does not support this hypothesis. Such

a focus on speed over accuracy should have favored intact RTs

during correct hits with TSD. However, as Fig. 2 shows, that is

not the case since RTs actually slowed during TSD.

The fact that both automatic responding and withholding a

response were impaired during TSD (albeit at different rates)

raises the possibility that both functions rely on the same

cognitive processes and/or brain regions. While it is clear that

the automatic responding component of this task requires

attention, it remains unclear whether withholding a response

also relies mainly on the attention system or an inhibitory

system independent of attention. Manly and colleagues,

through a series of experiments, argue that both task compo-

nents require endogenous attention (Manly et al., 1999).

Evidence for this includes the fact that subjects scoring high

on a measure of �absent mindedness�, but not those scoring

low, showed greater false positive rates when the task was

made longer or the proportion of NoGo stimuli was reduced

(both manipulations should increase attentional demands).

Additionally, they found that faster hit RTs were correlated

with increased false positives and suggested this means that

�inefficient� use of attention or an �inattentive approach to the

task� produces both speeding of responses and errors of

commission (Manly et al., 1999). However, given that there are

many different types of attention (e.g. sustained, selective,

spatial, divided, etc.) that each engage different brain regions

(Itti et al., 2005; Posner, 2004), possibly the two very different

behaviors of automatic responding and withholding a response

rely on distinct aspects of the attention system. Consistent with

this idea are the facts that (a) during TSD our subjects showed

a slowing of RT to Go stimuli along with an increase in false

positive responding; and (b) both variables showed reversals

after Recovery sleep. These relationships are opposite those of

Manly et al. If Manly et al.�s findings argue in favor of a single

attention process underlying both types of responding, our

data would have to be seen as arguing against that idea. Thus,

our data may suggest that TSD produces a dissociation

between the types of attention responsible for automatic

responding and response withholding that Manly et al.�s
manipulations did not.

Moreover, consistentwith the notion that automatic respond-

ing and withholding a response may rely on at least slightly

different cognitive processes is the fact that each seems to

activate different regions within the prefrontal cortex. The

vulnerability of the prefrontal cortex to TSD has long been

debated (Binks et al., 1999; Harrison and Horne, 1996; Horne,

1993; Wimmer et al., 1992). The prefrontal cortex, though, is

composed of many sub-regions, and it is likely those regions

respond somewhat differently to TSD. The region within the

prefrontal cortex most commonly implicated in response with-

holding during neuroimaging and lesion studies is the right

ventral prefrontal cortex, typically within the inferior frontal

gyrus (Aron et al., 2004; Fassbender et al., 2004; Kelly et al.,

2004; Matthews et al., 2005). This suggests that impaired

response withholding during TSD may result from impaired

function of this specific region. Automatic responding, on the

other hand, typically activates sustained attention regions

within the right dorsolateral prefrontal cortex (Culham et al.,

2001; Yamasaki et al., 2002). Impaired automatic responding

duringTSD, then,may relate to impaired functionof this region,

possibly due to an impaired ability to appropriately allocate

cognitive resources towithin the brain (Drummond et al., 2005).

Significant errors of omissionwere not evidenced here until after

two nights of TSD. However, if a more subtle deficit in resource

allocationwas present earlier inTSD, thatmay have contributed

to potential dysfunction within the prefrontal region required

for successful inhibition. A caveat to this possible consequence

of TSD is that some tasks rely less on the prefrontal cortex after

sufficient practice (Beauchamp et al., 2003; Sayala et al., 2005).

If that occurs for response withholding, then the task may rely

more heavily on other brain systems, such as the posterior

portion of the attention system.

The simplicity of the task design, while largely a strength,

did not allow us to evaluate all aspects of response withhold-

ing. Specifically, we only examined motor inhibition, as

opposed to speech inhibition. We also did not evaluate the

ability to stop a response that has already been initiated, as can

be done with the Stop Task (Brown and Braver, 2005;

Matthews et al., 2005). However, as described above, our

aim focused on the ability to withhold a motor response and

this Go–NoGo task allowed us to do that relatively free of

other cognitive demands. A second limitation is that we did

not use a pure measure of sustained attention (e.g. the

psychomotor vigilance task (PVT)) to contrast with response

withholding. However, given the emphasis on speed, the Go

stimuli here served as a reaction time task for which we could

assess both errors of omission and speed, the two most
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common measures used in sustained attention analyzes.

Another limitation of the study is the lack of an explicit

control group who received all study procedures except TSD.

While our pilot data provide information regarding practice

effects, this is an imperfect control. Nonetheless, it is interest-

ing to note that the practice effects in the pilot study were in

the opposite direction of the TSD effects seen here, suggesting

that the true TSD effects may be even greater than what we

report.

In summary, we utilized a Go–NoGo task to assess the

impact of two nights TSD and two nights of recovery sleep on

the ability to withhold a motor response. The design of our

cognitive task allowed us to study this outside the context of

more complex cognitive demands. We found that subjects

experienced significant impairment in response withholding

throughout all of TSD, while automatic responding was not

significant until after the second night of TSD. Both compo-

nents of the task returned to baseline levels after one night of

recovery sleep. These data suggest that individuals experience

difficulty in withholding an inappropriate response during

TSD, even when they are able to attend to incoming stimuli

and respond accurately to appropriate stimuli. Thus, opera-

tional settings might consider installing safeguards to prevent

mistakes and accidents from occurring as a result specifically

of impaired response withholding among sleep deprived

personnel.
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Abstract

Previous fMRI research has found altered brain response after total sleep deprivation (TSD), with TSD effects
moderated by task difficulty. Specific models of the impact of sleep deprivation and task difficulty on brain
response have yet to be developed. Differences in networks of fMRI measured brain response during verbal
encoding in sleep deprived and well-rested individuals were examined with structural equation modeling (SEM).
During fMRI scanning, 23 healthy volunteers memorized words either easy or difficult to recall, 12 (well-rested)
and 36 hours (sleep deprived) after awaking. A priori models that linked specified regions of interest were
evaluated, with the focus on the extent to which two left parietal regions interacted with the left inferior frontal
gyrus (Model 1) or with the right inferior frontal gyrus (Model 2). Task difficulty, not TSD, determined which
model fit the brain response data; Model 2 fit best for hard words before and after TSD, whereas Model 1 fit best
for easy words. TSD altered the patterns of interaction within each of the best fitting models: prefrontal interactions
with the left inferior parietal lobe were diminished and intra-parietal interactions increased. Sleep deprivation and
item difficulty produce different effects on brain networks involved in verbal learning. (JINS, 2006, 12, 591–597.)

Keywords: Echoplanar imaging, Magnetic Resonance Imaging, Brain mapping, Task performance, Verbal learning,
Adaptation, Physiological

INTRODUCTION

Increased fMRI brain response can be observed after total
sleep deprivation (TSD) (Drummond et al., 2000; Drum-
mond & Brown, 2001), especially when difficult items are
studied (Drummond et al., 2004; Drummond et al., 2005).
Previously, we argued that the interaction of sleep depriva-
tion with task difficulty supported the prediction of the com-
pensatory recruitment hypothesis, which states that task
demands influence the magnitude and location of altered
brain activation after TSD (Drummond et al., 2000; Drum-
mond & Brown, 2001). Specifically, more difficult ver-
sions of tasks elicited the increased activation after TSD,
relative to when subjects were well-rested (WR). These
increases manifested as significant activation in brain areas

not normally associated with performance of that task and
as increased magnitude of response in brain regions that are
typically responsible for task performance. In contrast, eas-
ier versions of the same tasks showed equivalent activation
while WR and after TSD. This conclusion depended on the
absence of within-region differences between the WR and
TSD conditions. The conclusion drawn from these various
studies is the brain will show an increased response to dif-
ficult task demands following TSD (relative to WR) but a
similar response to easy task demands. An alternative expla-
nation, though, to the idea that isolated brain regions will or
will not show increased activation with TSD is that sleep
deprivation might affect the interactions among brain regions
involved with task performance.

The studies cited earlier suggest an interaction between
sleep deprivation and task difficulty, but it is as yet unclear
what the unique contributions of these two factors are in
producing an increased fMRI response. Sleep deprivation
may make complex tasks more difficult to perform, as
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reflected in impaired performance on measures of mental
arithmetic, logical reasoning, sustained attention, and short-
term recognition memory after sleep deprivation (Rogers
et al., 2003). Moreover, increasing task complexity has been
found to increase fMRI response in well-rested individuals
(Drummond et al., 2003). Thus sleep deprivation might be
associated with increased brain activation simply because
sleep deprivation makes a task more difficult. If this is the
case, it implies that the neural response to increasing diffi-
culty involves the same brain networks as those altered by
sleep deprivation.

These assumptions cannot be tested using standard uni-
variate models of functional brain analysis (Frackowiak et al.,
1997) and require an understanding of how different brain
areas interact to perform the task (Luria, 1966; McIntosh,
1998, 2004). By examining networks of activation instead
of isolated regions of interest (ROI)s, a more complete
account of the impact of TSD and task difficulty on brain
function can be formulated. In this study, we use structural
equation modeling (SEM) to examine how networks of fMRI
brain response during a verbal encoding task differ as a
function of TSD and task difficulty. SEM is a well docu-
mented and verified technique that allows for such a priori
model specification along with measures of overall model
fit (Kline, 2005; Loehlin, 2004).

To test whether the brain regions interact differently or
merely respond differently in isolation following sleep depri-
vation, and to investigate the impact of task difficulty, we
developed two contrasting networks of brain activity dur-
ing verbal learning.

As a model of WR performance during verbal learning,
we hypothesized a network of activation where the left infe-
rior frontal gyrus (LIFG) mediates the left superior parietal
lobe (LSPL) and the left inferior parietal lobe (LIPL) as
illustrated by Model 1 in Figure 1. In contrast, if the right
prefrontal area becomes more active in the verbal learning
network during TSD, as shown in previous studies, then it
should play a more prominent role in influencing the two
left parietal areas, as shown by Model 2 in Figure 1. The
structural equation models, which represent these net-
works, were designed to be recursive in order to ensure

greater model stability and parsimony, and thus bidirec-
tional connections were not introduced. In addition to being
consistent with previous imaging findings in sleep depriva-
tion (Drummond et al., 2000; Drummond & Brown, 2001;
Drummond et al., 2005), these models are consistent with
cognitive neuroscience theories (Cabeza & Nyberg, 2000;
Clark & Wagner, 2003; Smith & Jonides, 1998). In partic-
ular, in well-rested states, the IFG is associated with mon-
itoring and control, whereas the parietal areas are associated
with phonological processing and short-term memory store
(Cabeza & Nyberg, 2000; Clark & Wagner, 2003; Smith &
Jonides, 1998). Moreover, TSD often produces increased
activation in the bilateral parietal lobes and inferior frontal
gyri, with the parietal regions being associated with better
recall performance (Drummond et al., 2000). As mentioned
earlier, increased brain response in the inferior frontal and
parietal cortices during TSD has been found to be greatest
when memorizing difficult words (Drummond et al., 2005).

Contrasting a priori networks of brain response allowed
us to test several hypotheses: (1) TSD will coherently alter
the pattern of regional co-activation rather than produce a
less coherent pattern. If TSD results in less coherent pat-
terns of activation (because only single regions are affected
and0or TSD reduces the interactivity of these regions), then
we would expect poorer model fits with TSD in comparison
with the WR condition, regardless of the underlying model;
(2) TSD will increase the moderating impact of some brain
areas, while lessening the importance of other areas. In
particular, the RIFG will modulate parietal lobe activity
only after TSD, whereas the modulatory effects of the LIFG
will decrease with TSD; (3) Given the role of task difficulty
in previous research, it is hypothesized that the effects of
task difficulty will be to accentuate the differences pro-
duced by TSD (Drummond et al., 2005). Specifically, the
pattern observed in hypothesis 2 should produce a better fit
after TSD when individuals encoded hard words compared
with easy words.

METHODS

Participants

Twenty-three individuals participated in this study (11F;
age5 24.26 4.8 years; education515.261.5 years). The
study was approved by the local Institutional Review Board
(the UCSD Human Research Protection Program), and it
was completed in accordance with the guidelines of the
Helsinki Declaration. All subjects provided written informed
consent. Subjects were medically healthy, free of current
and past psychiatric disorders, had no family history of
mood or psychotic disorders, did not use nicotine in any
amount, and were no more than moderate caffeine users
(,400 mg0day). Polysomnography was used to rule out
sleep disorders. Subjects reported habitually sleeping 7 to
9 hours per night between the hours of 22:00 and 08:00.

Fig. 1. A priori models testing the effects of sleep deprivation.
LIFG: left inferior frontal gyrus, RIFG: right inferior frontal gyrus,
LIPL: left inferior parietal lobe, LSPL: left superior parietal lobe.
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Experimental Periods

After two nights of sleeping in the laboratory on their habit-
ual schedule, subjects were studied with functional mag-
netic resonance imaging (fMRI) twice, both at the same
time of day: once 12 hours after waking from a normal
night of sleep in the laboratory and once after 36 hours of
no sleep (i.e., TSD). During each fMRI scan, subjects per-
formed a verbal encoding task. Whereas a fixed order of
scan session raises the possibility of order effects in the
data, we have evaluated this possibility in the past and have
found no evidence for such in this task (Drummond et al.,
2000; Drummond et al., 2005).

Experimental Task

Stimuli were presented visually on a screen at the foot of
the MRI bed that subjects viewed through a mirror fitted to
the head coil. The alternating block design task consisted of
two visually identical parts. During the entire task, subjects
saw nouns presented one at a time, each for 4s followed by
1s of a fixation asterisk. For the baseline blocks, subjects
were instructed to press a button on a hand held button box
(Current Designs, Philadelphia) to indicate whether the word
was printed in all capital or all lowercase letters. They were
instructed to not memorize these words. Subjects were
instructed to actively memorize the words presented during
the memorization blocks, and they knew they would be
tested on these words afterwards. After completion of the
entire scanning session, subjects were given a free recall
and recognition memory test. Unknown to the subjects, half
of the memorization blocks contained words that are easy
to learn, based on recallability norms, and half contained
words that are hard to learn (Christian et al., 1978). A dif-
ferent word list was used for each administration (versions
balanced across sessions), with lists matched for recallabil-
ity, word length, concreteness, and imagery. Previous pilot
studies showed that the versions provided similar recall rates
in well-rested subjects. A block design was selected for this
study to maintain consistency with previous studies. In addi-
tion, because the goal was to detect overall differences
between groups in different conditions, a block design
allowed maximum statistical power (Friston et al., 1999).
However, because of the use of this design, distinctions
cannot be made between words that were later successfully
encoded and words that were not. Thus, it is not clear to
what extent changes in brain response would be driven exclu-
sively by the successful encoding of words. An event related
design would more effectively address that issue (Chee et al.,
2003).

fMRI Data Acquisition

Data were acquired with a GE 3T scanner. Functional images
consisted of 120 gradient echo, echoplanar, images (EPI)
(TR: 2.5s, TE: 35 ms, FOV: 250 mm, 64 3 64 matrix,
3.91 mm3 3.91 mm in-plane resolution) of 32 4 mm axial

slices covering the whole brain and measuring the blood
oxygenation level dependent (BOLD) signal. The EPI images
were aligned with high-resolution anatomical images
(FSPGR: 1 mm3 resolution). The task contained 6 memo-
rization and 7 baseline blocks. Each block started with direc-
tional prompts for 2.5 s and lasted a total of 22.5 s, and
contained four nouns. Three images collected at the begin-
ning of each run were omitted from the analysis. The entire
task lasted 300 s.

Data Analysis

fMRI data were processed with AFNI software (Cox, 1996).
After motion coregistration, individual time-course BOLD
signal data were fit to a design matrix using the general
linear model (GLM). Parameters estimated from the design
matrix represented the constant, linear drift, 6 motion cor-
rection parameters, and two reference functions. The refer-
ence functions were representations of the task design
(baseline vs. easy words and baseline vs. hard words) con-
volved with an idealized hemodynamic response function
(Ward, 2002). The fit of the design matrix to the EPI time
series produced an amplitude value for each reference func-
tion. The amplitude represented the mean difference in local
scanner units between the learning and baseline conditions
over the time series weighted by the hemodynamic response
function. Data sets were then smoothed with a Gaussian
filter of 4.0 mm full-width-half-maximum and transformed
to standard atlas coordinates (Talairach & Tournoux, 1988).
We used a 3-step procedure to identify the relevant activa-
tions for analysis. In the first step, we defined a set of
hypothesis-driven search regions (Eyler Zorrilla et al., 2003)
based on the areas we expected to be critical for task per-
formance either well-rested or following sleep deprivation.
These search regions are based on our previous reports and
were identical to those used in a recent manuscript we pub-
lished with this task (Drummond et al., 2005). In the sec-
ond step, we identified significant clusters of activation at
the group level for each of the two difficulty types within
these search regions. Clusters of activation were identified
as areas containing at least 9 contiguous voxels (576 mm3 )
from areas activated at the p � .05 level from the group
analyses. This value produced a False Detection Rate of .05
against the population of detected clusters of any size. These
clusters became the relevant functional ROIs used to extract
data from each individual subject. Finally, we identified the
peak activation within the significant clusters of each ROI
for each individual. It is this peak value that subsequently
went into the SEM analysis. This process produced a peak
value within each of the specified search regions for each
individual in each of the 4 conditions: (1) WR Easy: encod-
ing easy words while WR, (2) WR Hard: encoding hard
words while WR, (3) TSD Easy: encoding easy words after
TSD, and (4) TSD Hard: encoding hard words after TSD.

Covariation matrices were calculated from the peak val-
ues and were used as the target data for structural equation
models. Mx software was used to perform the structural
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equation modeling (Neale, 2003). We assessed model fit
with the Root Mean Square Error of Approximation
(RMSEA) measure, as well as Akaike’s Information Crite-
rion (AIC) (Browne & Cudeck, 1993). RMSEA does not
assume a centralized chi-square distribution and neither AIC
nor RMSEA assume the presence of a perfect fitting “true”
model. RMSEA indicates overall model fit given the vari-
ability in the data, the parsimony of the model, and the
number of subjects. It ranges from 0.0 to 1.0, with values
below .05 indicating an excellent model fit and ..1 indi-
cating a poor model fit (Browne & Cudeck, 1993). AIC
places more value on parsimony and is one of the most
commonly used fit statistics in the SEM literature. Smaller
values indicate better fits, although the primary interpreta-
tion of the AIC index is through model comparison as
opposed to absolute values (Burnham & Anderson, 1998).

RESULTS

A General Linear Model analysis of the number of words
recalled with sleep status and word difficulty as within sub-
ject factors demonstrated a significant effect for both sleep
status, F(1,22) 5 6.24, p 5 .02, and word difficulty,
F(1,22) 5 90.35, p , .01, but not an interaction of sleep
status and word difficulty, F(1,22)5 .017, p5 .897. After
TSD, participants recalled fewer total words compared to
when they were well-rested (mean difference52.26 words).
For word difficulty, three fewer hard words were recalled
than easy words, regardless of the sleep condition (mean
difference WR5 3.0 words, and TSD5 2.91 words).

Correlations of individual peak values in each of the a
priori ROIs revealed significant correlations after TSD
between the left inferior frontal gyrus while encoding easy
words and recall of easy words (r5 .425, p5 .049), as well
as between the right inferior frontal gyrus while encoding
hard words and total words recalled (r 5 .456, p 5 .029).
An analysis of the peak values obtained from each individ-
ual for each of the a priori ROIs revealed that the majority
of these values were significantly correlated across sub-
jects, indicating that good model fits would explain a mean-
ingful amount of variance. The correlations ranged from
.164 to .746 with 23 out of 36 correlations significant with
p , .05 (18 were significant with p , .01).

Table 1 shows the results of fitting each covariance matrix
to the two models tested, presented separately for easy and
hard items. Model 1 fits the easy word condition better than
Model 2 for both WR and TSD, whereas Model 2 fits the
Hard word condition better than Model 1 for both WR and
TSD.

An examination of the relative strengths of the model
connections within each item difficulty condition illustrates
that TSD influences the pattern of interactions within the
network. Because Model 1 and Model 2 share the same
number of free parameters, comparisons can be made
between strengths of connections within the best model fit
for each condition. Examining the impact of removing spe-
cific connections and re-running the structural equation

analyses evaluates the importance of that connection for
overall model fit (Loehlin, 2004). Because the RMSEA is
scaled to a standardized range of model fit, and all of the
best fitting models start with values of 0.00, the change in
RMSEA (delta RMSEA) was used to compare each con-
nection’s contribution to the model’s ability to fit the data.
Figure 2 illustrates the impact of removing each connection
on RMSEA for each of the best fitting models within task
difficulty. As Figure 2 illustrates, there is a decrease in the
relative importance of the connection between the left and
right IFG after TSD and a concomitant increase in the impor-
tance of the connection from LSPL to LIPL for both easy
and hard items. Additionally, the prominence of the inter-
action between the IFG (left or right) and the inferior pari-
etal lobe is diminished after TSD, regardless of item
difficulty. Finally, the right IFG connection with LSPL
becomes more prominent after TSD for the hard word model.
These findings underscore the conclusion that TSD pro-
duces a modulation of connectivity within the network that
best fits the WR condition. This modulation occurs when
no difference in activation between WR and TSD occur, as
in the Easy condition, as well as when TSD alters the mag-
nitude of activation, as in the hard condition.

In order to rule out the possibility that the influence of
the RIFG is caused by an indirect effect of the right supe-
rior and inferior parietal lobes (which were not included in
either a priori model), right inferior and superior lobes were
identified and peak voxel values were calculated using the
same procedures as for the other ROIs. Exploration of var-
ious combinations of models (by starting with a fully con-
nected model and trimming connections if their removal
did not increase the error in model fit) revealed that even
with the presence of the right parietal areas, the RIFG main-
tained its importance as a feedback source for the left pari-
etal areas when hard words were learned.

Table 1. Statistical fit of the a priori models

Item
difficulty Model x2 p RMSEA AIC

Well Rested

Easy 1 0.604 0.739 0.000 –3.396
Easy 2 10.254 0.006 0.433 6.254
Hard 1 6.198 0.045 0.309 2.198
Hard 2 0.166 0.921 0.000 –3.834

Sleep Deprived

Easy 1 0.090 0.956 0.000 –3.910
Easy 2 4.592 0.101 0.243 0.592
Hard 1 8.394 0.015 0.381 4.394
Hard 2 0.110 0.946 0.000 23.890

Note. RMSEA5 root mean square error of approximation; AIC5Akaike
Information Criterion. RMSEA values ,.05 indicate an excellent model
fit, while smaller AIC values indicate a better model fit (Browne &
Cudeck, 1993; Burnham & Anderson, 1998).
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DISCUSSION

Model fit statistics confirmed that TSD coherently altered
network connections rather than producing a less coherent
network, confirming hypothesis 1. Compatible with hypoth-

esis 2, TSD reduced the importance of inferior frontal to
left inferior parietal links in accounting for the covariation
among network nodes, whereas it increased the importance
of the left superior parietal to left inferior parietal connec-
tion. Hypothesis 3 was not confirmed. Difficulty level did

Fig. 2. The reorganization of interactions after sleep deprivation
Panel A: Impact of removing the named connection on the Best Model’s Fit
Panel B: Summary of Sleep Deprivation’s Impact on Model Connections. Dashed lines indicate decreased strength
following total sleep deprivation, solid lines indicate increased strength.
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not generally potentiate the impact of TSD on the network
of connections. Rather, the impact of TSD on network con-
nections differed for easy and hard words, because learning
networks differed depending on difficulty level. In partic-
ular, variation in item difficulty determined whether pari-
etal areas interacted more with the LIFG or the RIFG while
WR. Although the impact of TSD on network connections
differed by difficulty level, some similar effects of TSD
were seen for easy and hard words. Regardless of difficulty,
interhemispheric interaction between the LIFG and RIFG
decreased after TSD, and intrahemispheric communication
between the LIPL and LSPL increased. Whereas it is not
clear if this shift in the pattern of activation may be indic-
ative of a compensatory response to TSD, it demonstrates a
coherent change in the pattern of activation in response to
TSD. It may also help explain why we previously found the
left parietal cortex to be critical for task performance after
TSD (Drummond et al., 2000; Drummond et al., 2005). The
shift in RIFG interactions from LIPL to LSPL after TSD
may indicate a change in encoding strategy, because the
LSPL is less integrative than the LIPL (Cabeza & Nyberg,
2000). The SEM results are also consistent with the recall
data, which indicated a large effect of word difficulty (asso-
ciated with a different model fit) and a lesser effect of sleep
status on the total number of words recalled (associated
with changes in interactions within a good fitting model).

The results described earlier show that TSD and item
difficulty differentially influence brain networks involved
in verbal learning, at least for the small network of areas
selected for analysis. TSD altered the strength of the con-
nections within the best fitting models without altering the
overall model fit. Item difficulty appears critical in deter-
mining the intrinsic connectivity of the involved networks.
TSD appears to modulate the connectivity strength among
established network connections, rather than establish new
connections to previously uninvolved regions. The study
findings support the view that TSD does not elicit activa-
tion in new brain areas, so much as it produces a modula-
tion of connectivity within networks used when WR.
According to this view, prior studies have found activations
in “new” brain regions by altering the strength of connec-
tions within the network, thus, activating nodes that are
latent when individuals are well rested. More broadly, these
results shed an alternative light on imaging studies that inter-
pret an increased fMRI response as a recruitment of new
brain areas. Such interpretations are common in the study
of addiction, aging, Alzheimer disease, and schizophrenia
(e.g., Bondi et al., 2005; Cabeza et al., 2002; Davidson &
Heinrichs, 2003; Tapert et al., 2004)

This richer account of changes in brain function with
TSD is only possible through use of theoretically deter-
mined functional connectivity analysis with a priori ROIs
and contrasting network connections. Moreover, theoreti-
cally based a priori models do not capitalize as much on
chance as do the exploratory model trimming approaches
that are often used in the SEM literature (Horwitz et al.,
1999; Horwitz, 2003; Horwitz et al., 2005; MacCallum,

1986). However, the models tested in this study are greatly
simplified. Because of concerns about power and noise
within the data, the smallest possible number of ROIs and
connections were chosen based on previous research that
contrasted WR and TSD brain response. In future studies
we plan to use a larger number of participants, and gradu-
ally develop a more comprehensive model of encoding,
including hippocampal and lateral temporal areas. The cur-
rent study serves as a starting point to test more compre-
hensively developed a priori models in the future.
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SUMMARY Sleep deprivation has been shown to alter decision-making abilities. The majority of

research has utilized fairly complex tasks with the goal of emulating ’real-life’ scenarios.

Here, we use a Lottery Choice Task (LCT) which assesses risk and ambiguity preference

for both decisions involving potential gains and those involving potential losses. We

hypothesized that one night of sleep deprivation would make subjects more risk seeking

in both gains and losses. Both a control group and an experimental group took the LCT

on two consecutive days, with an intervening night of either sleep or sleep deprivation.

The control group demonstrated that there was no effect of repeated administration of

the LCT. For the experimental group, results showed significant interactions of night

(normal sleep versus total sleep deprivation, TSD) by frame (gains versus losses), which

demonstrate that following as little as 23 h of TSD, the prototypical response to

decisions involving risk is altered. Following TSD, subjects were willing to take more

risk than they ordinarily would when they were considering a gain, but less risk than

they ordinarily would when they were considering a loss. For ambiguity preferences,

there seems to be no direct effect of TSD. These findings suggest that, overall, risk

preference is moderated by TSD, but whether an individual is willing to take more or

less risk than when well-rested depends on whether the decision is framed in terms of

gains or losses.

k e y w o r d s ambiguity, decision making, risk, sleep deprivation

INTRODUCTION

Total sleep deprivation (TSD) has been shown to cause

cognitive performance deficits in a wide range of domains,

including alertness, attention, motor responses, inhibition, and

many working memory functions (Chee and Choo, 2004;

Chuah et al., 2006; Dinges et al., 1997; Pilcher and Huffcutt,

1996). One area not well studied, though, is the effect of TSD

on decision making, which involves both convergent and

divergent skills (Harrison and Horne, 2000). While early

studies assumed that decision making is too complex to be

sensitive to the effects of TSD because of the demanding and

highly motivating conditions (Corcoran, 1963; Horne and

Pettitt, 1985; Wilkinson, 1965, 1992), the few studies that have

directly examined this question suggest that TSD does indeed

impact decision making.

The majority of research studying the effects of TSD on

decision making have utilized fairly complex tasks with the

goal of emulating ’real-life’ scenarios (Harrison and Horne,

1999; Linde et al., 1999; Wimmer et al., 1992). For example,

Harrison and Horne reported a business simulation game

where subjects needed to market a business and earn a profit

by reacting to other players and external information provided

about the ’market place’. In that study, subjects were less

successful running the business while sleep deprived. However,

due to the design of the task, that study was unable to identify

any particular decisions or particular components of decision

making that were specifically impaired by TSD. Other studies
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have administered tasks aimed at more specific aspects of

decision making, such as the Iowa Gambling Task (IGT). The

IGT emphasizes the learning of reward and punishment

associations to guide ongoing decision making. In the IGT,

subjects select cards from among a series of decks and either

win or lose money based on the card drawn. There are two

decks of cards which carry an overall loss and two decks which

carry an overall gain. The cards that carry an overall loss offer

immediate high rewards with a concomitant risk of occasional

very high loss. The desks with an overall gain, on the other

hand, have smaller immediate rewards, but lower risk of a loss.

Typically, subjects learn to avoid the former, riskier decks and

focus on the latter decks carrying an overall gain (Bechara

et al., 1994, 2005). Harrison and Horne found that sleep-

deprived subjects are less concerned with negative conse-

quences when faced with high rewards on the ’overall loss’

desk during this task (Harrison and Horne, 1998, 2000). More

recently, Killgore et al. (2006) similarly reported that 49.5 h of

TSD impairs the ability to weigh immediate short-term

benefits against long-term penalties on the IGT. These studies

demonstrate that decision-making processes are, in fact,

modified during sleep deprivation. The work on the IGT

suggests that individuals may be willing to take more risk

during TSD than they would when well rested, but the IGT

entails a complex assessment of risk taking (Bechara et al.,

2005), and therefore only provides an indirect assessment.

Additionally, during the IGT subjects are asked to make

choices in an environment with missing information (i.e. there

are unknown probabilities in the odds of winning or losing)

and thus probability assessments are confounded with risk

preferences. There are no published studies of which we are

aware2 that utilize a simple measure to directly study risk

preferences during TSD. The aim of the present study was to

measure potential changes in risk preference, along with the

preference for ambiguity in risk decisions, during TSD.

The study of risk in the context of decision making has been

an interest in microeconomics for the last century. However, it

has only received attention from psychologists in the last few

decades (Trepel et al., 2005). The concept of risk varies

depending on the context and situation. In economics, risk is

commonly associated with the variance of the outcome (pay-

off) distribution. For example, one gamble may offer $80 if a

coin shows heads and $20 if shows tails while another may

offer $60 if a coin shows heads and $40 if shows tails. In both

gambles, the expected pay-off is $50, but as the variance is

higher in the first gamble, that gamble carries higher risk. Real-

world decisions that illustrate these concepts of risk and pay-

offs would include investment ⁄ savings decisions, surgical

alternatives or military operational decisions. Two variables

that may influence one�s preference for risk when it is defined

in this manner are: (1) whether the gamble involves decisions

about gains or about losses; and (2) whether all the relevant

odds are known or if some are unknown. When some of the

odds are unknown, usually due to missing information, this is

said to introduce ’ambiguity’. So, with ambiguity, the level of

risk is unclear, as if the coin-flip involved a coin that may or

may not have a both heads and tails side (i.e. it is unknown to

the decision maker). With investment ⁄ savings choices, for

example, if companies included in a mutual fund are unknown,

then the choice to invest in that mutual fund involves an

ambiguous gamble.

Decision-making research has shown that, when the odds

are known, individuals are risk seeking for losses but risk

avoiding for gains (Kahneman, 2003; Kahneman and Tversky,

1979; Smith et al., 2002). This means that, on average, if faced

with two options that can each lead to a loss, individuals

choose the more risky option, and if faced with two options

that can each lead to a gain, individuals choose the less risky

option. So, if someone is trying to minimize a loss, they will

take a more risky option if they believe it may mitigate against

the size of the loss. If, on the other hand, someone is trying to

maximize overall gain, they are likely to take the less risky

choice so as to increase the likelihood of gaining at least

something. Ambiguity preference is less well studied, with

some inconsistent results. However, there is some consensus

that individuals are ambiguity avoiding for gains while

ambiguity neutral for losses. This means individuals choose a

known gamble over an ambiguous one when faced with

possible gains, but they chose the option with known odds and

the option with ambiguous (i.e. not fully known) odds equally

often when faced with losses (Cohen et al., 1987; Curley and

Yates, 1985; Hsu et al., 2005; Smith et al., 2002).

To assess the degree to which risk and ambiguity preferences

change during sleep deprivation, we used the Lottery Choice

Task (LCT) reported by Smith et al. (2002). This task assesses

risk and ambiguity preference separately for decisions invol-

ving potential gains and those involving potential losses. Based

on the general literature on risk preference and on TSD

research with the IGT, we hypothesized that: (1) well-rested

subjects would be risk seeking for losses and risk avoiding for

gains, while ambiguity neutral for losses and ambiguity

avoiding for gains; and (2) sleep-deprived subjects would

become more risk seeking for both gains and losses.

METHODS

Subjects and conditions

A total of 26 young adults performed this task as part of two

larger sleep-deprivation studies (eight women; mean age:

23.5 ± 5.3 years; education: 14.7 ± 1.7 years). Additionally,

12 young adults participated in a control group that involved

no sleep deprivation (six women; mean age: 24.2 ± 4.3 years;

education: 15.2 ± 2.4 years). All subjects in both groups were

healthy as established by a physical examination, routine

laboratory tests, and interviews covering medical and psychi-

atric histories. Subjects completed sleep diaries and wore

actigraphs for 2 weeks prior to the study to document

adherence to regular sleep–wake schedules. Subjects in the

experimental group obtained a nightly average of

408 ± 69 min of sleep for the week prior to the study.

Subjects in the control group obtained a nightly average of

2 B. S. McKenna et al.

� 2007 European Sleep Research Society, J. Sleep Res., 16, 1–8



421.8 ± 71 min of sleep. All subjects were tested twice, on two

consecutive days, at approximately the same time of day in the

morning. The control group had a normal night of sleep at

home in between test administrations. The sleep-deprived

experimental group had an average of 22.7 ± .58 h of TSD

between test administrations.

Lottery Choice Task

The LCT used in the present study is a shortened version of

one used by Smith et al. (2002), which is based on Ellsberg

(1961)3 . The LCT examines risk and ambiguity preference by

asking subjects to make a series of choices between two

gambles with equal expected pay-offs but different risk levels.

The LCT was comprised of four conditions, as decisions

focused on either risk or ambiguity and involved either gains

or losses: Known-risk decisions involving gains (RG), known-

risk decisions involving losses (RL), ambiguous-risk decisions

involving gains (AG), and ambiguous-risk decisions involving

losses (AL). See Fig. 1 for examples of the choices presented

to subjects. In the RG and RL conditions (e.g. Fig. 1A), if a

subject chooses the lower risk gamble, that decision is

classified as being risk averse, and if the higher risk option

is taken, that decision is classified as risk seeking. As

discussed above, when one of the gamble choices does not

clearly define the odds of each outcome, the gamble is said to

be ambiguous (e.g. Fig. 1B). To examine whether subjects

avoid or seek ambiguity, the LCT includes conditions where

one of the gambles in each paired choice is ambiguous (see

below for a description of how seek ⁄ avoid is determined for

ambiguous gambles). Finally, because preferences may differ

when gambles involve losses relative to gains, the LCT

includes decisions where both options involve losing money

and others where both options involve gaining money. This is

true for both decisions with known odds and those with

ambiguous odds.

Ten decisions were made on gambles in a known-risk

condition (five for gains and five for losses) and 10 decisions

were made on gambles in an ambiguous-risk condition (five for

gains and five for losses). For all choices, subjects were shown

two containers of red, blue, and yellow chips, where the

number of each color was defined within the gamble stimuli

(see Fig. 1). For known-risk decisions, subjects were asked to

decide between two risky options that each had known (but

different) odds of either winning (RG) or losing (RL) specific

amounts of money, but with identical expected pay-offs (see

Fig. 1A). In both choices there are 20 red, 20 blue, and 20

yellow chips in the container, but the monetary value of each

color is different in gamble 1 compared with gamble 2. The

arrows in Fig. 1A indicate the amount of money that a subject

can gain if that color chip is chosen. Gamble 1 is less risky than

gamble 2 because the variance of the gains is smaller for

gamble 1. Thus, if a subject chooses gamble 1, they are

determined to be avoiding risk for that specific decision. If, on

the other hand, they choose gamble 2, then they are seeking

risk. The known-risk decisions involving losses follow the same

format, but the monetary values are negative rather than

positive.

Again, following Smith et al., the ambiguous-risk condition

decision stimuli are identical to the known-risk condition

decision stimuli with the exception that the exact numbers of

blue and yellow chips in gamble 1 are unknown (see Fig. 1B).

In the ambiguous-risk condition, the arrows from the

monetary outcome for both the yellow and blue chips

converge on 40. This indicates that there were 40 total blue

and yellow chips, but the subject did not know the exact

number of each individually (e.g. there could have been eight

blue and 32 yellow chips or 19 blue and 21 yellow chips, etc.).

As is done in Fig. 1, each set of choices in the ambiguous-risk

condition was matched with a similar set of choices from the

known-risk condition such that each matched item shared a

common gamble 2. Thus, the ambiguous choice was always

gamble 1. Assessment of ambiguity preference then required

considering both of the matched decisions (risk and ambigu-

ity) and use of the assumption of transitivity (Smith et al.,

2002). Transitivity is the preference assumption that states

that if A is preferred to B, and B is preferred to C, then A is

preferred to C. In the context of this task, if a subject avoids

the riskier gamble in the known-risk condition, but chooses

the riskier gamble in the matched ambiguous-risk condition,

s ⁄he would be determined to be avoiding ambiguity (because

to again avoid risk would have required the subject to choose

the ambiguous gamble). Alternatively, if a subject chose the

Known-risk condition(a)
Gamble 1 Gamble 2

Gamble 1 Gamble 2

R B Y

R B Y R B Y

R B Y

20 2020

20 2020

202020

20 40

Number of chips………….

$2

$20 $20 $0

$20 $20 $0 $1

$2 $37

$37

$1$ Payoff if chip selected…..

Ambiguous-risk condition (b)

Number of chips………….

$ Payoff if chip selected…..

Figure 1. Lottery Choice Task paradigm two examples of the stimuli

used to present the gamble choices to subjects. (a) An example from

the known-risk decisions involving gains (RG) condition. The gamble

on the left has a smaller variance and is considered less risky than the

gamble on the right. (b) An example from the ambiguous-risk deci-

sions involving gains (AG) condition. The gamble on the left is

ambiguous, while the gamble on the right is identical to the riskier

gamble in the RG condition. The three boxes indicate the color of the

chip associated with each gamble. Note that only examples from the

’gains’ conditions are shown. Loss conditions are identically struc-

tured, but have negative dollars amount associated with the chips. [R]

is for red, [B] for blue, and [Y] for yellow. This figure also serves to

show an example of a known-risk and an ambiguous-risk decisions

that were paired for calculating ambiguity preference (see text for

detailed explanation), as each gamble 2 has an identical pay-off vari-

ance.
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riskier gamble in the known-risk condition and then chose

the ambiguous gamble in the matched ambiguous-risk

condition s ⁄he would be determined to be seeking ambiguity

(because to again seek risk would have required them to

choose the non-ambiguous gamble – gamble 2 in Fig. 1B).

Finally, if the subject chose the riskier gamble in both

conditions, or avoided risk in both conditions, then their

ambiguity preference was deemed indeterminate. This is

because it is unclear, in the first case, whether the subject

actively avoided ambiguity or simply again sought risk during

the ambiguous-risk condition.

Procedures

Subjects performed two distinct decision-making tasks (one

of which was the LCT) in both the first and second testing

sessions. For the LCT, the five decisions to be made for each

condition were presented on a single piece of paper, and the

order of conditions was randomly counterbalanced for each

session. Similarly, two different versions of the task were

developed and the order of presentation was counterbalanced

across subjects. All subjects began the experiment with an

endowment of $25. They were told that their decisions would

either increase or decrease this amount and that they would

be paid their final balance at the end. They were also

informed of the method by which their decisions would be

played out. Specifically, at the end of the second session, a

single decision from the gains conditions (RG and AG) and a

single decision from the loss conditions (RL and AL) for

each of the two sessions (four total decisions) were randomly

selected and the subject�s preferred gamble choice (gamble 1

or gamble 2) was played out to determine final cash pay-off

from the LCT. For each of the four decisions selected, the

subject blindly drew one chip from the relevant container and

either won or lost the amount of money associated with that

chip. This payout procedure was only conducted following

the second administration of the task. Subjects were not given

any feedback between sessions (i.e. there was no determin-

ation of winnings or losses) so there would not be an

opportunity for knowledge of money won or lost in the first

session to alter decisions made in the second session. For

ethical reasons, subjects could not owe the experimenters at

the end of the study, so any negative payout balance was

rounded to $0.

Data analysis

The raw count data (i.e. the number of risk- or ambiguity-

seeking decisions made per condition) were converted into

proportional data. However, these data had significantly non-

normal distributions on both nights (based on the kurtosis and

skewness of the distributions). Therefore, the data were

converted into risk preference and ambiguity preference

scores. For the known-risk conditions (RG and RL), this

was done by taking the proportion of the risk-avoiding

responses minus the proportion of risk-seeking responses for

each condition. Thus, a score of zero indicates someone who is

risk neutral, increasing scores in the positive direction indicate

greater risk avoidance, and increasing scores in the negative

direction indicate greater risk seeking. The same procedure

was followed for the ambiguous-risk conditions (AG and AL)

to determine ambiguity preference. Using this ’preference’

metric has two advantages: (1) the distribution of these scores

was normal; and (2) this is the same way in which Smith et al.

(2002) treated the data in their study.

Group analyses were conducted separately for the known-

risk and ambiguous-risk conditions. For both, the initial

omnibus analysis was a 2 · 2 · 2 mixed-effects anova (frame

by session by group). The effect of interest here was the three-

way interaction, as it evaluated whether the two groups

showed differential patterns of change across sessions. To

follow-up a significant interaction, we examined the frame-by-

session two-way interaction separately for each group with

repeated measures anova. If that interaction was significant, we

then examined the source of the interaction by testing the main

effect of session for each level of the variable frame (i.e. gains

and losses). This tests whether there is a session effect (e.g. an

effect of TSD in the experimental group) for either gains or

losses. If the two-way interaction was not significant for a

given group, we examined the simple main effects of session

and frame. For the control group (where we anticipated a non-

significant interaction) the session main effect addresses

whether this task shows repeated administration effects (e.g.

learning effects), while the frame main effect tests whether our

subjects show the same preference differences across gains and

losses as typically reported in the literature.

Finally, to confirm that there were no baseline differences

between the groups at session 1 that may confound any

potential differential session effects observed in the preceding

analysis, we conducted a between-groups manova for the

session 1 data where the response variables were the preference

scores for the four conditions (RG, RL, AG and AL). If this

manova was significant, univariate analyses for each condition

were conducted.

RESULTS

See Table 1 for the risk and ambiguity preference scores from

each group in each session.

Known-risk condition (RG and RL)

The omnibus mixed model anova (frame by session by group)

showed a significant three-way interaction (F1,36 = 5.70,

P = 0.022, partial g2 = 0.137). As stated above, this was

followed by analyzing the frame-by-session two-way interac-

tion for each group.

For the control group, the frame-by-session interaction was

not significant (P = 0.536, partial g2 = 0.036; see Fig. 2). The

main effects for the control group revealed a significant effect

of frame (F1,25 = 45.34, P < 0.001, partial g2 = 0.805), but

no significant change across sessions (P = 0.359, partial
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g2 = 0.077). The control group showed risk aversion for gains

and risk seeking for losses.

For the experimental group, the frame (RG versus RL)-by-

session (well-rested versus TSD) interaction was significant

(F1,25 = 10.55, P = 0.003, partial g2 = 0.297; see Fig. 3).

Follow-up analyses focusing on the effect of session within

frame showed that subjects became significantly less risk

avoiding for gains after TSD (t25 = 2.30, P = 0.03,

g2 = 0.175). Subjects became less risk seeking for losses after

TSD, although this change was not significant (t25 = )1.80,

P = 0.084, g2 = 0.115).

In examining baseline group differences at session 1, the

manvoa was not significant (Wilks� k, P < 0.724; partial

g2 = 0.059), confirming there were no group differences at

baseline (Table 1).

Ambiguous risk condition (AG and AL)

The omnibus mixed model anova (frame by session by group)

did not show a significant three-way interaction (P = 0.258;

partial g2 = 0.035). The only significant effect in this anova

was the main effect of frame (F1,36 = 11.50, P = 0.002;

partial g2 = 0.242). Averaged across both groups and both

sessions, subjects showed greater ambiguity-avoiding prefer-

ences for gains than for losses. To clarify this effect, simple

main effects were conducted comparing ambiguity preferences

for gains and losses to neutral (i.e. a preference score = 0).

These analyses showed that subjects were ambiguity avoiding

for gains (t37 = 2.38, P = 0.02, g2 = 0.133) and ambiguity

seeking for losses (t37 = )2.22, P = 0.03, g2 = 0.118),

although only the former would survive a Bonferroni correc-

tion for multiple comparisons, suggesting that subjects are

actually ambiguity neutral for losses.

Payout information

The final payout amounts (including the endowment) for the

experimental group were (mean ± SD) $26.23 ± 23.4, with a

range of $0–67. Final payout amounts for the control group

were $21.25 ± 24.4, with a range of $0–55.

Session 1 Session 2
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Figure 2. Change in preference following repeated administration to

control group. The plotted points indicate the risk and ambiguity

preference scores (measured in proportions) for each frame type for

both sessions. Positive values indicate avoiding behavior, negative

numbers indicate seeking behavior, and zero indicates risk or ambi-

guity neutrality.

Table 1 Group mean ± SE

Group RG RL AG AL

Well-rested experimental group 0.49 ± 0.10 )0.66 ± 0.11 0.18 ± 0.05 )0.08 ± 0.05

Sleep-deprived experimental group 0.18 ± 0.14 )0.49 ± 0.13 0.02 ± 0.09 )0.04 ± 0.07

Session 1 control group 0.47 ± 0.10 )0.63 ± 0.02 0.10 ± 0.06 )0.13 ± 0.12

Session 2 control group 0.40 ± 0.12 )0.80 ± 0.09 0.08 ± 0.06 )0.15 ± 0.08

The conditions are known-risk decisions involving gains (RG), known-risk decisions involving losses (RL), ambiguous-risk decisions involving

gains (AG), and ambiguous-risk decisions involving losses (AL) for both the experimental group and the control group.

Well rested
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Figure 3. Change in preference following TSD in the experimental

group. The plotted points indicate the risk and ambiguity preference

scores (measured in proportions) for each frame type when well rested

and after TSD. Positive values indicate avoiding behavior, negative

numbers indicate seeking behavior, and zero indicates risk or ambi-

guity neutrality.
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DISCUSSION

The LCT used in the present study assessed preference for both

risk and ambiguity by having participants make a series of

decisions between two gambles to maximize pay-offs. Consis-

tent with the large body of literature on risk preference

(Kahneman, 2003; Kahneman and Tversky, 1979; Smith et al.,

2002; Tversky and Kahneman, 1992), the results of the control

group and the well-rested condition in the experimental group

demonstrate that subjects are risk avoiding for gains and risk

seeking for losses in the known-risk condition. For the

ambiguous-risk condition, well-rested subjects are ambiguity

avoiding for gains and ambiguity neutral for losses. Together,

these results replicate the study of Smith et al. (2002). The

interactions of night (normal sleep versus TSD) by frame

(gains versus losses) demonstrate that following as little as 23 h

of TSD, the prototypical response to decisions involving risk is

altered. Sleep-deprived subjects are less risk avoiding for gains

and less risk seeking for losses. In other words, following TSD,

subjects were willing to take more risk than they ordinarily

would when they were considering a gain, but less risk than

they ordinarily would when they were considering a loss. For

ambiguity, there seems to be no direct effect of TSD on

decisions involving uncertainty.

TSD changes risk preferences

Overall then, it appears that one night of TSD moderates

sensitivity to risk. The change in risk preferences following

sleep loss may reflect a change in decision-making strategies

that varies for gain versus loss. For the known-risk condition,

the hypothesized increase in risk-seeking behavior was

observed in the RG condition, but not the RL condition.

The RG data are also consistent with prior studies of the IGT

showing that subjects seem to favor risk during sleep depri-

vation (Harrison and Horne, 1998; Killgore et al., 2006). One

difference between the IGT and the LCT task used here is that

the present task allows for the differentiation between

decisions involving gains and those involving losses while the

IGT does not. Our data suggest the change in risk preference

during TSD depends on whether the decision is framed in

terms of gains or in terms of losses. As the IGT places an

emphasis on gains, that may explain the increased risk seeking

on the IGT during sleep deprivation. Thus, our data demon-

strate the importance of analyzing the framing of decisions

(i.e. gains versus losses) when trying to understand risk

preference during sleep loss.

Unlike for the known-risk condition, subjects were essen-

tially always neutral towards ambiguity (statistically, they did

show a slight preference to avoid ambiguity for gains). It may

be that the missing information of an ambiguous gamble

results in no stable strategy. Individuals may not know exactly

how to assess risk when faced with ambiguity and thus not

respond with any consistent pattern at the group level. The

exception to this interpretation in the present study was the

fact the subjects were slightly, but significantly, ambiguity

avoiding for decision involving gains. The significant difference

from neutrality (i.e. an ambiguity preference score of zero)

should be interpreted with caution considering that there is no

effect of TSD and the effect is very small (Cohen, 1988). When

compared with risk, much less research has been conducted on

ambiguity, and we are not aware of other studies directly

assessing this construct during sleep deprivation.

Potential cognitive mechanisms

The exact cognitive mechanism underlying changes in risk

preference with sleep deprivation cannot be ascertained from

this study. Nonetheless, one way to approach this question is

to consider whether a common mechanism can explain the

changes seen here both for risky decisions involving gains

and those involving losses, as well as the previous work with

the IGT. For example, in all cases, one can interpret the

data as showing that individuals become less sensitive to risk

following sleep loss. This may be due to an impaired ability

to accurately assess risk (e.g. calculation of the odds of

various outcomes). If subjects view the same situation as less

risky after TSD, even with well-defined gambles, the

predicted outcome would be exactly what we report: less

risk avoidance for gains and less risk seeking for losses.

Alternatively, it may be that risk simply plays a smaller role

in the decision-making process during TSD than when

individuals are well rested, which would equate to more of a

true desensitization process. A third possibility is that

subjects may subjectively weigh the value (or utility) of the

possible outcomes as more extreme (better for gains and

worse for losses) during TSD. This, too, would be expected

to lead to more risk taking if the individual felt an outcome

would be extremely good (i.e. a gain) and less risk taking

when an outcome was valued as extremely bad (i.e. a loss).

Finally, it is possible the changes observed here are not

related to TSD-induced changes in risk preference, but

rather to an increase in random responding or reduced

motivation on the task. We do not believe this is the case,

though, for at least three reasons. First, in examining the

response patterns, there does not appear to be obviously

random or effortless responding (e.g. no one selected all the

’left-hand column’ gambles across all choices). Second, we

conducted a series of binomial tests to determine if changes

in preferences after TSD were random. We found that: (a)

whether a preference changed or not, and (b) the direction

of that change (towards or away from the riskier option)

was not random for both RG and RL conditions (each

P < 0.01). Third, upon debriefing at the end of the

experiment, subjects consistently reported that this was one

of the most interesting and engaging aspects of the study,

although this was not specifically quantified.

Cognitive mechanisms leading to altered risk preference

most likely result from changes in the actual neurophysiology

of reward systems in the brain (Gomez-Beldarrain et al.,

2004; Knutson and Peterson, 2005; Rolls, 2000; Trepel et al.,

2005). One way to test these potential mechanisms might be
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to examine functional changes during sleep loss in the neural

networks important for evaluation of risk and ⁄or the

expectancy of outcomes during decision making. Prior work

in this area has led to interesting findings that seem to show

that activation of specific areas of the brain correlate with

factors such as risk assessment (ventral striatum, prefrontal

cortex and amygdala), risk preference (dorsolateral prefron-

tal cortex), decision making (orbital frontal cortex) and

reward (ventral striatum, prefrontal cortex, amygdala and

hippocampus). Additional studies are needed to help better

identify the relationship between these brain regions and

objective measures of change in risk preference associated

with TSD.

Operational implications

Regardless of the exact mechanism responsible for TSD-

related changes in risk preference, these data hold implica-

tions for risk management in the operational context. For

example, emergency personnel, doctors, and military person-

nel often must make decisions while sleep-deprived that

directly influence lives. Business professionals who are trave-

ling may need to enter negotiations or make strategic

decisions while jet-lagged and sleep deprived. Even in a more

mundane setting, parents of young babies make many

decisions every day in a variety of contexts that could be

influenced by a lack of sleep. One important point this study

raises is that while, in general, sensitivity to risk seems to be

moderated or blunted by sleep deprivation, the exact effect of

sleep deprivation on risk-related decisions depends on how

those decisions are framed. Whether an individual sees a

decision as involving gains or losses influences whether they

are more or less willing to take risk. Thus, it may be

important to help decision makers frame their decisions in the

light required by a given context (e.g. is it better for a surgeon

to consider that a risky procedure will prolong life or that it

may result in death?). Furthermore, once a mechanism can be

identified that underlies changes in risk preferences, it may be

possible to developing training regimens to mitigate against

those changes.

Limitations

There are some limitations with the present study which

should be addressed. First, because the order of the sleep

nights (normal sleep versus TSD) was fixed, there may be

order effects which influence the reported changes in risk

preference. The fixed order was a function of the design of

the larger studies from which these data were drawn. To

help control for order effects, though, a control group was

added to examine any repeated administration effects with

the LCT. The results from the control group suggest that

there were no systematic changes in risk preference with

repeated administration of the test. Thus, changes seen in

the experimental group can be more confidently ascribed to

TSD effects. Second, determination of ambiguity preferences

required using the assumption of transitivity, which results

in a number of individual decisions being classified as

’indeterminate’ with respect to ambiguity preference. There-

fore, the total number of decisions used in the ambiguous-

risk condition was reduced relative to the known-risk

condition. The related loss of power may explain why there

was no change across nights for the ambiguous condition.

However, we do not believe this is likely to be the case, as

the well-rested results are consistent with previous work

(Smith et al., 2002). Nonetheless, further research could

address the limitations in the present design regarding the

assessment of ambiguity preferences by increasing the overall

number of decisions made (which would result in a greater

number of ’usable’ decisions) and ⁄or by using a task that

does not require the assumption of transitivity. Third, we

administered relatively few trials per condition, raising the

issue of whether we obtained a stable measure of preference

scores. The lack of significant change in the control group

data, though, suggests a reasonable level of stability.

Regardless, future studies will likely want to increase the

number of trails from which a risk or ambiguity preference

score is obtained to increase confidence in the stability of the

measures. Fourth, we focused here on very specific aspects

of decision making with the goal of better isolating the

impact of TSD on components of decision making than

pervious studies. However, this also means that the types of

decisions made by our subjects do not necessarily perfectly

reflect those made outside the laboratory. For example, it is

rare that one makes a decision involving risk where there is

not the potential for both gains and losses. Future studies

will want to systematically alter the types of decisions made

in the context of sleep deprivation to bring them closer and

closer to those made in everyday life, perhaps eventually

incorporating actual simulations of real scenarios. Prior to

that, though, research needs to experimentally study all the

relevant aspects (or as many as possible) of those ’real-life’

decisions so the interpretations of such simulation studies

will be more valid and reliable. Fifth, we only used one task

to assess the effects of TSD on risk and ambiguity preference

in this study. Anytime only a single method is used to

measure a given construct, there is concern about finding

results that may be specific to that instrument. Future

studies will want to use multiple methods for assessing risk

preferences and changes in preferences related to sleep

deprivation.

In summary, we examined the effects of 23-h TSD on risk

and ambiguity preferences during decision making. Results

showed that, overall, risk preference is moderated by TSD, but

whether an individual is willing to take more or less risk than

when well-rested depends on whether the decision is framed in

terms of gains or losses. This is the first study to specifically

assess risk preference during TSD separately for gains and for

losses, and the first to assess TSD effects on risk preferences

without confounds of missing information, and our results

hold important implications for risk management in opera-

tional settings.
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