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Summary

This is the final scientific report on research and work undertaken under the sponsorship of
AFOSR Grant FA9550-04-01-0020, on “Turbulent Mixing and Combustion for High-Speed,
Air-Breathing Propulsion Applications.” The research focused on fundamental investigations of
mixing and combustion, in turbulent, subsonic, and supersonic flows, and was motivated by
applications in high-speed air-breathing propulsion. The work was a closely coordinated effort
between experiments and numerical simulation, and exploited recent advances and developments
in diagnostics and instrumentation, some undertaken as part of this effort. In large measure, the
experimental and diagnostics-development part of the work described below was enhanced and
made possible by support under the DURIP Grant FA9550-04-1-0253. The numerical-simulation
work also benefited from the close collaboration with the Caltech DOE ASC Center (D. Meiron,
PI).

1. Mixing and Combustion in Complex High-Speed Flows

1.1. Experiments

Over the length of this project, an extensive, systematic and methodical investigation of the
control and mixing produced by the expansion-ramp geometry has been undertaken. In this
geometry, a high-speed upper "air" stream is expanded over a ramp inclined at 30° to the flow. A
low-speed "fuel" stream is injected through perforations in the ramp and generates a turbulent
mixing layer between the two streams. As fluid from the two streams is entrained into the mixing
layer, the lower stream eventually is exhausted, causing the mixing layer to attach to the lower
guidewall. Reattachment establishes a key flow feature: a recirculation zone with upstream
transports of hot products toward the fuel-injection location and provides a low strain-rate
flameholding region. A schematic of the facility and the key flow features is presented in Fig. 1.
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Fig. I Schematic of the expansion-ramp geometry.

Johnson (2005) and Bergthorson et al. (2007) characterized the flow for subsonic and transonic
injection velocities in the top stream. A measure of the aerodynamic performance of the device is
the overall pressure coefficient, C, = 2(pe-p)(pU,?), where Pe and p; are the exit and inlet
pressures, respectively. In Fig. 2, the pressure coefficient is plotted versus the injection velocity
ratio, r = Uy/Uj, for several values of the upper and lower stream speeds, U, and U,, respectively.
The plotted curve-fit derives from a control-volume analysis of the geometry and is given by:
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where 4 is the top stream height, 4 is the test section height, /g is the length of the ramp, U, is
the top stream speed and Ug is the ramp injection velocity, as defined in Fig. 1. The pressure
coefficient decreases from a positive value, typical of a diffuser, to zero, typical of a free shear
layer, with the injection of only 20% of the upper-stream flow. At higher inlet velocities the
control authority improves, i.e., the amount of mass injection required to achieve the same
overall pressure coefficient decreases.
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Fig. 2 Pressure coefficient versus velocity ratio for subsonic upper-stream velocities.

When the top stream is seeded with a mixture of hydrogen [H;] and nitric oxide [NOJ, and the
lower stream with fluorine [F3], the two streams react hypergolically on contact and the
molecular mixing can be measured through the use of the flip experiment technique (Mungal &
Dimotakis 1984). Two measures of mixing can be computed, the mixed fluid in the duct, 6/h,
and the mixed fluid within the mixing layer, 3,,/8,. Measurements focused on a velocity injection
ratio of » = 0.1, corresponding to an equivalent mass-flux ratio close to the stoichiometric ratio
for hydrocarbon fuels. Both measures of mixing were found to decrease with increasing upper-
stream injection velocity, as seen in Fig. 3.
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Fig. 3 Scaled mixing thicknesses as a function of the top-stream velocity for an injection ratio of » = 0.1.
Straight lines are fit to the data and included for reference
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Recent work has focused on supersonic top stream speeds: M; = 1.5 and 2.5. Composite
schlieren images of the flow-field for the above Mach numbers are reproduced in Fig. 4.

Fig. 4 Composite schlieren images for M, = 1.5 (top) and 2.5 (bottom), r = 0.1. Both streams are pure
[N,].

For supersonic velocities, the trend of the pressure coefficient is reversed, namely the pressure
coefficient increases, from a negative value, typical of a supersonic flow in a duct with losses, to
zero, typical of the free shear layer value.Data are presented in Fig. 5. Interestingly, 20% of the
upper stream velocity suffices to change the pressure coefficient from a negative to a positive
value.
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Fig. 5 Pressure coefficient versus velocity ratio for supersonic top-stream velocities.

Measurements of molecular mixing using the flip experiment were also made for supersonic
shear-layer conditions. The trend of reduction in mixing with increasing top-stream velocity
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persists in the supersonic regime. However, the amount of mixing of the expansion-ramp
geometry is still greater than that for a free-shear layer. The research described above was
performed by J. Bergthorson, A. Bonanos, and M. Johnson.

1.2. Simulations

An accompanying computational effort has concentrated on verification of the complex code and
simulations in complicated geometries. The compressible LES fluid dynamics solver of the
Virtual Test Facility developed under the DOE-sponsored Caltech ASC program is used for the
simulations. The solver has Adaptive Mesh Refinement (AMR) capabilities and is implemented
in a fully parallel manner with dynamic load balancing and data redistribution (Pantano et al.
2007).

A new code verification technique that utilizes solutions from Linear Stability Analysis (LSA)
was developed and used to verify the inviscid part of Caltech’s solver. The method can be used
for time-dependent problems with non-trivial boundary conditions and is essentially a
verification of the boundary closure. Simple exact solutions cannot be used to verify the
correctness of the boundary closure that is of paramount importance in air-breathing propulsion
applications. A spatially developing shear layer was used in this verification study. The real and
imaginary parts of the most unstable mode from LSA and computation were compared for an
incompressible and a compressible shear layer. The work is novel. with no prior examples. The
cffort and results were responsible for several improvements in computational technology.

Three-dimensional simulations with Large Eddy Simulation (LES) and Sub-Grid Scale (SGS)
modeling were completed for compressible flows with ramp injection. The simulations model
experiments conducted at Caltech and are part of the effort to develop and validate
computational methods for compressible turbulent mixing. The simulations are in good
qualitative agreement with the experiment, with quantitative comparisons presently in progress.
Fig. 6 shows the instantaneous passive scalar isosurfaces resulting from low-speed injection
through the inclined ramp into a high-speed top stream at M, = 0.5. The pressure coefficient on
the top and bottom guide walls is shown in Fig. 7. This work is part of the Ph.D. research of
G. Matheou and performed in close collaboration with the experimental work documented
above.

Fig. 6 Instantaneous passive scalar isosurfaces for a M, = 0.5 top stream.



Fig. 7 Computed pressure coefficient on the top (solid line) and bottom (dashed line) guidewall.

2. Hydrocarbon flames and combustion

2.1. Experiments

This part of the research effort focused on flame stability and chemical kinetics issues that
represent crucial components of both fundamental hydrocarbon combustion as well as
applications in high-speed flow propulsion, such as scramjets.

Predictions of flame phenomena using detailed descriptions of molecular transport and chemical
kinetics, and their comparison with experiment have been central to recent advances in
hydrocarbon flame research. In particular, comparisons of such predictions with the results of
experiments in simple and well-characterized configurations that can be modeled accurately have
been responsible for significant progress in the performance of kinetics models by allowing the
validity of chemical-kinetic mechanisms to be tested (e.g., Bergthorson & Dimotakis 2006b). An
increasing number of chemical-kinetic mechanisms are proposed in the literature, each predicting
different flame behavior in various regimes. The variance in the predictions is traceable to
differences in the modeled reactions — not all rely on the same reaction set — and rate parameters
chosen in each model. Although methane (CH,) combustion is claimed to be well understood,
our experiments have revealed discrepancies between accepted models and experiments, with
higher discrepancies for ethylene (C,Hy), for example, that has only one more carbon atom than
methane and is potentially an important fuel in scramjet applications. To make progress towards
a universal model of flame kinetics, our research on hydrocarbon flames provides a way to
compare and validate these mechanisms. The research also extends the existing experimental
database with high-accuracy simultaneous measurements of flow velocity through the flame, as
well as CH-radical profiles in a jet-wall-stagnation flow. This targets the mitigation of the
imbalance among the hundreds of constants required in each model and the small number of data
sets available to validate the mechanisms that leads to indeterminacies and non-uniqueness in the
various kinetics models. Experiments are currently in progress at p = | atm. Work is in progress
to develop the capability for elevated-pressure measurements (1 atm < p <12-15 atm).

Detailed measurements of the velocity and CH-radical profiles have been performed, which are
then predicted by numerical simulations based on detailed chemical-kinetic models. The CH-
radical profiles, in particular, are predicted directly and provide an accurate marker of the
reaction zone. Axial velocity profiles through the flames were preformed using Particle Streak
Velocimetry (PSV) and Planar Laser Induced Fluorescence (PLIF) with excitation by UV laser
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illumination and detection in the visible. respectively. Sample images for each of these
techniques are reproduced in Fig. 8.

nozzle

Fig. 8 Left: PSV image in a methane-air flame (b = 0.8). Stagnation plate and short vertical streaks from
CCD pixel charge overflow are visible. Right: Sample CH PLIF images in a ® = 1.0 methane-air flame,
(a) single image, (b) average of 1000 exposures.

A sample comparison of the experimental data and the predicted profiles using GRI-Mech 3.0
(Smith et al) that was performed is reproduced in Fig. 9. To account for the systematic
uncertainties in measuring flow velocities with a particle velocimetry technique, the particle
motion through the flame was solved using a Lagrangian technique that accounts for the
combined particle inertia and thermophoretic effects (Bergthorson & Dimotakis 2006a).
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Fig. 9 Left: Comparison of PSV data ina ® = 0.9 methane-air flame with the predictions of GRI-Mech
3.0. The simulated fluid velocity profile, the modeled particle profile through the flame, and the estimated
profile that would be measured using the PSV implementation are compared to the data. Right:
Comparison of PSV and CH PLIF data in a ® = 1.3 methane-air flame

The PSV analysis technique was applied to the modeled particle location in time to account for
finite particle-track interval effects. Improved agreement between simulation and experiment
was found when the systematic uncertainties in the experiment were included and explicitly
accounted for in the models. However. the predicted velocity profiles are still above the
experimental data in the region of the velocity minimum and maximum, indicating that predicted
flame speeds by GRI-Mech 3.0 are higher than in the experiments for lean methane-air flames.
For rich methane-air flames, good agreement was found between the predicted velocity and CH
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radical profiles, indicating that the predicted flame speed is close to that measured
experimentally. These comparisons are consistent with results published on the GRI-Mech
website for laminar flame speeds (Smith et al.).

Similar measurements and comparisons to simulations were completed for ethane and ethylene
flames. The approach in this part of the work was to test and evaluate multiple published
mechanisms from the literature, rather than restrict the study to a particular model. A comparison
of the data for a lean and rich ethylene flame is given in Fig. 10, with comparisons using model
predictions based on GRI-Mech 3.0, a mechanism by Davis et al. (DLW99: 1999), and two
versions of the San Diego mechanism (SD2003, SD2005). The best overall agreement between
simulation and experiment for C,-C, fuels occurred for the 2005 version of the San Diego
mechanism.

0.0_ N 'W—— E— - P IS I | N
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Fig. 10 Comparison of measured and predicted velocity profiles based on with several published
combustion chemistry models. Left: Comparison fora ® = 0.6 ethylene-air flame. Right: Comparison for
a @ = 1.8 ethylene-air flame.

Fuel blends of interest to scramjet propulsion are desirable for their flame-holding properties that
are related closely to flame speed. Measurements in high-flame speed mixtures, however,
present experimental challenges of their own. In particular, fuel blends such as ethylene-
hydrogen have much higher peak velocities (6 m/s for ethylene and 22 m/s for hydrogen, versus
3 m/s for methane). High-pressure environments are also troublesome because flame thickness
decreases with increasing pressure, with higher gradients and curvatures encountered in high-
pressure flames. Such flames present challenges that placed them beyond the capabilities of the
originally employed Particle Streak Velocimetry (PSV) techniques that were applied successfully
to measure flow velocities in methane-air, ethane-air, and diluted ethylene-air flames so far.

A new Particle Tracking Velocimetry (PTV) technique was developed that retains the low-
particle-loading advantage of PSV (relative to PIV and LDV), but characterized by higher spatio-
temporal resolution, thanks to a new pulsed-Iser illumination source (Coherent Evolution-75,
high repetition-rate (up to 20 kHz) Nd:YLF 527 nm, diode-pumped Q-switched laser with
double-pulse option) and a new imaging system (high-resolution: 4008%2672 pix’, low-noise
(cooled) Cooke PCO-4000 CCD camera). The superiority of the new PTV technique was
demonstrated in cold impinging jets, where the range of velocities that can be measured was
increased by a factor 6 compared with PSV, while the scatter in the measurements was reduced
by a factor 2 at the same time. CH PLIF metrology was upgraded as well, with a 60 % increase
in collected light that proved significant in such light-starved diagnostics. The simultaneous use
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of the new PTV and CH PLIF measurement techniques was also enhanced by state-of-the-art
spectrally selective optical filters. Thanks to the capabilities of the new PTV technique, relevant
combustion chemistry models now can be tested in pure ethylene flames, blends of hydrocarbon
fuels, higher (C3) hydrocarbons, and hydrogen flames at atmospheric, as well as moderately high
pressures.

One-dimensional (1D) models can provide reasonable approximations to the hydrodynamics of
both cold and reacting stagnation flows, subject to some caveats, however, that will be discussed
below. The 1D hydrodynamic model was validated against cold impinging jet data, where the
velocity and velocity gradient of the simulation are specified from a fit of the experimental data
in the range x < 0.8 4 (Bergthorson et al. 2005b). Here, x is the axial coordinate measured from
the wall, and d = 0.995 cm is the nozzle diameter. For stagnation-flame simulations, values of the
velocity and its gradient are applied s boundary conditions at x = 0.6 d from on estimates derived
from parabolic fits to the cold-flow velocity data for each experimental case (Bergthorson et al.
2005a). A parabolic profile is an exact solution of the cold-flow equations and parabolic fits
provide and excellent match to the actual measurements. This has mitigated a long-standing
difficulty, with the appropriate specification of the velocity boundary conditions in stagnation
flow simulations previously identified as critical in properly predicting flame behavior, such as
extinction strain rates (Kee et al. 1988). The improvements described above allowed the detailed
direct comparison between experiment and numerical simulations.

Inn

lln-l. @ i"rll “]‘I L‘.,_.L -

Fig. 11 Left: Logarithmic sensitivity of the laminar flame speed of a p = | atm, ® = 0.7 methane-air flame
for multiple mechanisms. Right: Comparison of stagnation flame velocity profilesinap =1 atm, ® = 0.7
methane-air flame with multiple mechanisms.

The number of reactions in hydrocarbon chemical-kinetic mechanisms is large. A new approach
combining sensitivity analysis in the comparison with experimental data to each reaction, with
reaction-pathway analysis is under development that will automatically identify the dominant
causes of variances between experiment and different models based on predictions from multiple
mechanisms. Sensitivity analysis alone already provides some answers, such as in the systematic
overprediction of flame speeds by all mechanisms except DLW99 in an atmospheric-pressure,
lean methane-air flame, as shown on Fig. 11. First, sensitivity analysis identifies the reactions that
most affect the solution. After identifying these reaction rates, they can be compared among the
mechanisms considered. In particular, the larger kinetic rate of the H + 0O; + H,O — HO, + H,0
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reaction (cf. Fig. 11) was found to be likely responsible for the improved agreement. The
experiments and analysis described above were initiated in the course of the Ph.D. research of
J. Bergthorson and are continuing as part of the Ph.D. research by L. Benezech.

2.2. Simulations

A new code was developed to perform Direct Numerical Simulations (DNS) of the laboratory
setup in a 2D axisymmetric domain with a full hydrocarbon chemistry model. All relevant
length scales were resolved and differential-diffusion effects also were taken into account. The
code integrates the unsteady low-Mach-number Navier-Stokes equations. Various techniques
were applied to verify the code, such as the method of manufactured solutions, which
demonstrated the expected rate of convergence.

The uniform-pressure-eigenvalue assumption in 1D models and the inappropriateness of plug-
flow boundary conditions were shown to cause erroneous results for cold flow (e.g., Bergthorson
et al. 2005). The behavior of the same one-dimensional model when the chemical reactions are
present was now investigated numerically. One-dimensional numerical solutions for the same
separation distance at the same flow condition were obtained a priori for each two-dimensional
simulation, and the solution is extrapolated in the radial direction to obtain an initial condition to
the two-dimensional model. The inflow velocity condition and the entrainment flux are specified
at the nozzle exit. The wall is isothermal and was maintained at T\w =300 K throughout the study.
Outflow boundary conditions are applied at the outermost radial boundary in the computational
domain, at r = 2.0 cm.
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Fig. 12 Axial velocity profile along the axis in a methane-air flame (® = 0.7). Left: Comparison of 2D
model and 1D model with plug-flow boundary conditions. 1D model is unable to predict flame location
correctly. Right: Comparison of 2D model and 1D model with the boundary conditions obtained from a
2D numerical solution. X marks the location where the boundary condition is specified in the 1D model.

Shown in Fig. 12 is an axial velocity profile comparison between the two-dimensional and one-
dimensional model (Cantera), at an equivalence ratio of ® = 0.70. The velocity profiles are seen
to differ from each other as the flame is approached, when plug-flow boundary conditions are
used. This is also responsible for a difference in the prediction of flame location between two-
dimensional and one-dimensional simulations. This difference is attributable to the incorrect
pressure-eigenvalue assumption in the one-dimensional formulation. However, it was found that
the 1D model is more successful when the boundary condition is specified in the middle of the
nozzle-flame region, with velocity boundary condition values taken directly from the
corresponding two-dimensional simulation. Hereafter, this short domain case with a finite
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spreading rate boundary condition is denoted as ‘1D-s’. Generally, plug-flow boundary
conditions were found to be unreliable for any detailed comparison to experimental data, or in
multi-dimensional simulations, even when there is no velocity gradient at the nozzle exit. This is
consistent with previous findings in the case of non-reacting flow (Bergthorson et al., 2005b).

Figure 13 illustrates the discrepancy between two- and one-dimensional models in terms of the
pressure-eigenvalue data. In 1D models, the pressure eigenvalue is assumed constant, as
indicated in Fig. 13 (dashed line). The pressure eigenvalue has a large spike near the flame front.
This is in contrast to earlier hydrogen flame simulations reported by Frouzakis et al. (1998) and
provides another reason that renders hydrocarbon flame simulations challenging. This spike is
attributable mainly to the thinness (high dilatation) in the flame region, as well as the (slight)
curvature of the flame front.
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Fig. 13 The pressure-eigenvalue profile along the axis in a methane-air flame (® = 0.7). Note the sharp
spike at the flame front when the correct pressure field is obtained, in contrast to a uniform value (dashed
line) assumed in the one-dimensional model.

The magnitude of the pressure eigenvalue affects the prediction of the spreading rate, oy, in the
ID model and can be responsible for either an overprediction or underprediction of the spreading
rate in the near- and post-flame region, as shown in Fig. 14. On the other hand, the location and
the size of the spike have no discernible effect on the prediction of flame location in the 1D
model, as seen in Fig. 12. This implies that the pressure-eigenvalue profile between nozzle and
the flame is an important factor in determining flame location and somehow must be accounted
for in 1D formulations and simulations, if high fidelity and accuracy are important.

The main purpose of this research is to study the capability and limitation of current methane
combustion model such as GRI-Mech 3.0. Simulation software that allows such direct
comparisons has not been available previously but was made possible through the development
of an efficient algorithm as part of this effort, using spectral-element methods.

The computational domain used for this study is shown in Fig. 15. The domain includes the
interior and exterior of the nozzle-plate assembly at the dimensions specified in the
corresponding laboratory setup (Bergthorson 2005b). The combustible mixture is introduced at
the bottom of the nozzle whereas a moderate amount of air is introduced at the bottom of the
exterior between nozzle and the enclosure (the bottom-right end) to accommodate the
entrainment requirements of the jet flow. To stabilize the flame in both experiments and
simulations, a small amount of nitrogen is introduced from an outer nozzle, for which an exit
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velocity profile is specified. All fluids entering the computational domain exit from the side of

the stagnation plate, which can be seen at the upper-right end in the figure.
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Fig. 14 The spreading rate profile along the axis in a methane-air flame (® = 0.7). Within the reaction
zone, the spreading rate changes. This effect cannot be accommodated in one-dimensional models as a
consequence of the uniform pressure eigenvalue assumption.
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Fig. 15 The computational domain used for simulation of the laboratory stagnation flames. Solid lines
indicate solid isothermal walls, held at 300 K. Inflow/outflow boundaries are identified by the direction of

the flow arrows. Their length is for illustration purposes and does not indicate the velocity magnitude.

Fig. 16 shows contours of the CH radical mass fraction superimposed on computed streamlines.
Compared to the earlier case, in which the velocity boundary condition is specified at the nozzle
exit, the flame observed in this setting exhibits a dip in the flame shape, which is attributable to
nozzle-flame proximity effects that, in turn, modify the velocity profile at the nozzle exit. Such
flame shapes have been observed in experiments.
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Fig. 16 CH mass fraction (pink) on top of streamlines (dashed lines) at ® = 0.70. Note the slight dip in
flame front because of nozzle-flame proximity effect. This is also dsciernible in experiments.

This work is part of the Ph.D. research of K. Sone, is performed in collaboration with D. Meiron,
and is co-funded by Caltech’s DOE ASC Center.

3. Scalar Dispersion
3.1. Introduction

Scalar dispersion is the dispersion of a (passive) scalar marker in a turbulent flow (e.g. the
dispersion of a pollutant or biological agent in the wind). The first experiment addresses the
dispersion of the scalar marker from a continuous (steady) point release behind a grid (well
defined turbulent flow).

3.2. Experimental setup

The experiment was performed in the Free Surface Water Tunnel (FSWT) of the GALCIT
(Graduate Aeronautical Laboratories, California Institute of Technology). The FSWT has a
cross sectional area of 20"x20” and can produce flow velocities from 1.0 mm/s to 8m/s. A
stainless steel grid with a wire size of %" and spacing between the wires of 1” (64% open area) is
placed in the test section to produce uniform grid turbulence. With a flow velocity of 5.22 cm/s
measured at the beginning of the test section, the Reynolds number based on the mesh size is
Repy = 1650 and the initial Taylor Reynolds number is Rer = 41. The scalar marker (disodium
fluorescein in these experiments) is released into the water at the center of a cell in the stainless
steel grid. The dispersion of the marker is viewed using laser-induced fluorescence induced by a
spatially scanned argon-ion laser (Fig. 17).

A high-speed 2-axis galvanometric scanner from GSI Lumonics (VMS500C with a 0.8 ms step
time for a 50 step size) is used to sweep the argon-ion laser beam across the measurement
volume in a serpentine pattern (Fig. 18).
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Fig. 17 Side view of experimental setup in the Free Surface Water Tunnel (FSWT).
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Fig. 18 X-Z laser scan pattern (only 8 sweeps/volume shown).

The scanner takes 5.2 ms to sweep across the field of view and 5.2 ms to step to the next Z-axis
(depth) position. During the time the beam is moving to the next Z-axis position, the beam is
blocked by the beam stop, and the previously exposed image is read out of the camera. The
scanner makes 32 sweeps across the field of view before returning to the start of the volume.
The total time to sweep the volume is 333 ms (3 volume sweeps/s).

3.3. KFS CCD camera system

The KFS CCD camera system was designed in-house for high-speed low-noise image
acquisition. The KFS CCD image sensor was designed by Mark Wadsworth of JPL and has a
resolution of 1024x1024 pix’, 12x12 pum pixel size, 32 output channels, and a noise figure of
~ 26 ¢/pix at 200 fps (frames per second) at room temperature. The readout noise of a CCD is
proportional to the square root of the readout rate, so a CCD with 32 output channels improves
the noise figure by a factor of 4, compared with a CCD, for example, with 2 output channels.

The camera head data acquisition is performed by eight 4-channel A/D converter boards housed
in a VXI enclosure along with camera head power and timing/control boards (Fig. 19). Each
A/D converter board has 4 input signal-conditioning stages, 4 12-bit 40 MHz A/D converters.
and 512MB (megabytes) of RAM. The input signal-conditioning stages incorporate
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programmable high- and low-pass filters, Correlated Double Sampling (CDS), and
programmable gain and offset to optimize dynamic range and signal-to-noise ratio. The outputs
of the A/D converters are compressed in real-time using a lossless compression algorithm and
stored in the local (on-board) RAM. The A/D converter boards also provide a high-speed S-Link
fiber-optic output. The S-Link is a low-overhead fiber-optic link developed by CERN with a
maximum transfer rate of 160 MB/s, or a total of 1.28 GB/s (1.28 x 10° bytes/s), for 8 channels.

8 x S-Link —[—>4
l fiber-optic links

PCI-VXI IF
——

Control PC  power

8 Datawulf
storage nodes
(23 TB total)

4-Analog

4-Analog

| 4-Analog

KFS Camera
Head VXI bus system

Fig. 19 KFS camera head, VXI bus system, control PC, and Datawulf storage nodes.

In order to increase the maximum number of contiguous frames beyond the 4000 to 8000 frame
limit of the A/D converter board memories, a high-speed Datawulf disk array storage subsystem
was developed. The Datawulf subsystem contains 8 storage nodes with 2.9 TB/node
(terabytes/node) for a total of 23 TB of high-speed data storage. The incoming data are double-
buffered in the local memory on the A/D converter boards before being sent over the S-Links to
the Datawulf storage nodes. A sustained lossless, error-free, transfer rate of 200 fps (frames per
second), corresponding to 328 MB/s, was achieved for a total of 3x10° frames.

3.4. 3-D geometry changes

It is necessary to correct for the geometric distortions caused by the divergence of the scanned
beam and camera image cone and for the mean fluid flow between sweeps and within a sweep.
Snell’s law and the small-angle approximation are used to calculate the virtual origins of the
camera image acquisition cone and the cone swept by the scanner (in the water) with an error of
less than 0.5%. Once the two virtual origins are known, the intersection of the scanned beam
with the image cone is computed to obtain the actual field of view (Fig. 20).

For the data displayed below (Run 003), the calculated virtual origins are:
e X-axis scanner virtual origin, Ly, = 82.0 cm,

e Z-axis scanner virtual origin, L, = 80.9 ¢cm, and
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* Image cone virtual origin, Li, = 118.0 cm.

At Y =0, the scanned beam sweeps a total of 24 cm along the x-axis and 11.5 cm along the z-axis
(span). Note that the x-axis scanner virtual origin and sweep size has no direct bearing on the
image field of view as this is defined by the camera image cone. The field of view calculated
from the CCD size and lens focal length is 21.87 cm, in good agreement with the measured field
of view using a ruler placed in the water of 21.9 ¢m.
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Fig. 20 Calculation of scanned volume (individual sweeps shown with solid lines).

3.5. 3-D rendering

After the geometric corrections indicated above, the data were visualized interactively using
standard volume-rendering hardware. The camera head control computer, as well six nodes of a
volume-rendering cluster, was equipped with TeraRecon’s 1 GB VolumePro 1000 volume-
rendering cards. The VolumePro cards can process 1024x1024x1024 volumetric data sets
efficiently, at over 8 fps. The camera head control computer was used for dynamic inspection of
individual frames, while the cluster was used as a rendering farm to create movies of stored
experiments. The farm can render 1000 frames of a 102410241024 8-bit volume set, with
subsets of the data stored at each node, in less than 30 min.

The scans produced a sequence of 1024x1024x%32 volumes, with 16-bit values per voxel. Each
frame was calibrated to reduce the fixed pattern noise and normalize per-pixel intensity values.
Multiple dark frames were acquired at the beginning and end of each run, and averaged to obtain
<Faan>. Full-field frames were acquired using a LED calibrator that illuminates the CCD image
sensor (nearly uniformly) and then averaged to obtain <Fp,;>. A pixel-by-pixel image correction
was performed using Fea = (Funcal - <Fgark™) / (<Fair> - <Faax>) . Geometrical corrections were
applied next, as described above.

Applying the geometrical corrections to the voxel coordinates to obtain the spatial coordinates
produces a skewed frustum. For visualization purposes, however, it is best to have a uniformly
spaced rectangular grid. This can be achieved by resampling the geometrically corrected data on
a uniform rectangular grid.



Fig. 21 Inscribed (orange) and enveloped (blue) rectangular grids.

The green outline in Fig. 21 marks the scanned volume after applying the geometrical
corrections. To obtain a uniformly spaced rectangular grid, one can re-sample either the
inscribed volume (orange outline) or the enveloped volume (blue outline). Since the choice of
the sampling volume placed the part of the scalar field of interest in the center region, the
inscribed volume was chosen. The computed inscribed volume is Ax = 20.0 cm. Ay = 20.8 cm,
and Az =9.9 cm.

Fig. 22 Reconstructed and shaded 3-D image for Run 003. U = 5.22 cm/s. The center of the field of view
is located 65.3 cm downstream of the turbulence-generating grid where the dye filament is released.

Rather than translating the original volume and then re-sampling it to produce uniformly
sampled data in the inscribed volume, the desired vertex was calculated for the voxels of the
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inscribed volume. A reverse transform of the coordinate system into the distorted volume space
was then performed, with a linear interpolation of the resulting values. Better sampling for movie
generation was made possible by re-sampling the volume on a 512x512x128 rectangular grid. A
reconstructed and shaded 3-D image of the three-dimensional scalar field is shown in F ig. 22.

3.6. Future work

Work is underway to document these results and develop a new facility that will allow the study
of dispersion for a longer time period and at higher Reynolds numbers. The frame rate will be
increased from 100 fps to 200 fps, allowing a doubling in z-axis resolution and, perhaps, more,
depending on the flow. Finally, a rectangular swept volume will be employed that will greatly
simplify geometrical corrections.

4. Conclusions

Research performed during the three-year period of this grant has relied on experimental work,
augmented and sometimes led by numerical simulation work, as well as significant
instrumentation and data-acquisition developments. The research was responsible for significant
progress in the understanding of (molecular) mixing in high-speed flows in complicated
geometries relevant to scramjet combustors and propulsion. A series of publications are in
progress. Hydrocarbon combustion and flameholding requirements for such flows have led to
investigations to improve predictions of hydrocarbon flames as part of this work through close
comparisons of detailed experiments and detailed predictions in stagnation-flame environments
that replicate the fundamental effects influencing flame stability and extinction. Finally, an
investigation that probes the three-dimensional structure of scalar dispersion has begun, with a
focus on grid turbulence that already has yielded new information with relevance to non-
premixed combustion and other applications of turbulent mixing, such as the dispersion of
pollutants.
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Impinging laminar jets at moderate Reynolds numbers and separation distances

Jeffrey M. Bergthorson.™ Kazuo Sone. Trent W. Matiner. Paul E. Dimotakis. David G. Goodwin. and Dan 1. Meiron

California Instinute of Technotoey. Pusadena, C alifornia 91125, 1/5A
(Received 7 June 2005; published 14 December 2005)

An expenmental and numerical study of impinging. incompressible. axisymmetne. laminar jeis is described.
where the jet axis of symmetry 15 aligned normal 10 the wall. Particle streak velocimetry (PSV) is used 1o
measure axial velocities along the centerline of the flow field. The Jer-nozzie pressure drop is measured
simultancously and determines the Bemoulli velocity, The fow field 1s simulated numencally by an axisym-
metre Nuvier-Stokes spectral-element code. an axisymmerric potential-flow model. and an axisymmetric one-
dimensional stream-function approximation. The axisymmetric viscous and potential-flow simulutions include
the nozzle in the solution domain, allowing nozzle-wall proximity cffects 1o be investigated. Scaling the
centerline axial velocity by the Bernoulli velocity collapses the experimental velocity profiles onto a single
curve that is independent of the nozzle-to-plate separation distance. Axisymmetric dircet numencal simalations
yield good agreement with expenment and confirm the velocity profile sealing. Potential-flow simulations
reproduce the eollapse of the data: however. viscous effects result in disagreement with experiment. Axisym-
metric one-dimensional stream-function simulations can predict the flow in the stiagnation region if the bound-
ary conditions are correctly specitied. The scaled axial velocity profiles are well characterized by an error
function with one Reynolds-number-dependent  parameter. Rescaling the wall-normal distance by the
boundary-Layer displacement-thickness-corrected diameter yields a collapse of the data onto a single curve that
is independent of the Revnolds number. These scalings allow the specification of an analytical expression for
the velocity profile of an impinging Liminar jet over the Reynolds number range investigated of 200 = Re

= 1400,

DO 10.1103/PhysRevE.72.066307

L INTRODUCTION

Axisymmetrie jets impinging perpendicularly on a wall
are cencountered in a varicty of contexts. from large-scale
apphcations of fully developed wrbulent jets impinging on
the ground. as in VTOL aircraft [1]. 1o the small-scale use of
laminar jets to determine the shear strength of vascular tissue
in the study of atherogenesis [2]. Impinging Jets are also used
in chemical vapor deposition (CVD) processes [3.4] and in
the study of laminar flames [5-9]. Work has also been done
on opposed-jet stagnation flow. a configuration widely used
i combustion experiments [10-13]. Definitive experimental
data for lamimar impinging jets in the nozzle-to-plate separa-
tion distance 1. to nozzle diameter d ratio (see Fig. 1) range

of 0.5=L/d=1.5 are not widely available. This range of

L/d is useful in the swdy of strain-stabilized fames in com-
bustion rescarch. Available data in this range do not include
detailed axial velocity profile measurements along the How
centerline. except for the study of Mendes-Lopes [7]. Such
measurements are important i assessing one-dimensiona|
flame models. This work focuses on the hydrodynamics of
nonreacting impinging-jet flow. as i basis for related studies
of strained Aames [8.9].

Flow velocities in impinging jets have been measured by
vanous means. such as laser-Doppler velocimerry (LDV)
[12] or panticle image velocimetry (PIV) [14]. In this study.
particle streak velocimetry (PSV) [8.9.15]. a technique simi-
lar to particle tracking velocimetry (PTV) [16). is used 10

“Elcctronic address: Jetth@yrvos.caltech.edu

1539-3755/2005/72(6 /0663071 21$23 00
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PACS number(s): 4715 «

obtain instantancous flow-field measurements and. in par-
ticular. axial velocities along the low centerline. A new PSV
methodology has been implemented in this work that in-
cludes digital imaging. image processing. and new analysis
techniques [8.9]. These improvements allow quantitative ve-
locity data to be obtained throughout the flow field with PSV.
without excessive post-processing. This allows PSV 1o
achieve accuracies that compete favorably with LDV or PIV.
while providing advantages such as low-particle-mass load-
ing. easy discrimination against agglomerated particles that
may not track the flow. short-run-time experiments, and re-

FIG. 1. Expenimental geometry,

2005 The American Physical Society
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hable velocity measurement from Lagrangian particle trajec-
tories. The static (Bernoulli) pressure drop across the nozzle
contraction s measured concurrently. providing measure-
ment redundancy and a valuable independent parameter. as
will be discussed below,

Impinging-jet flows have heen described analytically. or
simulated numencally. using different formulations and tech-
niques. Schlichting [17] presents a one-dimensional axisym-
metric: model for an infinite-diameter jet impinging on a
plate. which has been used in flame studies [5.7]. This model
was extended to allow both the velocity and velocity gradient
10 be specified at some distance from the stagnation plate
[10.18]. providing a flexible boundary condition for finite-
nozzle-diameter — impinging-jet  flows.  Two-dimensional.
steady. axisymmetric calculations of viscous [2] and inviscid
[1.19=217 impinging-jet flow have also been performed. Fx-
cept for the work of Strand [21]. these calculations do not
include nozzle-to-wall proximity effects.

In this work. the flow is modeled with varying levels of

complexity: by means of an axisymmetric unsteady Navier-
Stokes simulation. an axisymmetric potential-flow formula-
tion. and a one-dimensional stream-function model. The first
method is a spectral-clement scheme [22.23] that solves the
incompressible axisymmetric Navier-Stokes equations. The
unsteady spectral-element method 15 robust and time and
space accurate. The second method 1s a finite-difference
potential-flow solution based on the classical ideal-jet ap-
proach [24.25]. The potential- and viscous-flow calculations
presented here capture wall-proximity effects by including
parts of the nozzle and plenum assembly in the computa-
tional domain. The one-dimensional model relies on a
stream-function formulation that is used in CVD studics
[3.4] and by the combustion community [5-10.18].

The experimental results are used to evaluate the aceuracy
of the different simulation methodologics. Additionally. new
scaling parameters and empirical properties of the centerline
axial velocity field are discussed. The new scaling allows the
identification of an analvtical expression for the axial veloc-
ity profile of a laminar impinging jet for Reynolds numbers
in the range investigated of 200 = Re= 1400.

Il. EXPERIMENTS

In the experiments documented here. a room-temperature
Jet was generated in atmospheric pressure air from a con-
toured nozzle with an internal (nozzle-exit) diameter of
=9.9 mm. The nozzle interior was designed by optimizing
the inner radius profile #(v) through the contraction section.
expressed in terms of a seventh-degree polynomial. 1o mini-
mize the exit boundary-layer displacement thickness and
avoid the formation of Tavlor-Gortler vortices in the concave
section (see Fig. Tand [91). The nozzle exterior was designed
with attention to the upstream entrainment-induced flow and
to avoid flow separation and unsteadiness (see Fig. 1 and
[9]. The air mass flux was controlled using i sonic metering
valve. The flow was seeded with particles. using a seeder
developed in-house. hefore entering the jet plenum. where
sereen and honeveomb sections were used for flow unitor-
mity and turbulence management. The nozzle-plenum SVS-
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FIG. 2. Nozzle-exnt velocity prohile (d=99 mm. Re,= 1400):
(O experimental data. (dashed line) viscous-simulation resulis,
Pitot-probe intermal opening is g == 0 mm.

tem produced a uniform veloaty profile in a free-jet configu-
ration. The jet-exit velocity profile was measured with a
flattened pitot probe (d,,.,= 0.4 mm in the radial direction)
and an electronic-capacitance manometer (BOC Edwards
W57401100)  with o temperature-stabilized  1-torr
differential-pressure transducer (BOC Edwards
W57011419). Figure 2 compares the nozzle-exit velocity
profile with the profile obtained from the two-dimensional
viscous simulation. at a Reynolds number R = pd U,/
= 1400. where U, is the centerline velocity at the jet exit p s
the density. and p is the viscosity. The profile is uniform.
with less than 1% variation outside the wall boundary layers
(r/R=0.6. R=d/2). The slight disagreement between simu-
lation and experiment in the wall boundary layer region is
attributable to the fimte prot-probe extent in the radial direce-
tion dy,,. for which no corrections were applied.

The jet was aligned normal 1o a solid wall (stagnation
plate assembly ). at separation-distance 1o nozzle-diameter ra-
tios of L/d=0.7. 1.0. and 1.4. Significant changes in flow
characteristics are observed over this L/d range. The stagna-
ton plate was a circular. copper block. 7.62 ¢m (3 in.) in
diameter and 5.08 cm (2 1) thick. with a 2.03-¢m (0.8-in.)
hottom-edge radius. A bottom-edge radius was introduced 1o
mitigate upstrcam effects of flow-separation and edge-flow
unsteadiness in the stagnation-flow region (sce Fig. 1),

PSV is well suited as a velocity-field diagnostic for this
Hlow. In this axisymmetnic. steady flow. the axial velocity
component can be reliably measured on the centerline. Par-
ticle paths do not cross or overlap. and out-of-planc particle
displacements are small and casily discernible when they oc-
cur (in-focus and out-of-focus streaks). The high sensiivity
of the scattering cross section 1o particle size. in the size
range employed. allows casy identification of agglomerates
that may not track the high-spatial-gradicnt regions in the
flow. Streaks used for PSV processing were from in-plane.
nonagglomerated particles. A single image frame can capture
the entire velocity field. allowing PSV 1o be implemented in
short-run-time experiments. A sample image of a cold-jet
flow with particle streaks 18 reproduced in Fig. 3. for a
nozzle-to-plate separation distance to nozzle-diameter ratio
of L/d=1.0. In this flow. the jet-nozzle centerline velocity is
Ui=106 cm/s. yiclding a Reynolds number Re,=700. The
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FIG. 3. Impinging-jet low (Re,=700. U, =106 cm/s. L/d=1.0)
Stagnation plate and nozzle exit are visible. The nozzle-exit diam
1.2

cler is =099 cm. The image width corresponds 1o = 1.2 ¢m

top and bottom portions of the laser sheet are masked to
minimize scattering from the solid plate and nozzle surfaces,

In a variable-velocity field. particles will follow the flow
il the dimensionless product of the local stram rate o
=du/dy and the Stokes time 7 is small—i.c.. if.

n ,(f':

Ty =T Z | (h

181

Measurements relied on alumina particles (ALO+: median
size. o =08 pm. p,=3830 ke/m": Baikowski Malakoff,
RC-SPT DBM). At the maximum strain rates encountered in
these expenments, orrg=3X 10"

A Coherent 1-90 Ar-1on (CW) Taser. operated at 2-3 W,
was the illumination source. Two cylindrical lenses gener-
ated a thin laser sheet (=500 zm) in the ficld of view. An
Oricl chopper system (model 751551, with a S0% duty-cycle
wheel. modulated the laser beam. The chopper was placed at
a horizontal waist in the laser beam to minimize chopping
(on-off and off-on transition) times. Chopping frequencies
were in the range 0.5 kHz= v, = 2.4 kHz. with ¥, optimized
depending on flow velocity, in cach case.

Image data were recorded with the in-house-developed
“Cassim™ and "KFS™ dignal-imaging systems (see [9]). They
are based on low-noise, 1024 pixel charge-coupled devices
(CCDs) ona 12-um pitch. The Cassint camera is based on
CCD developed lor the NASA Cassini mission. The KFS

CCD was designed by M. Wadsworth and S. A. Collins of

JPL. The camera heads and data-aequisition systems were
designed and built by D. Lang at Caltech. Output for hoth is
digitized 1o 12 bits/pixel. Magnification ratios were in the
range of 1:1-1:1.5. using a Nikon 105-mm. /2.8 macro lens.
Exposure times were varied for optimum particle-streak den
sity in the images. with framing rates for these experiments
in the range of 8- 10 fps

Small-particle streaks approximate Lagrangian trajecto-

ries of the flow tsee Fig. 3). Local velocities niv) are esti-
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FIG. 4

corresponds Lo

The image wadih

PSV measurement implementation

I mm

mated from streak pairs as w(v) = AX(0)/A7. yielding I
=L,/ 7 and uy=Ly,/ 7. where 7.=1/ 1, (reciprocal of chopper
frequency) and Ly=x, — v, and Ly=x-.—v,. are the distances
from the stant or end of one streak 1o the start or end of the
next, respectively (see Fig. 4). The velocity estimate u; 1s
located at vy=(v +150/ 24 (w +w3)/4. where v, is the spa
tial location of the start of the ith streak and w, is the width
of the ith streak (see Fig. 4). Similarly. uy, is located at v,
=(re+20.)/ 2= 0w +ws) /4. where x,, is the location of the
end of the rth streak. Using the same intensity threshold on a
streak pair removes systematic errors in applying the La-
grangian time interval 7. This methodology produces goodl
agreement between velocity values derived from each streak
pair. Streak Iengths are estimated using bicubic fits on the
two-dimensional streak-intensity image data. sampled 1o a
0.1-pixel resolution in both dimensions. An intensity thresh-
old of approximately 0.4 of the maximum intensity of cach
streak is used 1o determime streak dimensions to this sam-
pling resolution. The results are not sensitive to this choice
and vield an overall PSV error of <0.011/,,

The (Bernoulli) pressure difference between the jet ple
num antenor. at the  straight section upstream of - any
contraction-section curvature. and the static pressure close
to. but outside the jet-core low region. was measured with
an - electromc-capacitance  manometer  (BOC  Edwards
WS7401100) and a temperature-stabilized, 1-torr full-scale.
differential-pressure transducer (BOC Edwards
W57011419). Bemnoulli and mass-flow data were acquired
using the National Instruments LabView hardware-software
environment. synchronized 1o the digital-image acquisition
to provide independent concurrent estimates of jet-exit ve-
locity for every image. The Bemoulli veloeity

2 2Aplp
"= N = (dld,)

(2)

was then caleulated. where Ap is the static pressure drop
across the nozzle. pois the density of the jet Auid (air). o is
the diameter of the nozzle exit. and dy, is the plenum diam-
cler. At the flow velocities in this study. Bemoulli pressure
differences were in the range of 0.1-3 Pa. At the lowest
speeds investigated. an ervor of <<0.010/; required an abso-
lute measurement accuracy for the Bernoulli pressure drop of
SAp)=2X 107 Pa=2 % 107" bar. This aceuracy 18 achiev-
able with the differential-pressure transducer emploved if in-
strumental dnifts and offsets are monitored. The Bernoulli
pressure drop cannot be used to determine the jet-exit veloe
iy for L/d=1 because strcamline curvature in the nozzle-
exit plane produces a veloeity deficit at the centerline [11]
However. the Bernoulli pressure drop is an important param-

cler for this How. as discussed below. Mass flow rate was

0A6INT-3



BERGTHORSON ¢r al

also measured concurrently (Omega FMASB72-V-Air), pro-
viding an independent velocity estimate.

1. NUMERICAL SIMULATIONS

In this study. three different numerical simulations were
performed at varying levels of complexity. The first is an
axisymmetric viscous Navier-Stokes simulation. the second
is i potential-flow caleulation, and the third is a one-
dimensional stream-function formulation,

AL Axisymmetric Navier-Stokes formulation

The first numerical study relies on a spectral-clement
method [26] in an axisymmetric domain. The simulation
code was developed by the authors and integrates the axi-
symmetric Navier-Stokes equations. with boundary condi-
tions specified to capture this low. Only a limited number of
studies have employed the spectral-clement method to study
this type of flow. Frouzakis er al. [13] utilized the spectral-
clement method to study the flow field of opposed jets and
flames. similar to the impinging-jet flows studied here. In
that work. velocity boundary conditions were prescribed at
the nozzle-exit locations. In this study. the inclusion of the
nozzle intenor and extenior allows nozzle-to-wall proximity
effects, as well as entrainment. 1o be investigated.

The spectral-clement method is a class of finite-element
methods that can handle complex geometrics. Additionally.
this technique can achieve spectral accuracy by approximat-
ing the solution on Gauss-Lobatto-Legendre  collocation
points within cach element. For clements adjacent to the
axis, special Gauss-Radau-Legendre collocation points with
a guadratic argument are utilized 1o achicve the appropriate
parity for cach field [27]. The code integrates o nondimen-
stonal form of the unsteady. incompressible, Navier-Stokes
cquations

YV-u=0. (3a)

M

|
—=N(u)+ —L{u)-¥Vp, (3b)
Re

i

where the nonlincar term Niuj==1/2[u-Fu+ V- (uu)] is
cast into the skew-symmetric form 1o reduce aliasing errors.
The lincar diffusion term is Liu)=V"u.

Figure 5 shows the clements and boundary conditions
used for L/d=1.424. In the current simulations, 9th- to 15th-
order polynomials are used in cach clement. These choices
provide a balance between desired solution accuracy and rea-
sonable computational time. These boundary conditions rea-
sonably model the experimental apparatus used in this study.
The unsteady Navier-Stokes equations are integrated in time
until the solution atains a steady-state condition. starting
with the low at rest in the domain interior.

A study of the effects of boundary conditions on the low
ficld was undertaken to ascertain that the near-field solution
was insensitive 1o the particular choices. A nearly flat veloe-
iy profile s introduced at the nozzle inlet (Fig S).
1 (1) Up==tanh[c (1=r/ryp)]. where rp=dp/2 1s the radius
of the plenum. Uy, is the centerline velocity at the plenum.

PHYSICAL REVIEW E 72, 066307 (2005)

no-slip wall
u=y=0
h-r dpion=nRs) oumowo
E aw'g- -Psfﬂar =0
no-slip wall
u=y=0
dp/dn=n-flu)
Xy
entrainment flux
u=0;v - v(x)
dp/dn=n fu)
X
no-slip wall
u=v=0
dpldn=n-(u)
nozzle inlet
u=ufr),v=0
dpidn=» 1(u)

FIG. 5. Axisymmetric Navier-Stokes simulation domain and
boundary conditions. flu)=Vp=N(u)+L(u)/Re. u,(r) and v (1)
are the nozzle and entrainment inlet velocity profiles, respectively

and ¢ was set to 50, This profile mimics the outflow from
the turbulence-management section in the experiments. As
expected. the jet profile at the nozzle exit is insensitive 1o the
choice of inlet profile. owing to the high contraction ratio in
the nozzle design (sce Fig. 1).

To simulate the entrained fow. an entrainment flux O, is
introduced through the lower portion of the outer boundary.
Over the range 1/4=Q, /(0 =4, where Q=27 riey(ridr is
the mass flux through the nozzle. the maximum difference in
the velocity field was 0.008Uy in the near-ficld region of
interest (O=r/d=1. O=x/d<L/d). For the enrainment
flux (bottom night). v (x)/ Up==c5 tanh[¢5(x=x;)(x2= 1)/ ( \s
=x\)°] is specified (Fig. 5). with ¢,=0.0785 and ¢=50.
These choices yield Q./Q =1.8. A uniform-pressure condi-
tion is specified near the wall at the boundary of the domain
exhaust, marked “outflow™ in Fig. 5.

B. Potential-flow formulation
For axisymmetric flow. the continuity equation can be sat-
isficd by expressing the velocity field in terms of @ stream
function. ddx.rj—ie..

i=——, p==—— (4)

In the absence of swirl. the azimuthal vorticity w is related to
the stream function hy (e.g.. Batchelor [28])

Fo F b dH

= pE s e i —, (5)

where /i) 1s the Bermoulli constant.
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wall
‘#’ = 0
N = outlet
— ¥ = Yo (x/6)
' \(,x//v
2 free boundary N
by OY/0r)'+ @Y/dx)'= (r U,Y
¥ =0
nozzle wall
=¥o
nozzle inlet
V= Yolrir)
FIG. 6. Potennal-low  simulation  domain and  boundary
conditions.

Hig = I—f'n“ +07)+ ﬂ. (6)
k P

One approach 1o the inviscid impinging-jet problem is 1o
specify an inlet axial velocity profile at some distance from
the wall. determine H(if) at that location. and then solve Eq.
(5) in a domain bounded by the axis of the jet. the wall. and
specified inlet and outlet boundaries [1]. This approach is
satisfactory provided the inlet conditions are not affected by
the jet impingement,

In this study, we follow the conventional ideal-jet ap-
proach [24.25]. where the interior flow is irrotational. the
shear lavers are infinitesimally thick, and the exterior flow is
stagnant. Setting the right-hand side of Eg. (5) to zero, the
cquation for the stream function in the jet intenor is then

T | s

— g = (7)

AT A T
The surface of the jer is a streamline: hence. A xg . )= iy
where gy is a constam and (x,.r,) are coordinates of any
point on the surface of the jet. The location of the jet surface.
(xg. 7). is not known a priori and must be determined as pan
of the solution 1o satisfy the constant-pressure boundary con-

dition
ﬂ'. 3 (ﬂ): _ IJ
[( A ,) & W ] e i

where U/ is the Bernoulh velocity. Schach [20] solved this
problem using an integral equation approach. assuming the
nozzle outflow was not affected by proximity to the wall,
Strand [21] wsed a truncated series solution (up to four
terms) to solve for two cases: L/d=1 (ignoring wall-
proximity cffects) and L/d<1. This approach. however.
omits the transitional regime 0.5</./d= 1.5 of interest in
this study,

The physical domain and boundary conditions are sum-
marized in Fig. 6. Equation (7) was discretized using second-
order centered finite differences on a fixed rectangular com-
putational domain. This domain was mapped to the physical
domain by the solution of two elliptic partial differential
cquations for the physical coordinates v and r. These equa-
tions were coupled to Eq. (7) through the boundary condition

o N
nw+p =

1. —

!
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of Eg. (8). The simultancous solution of these equations de-
termines the shape of the free constant-pressure boundary. To
capture wall-proximity effects. a constant-diameter nozzle is
included in the computational domain. Instead of preseribing
the nozzle radius. a finite-velocity constraint is applied at the
tratling edge of the nozzle. Uniform axial and radial veloeity
profiles were prescribed at the inlet and outlet of the domain.
respectively. The inlet and outlet were positioned about four
and eight nozzle radii from the wall stagnation point. respec-
tively.

Second-order accuracy was verified by solving for infinite
stagnation-point flow on grids gencrated from the solution of
the impinging-jet problem at resolutions ranging from 20
X80 to 80X 320. The analogous plane-Alow impinging-jet
problem was also solved and compared 1o the analytic solu-
tion outlined by Birkhoff and Zarantonello [24]. The error in
the discharge coefficient was less than 1% with excellent
agreement between the numerical and analytic free bound-
aries. For the axisymmelric impinging-jet problem. conver-
gence studies were conducted at resolutions ranging from
20X 80 to 80X 320. Differences in the centerline axial ve-
locity were less than 0.01Ug. Sensitivity to the radial extemt
of the domain was studied by reducing the outler radius 1o
four nozzle radii. The difference in the centerline axial ve-
locity was. again. less than 0.01U,. The gradient of the cen-
terline axial velocity decayed to almost zero at the nozzle
inlet. indicating that the inlet was placed sufficiently far from
the wall.

C. Stream-function formulation

The one-dimensional solution for constant-density stagni-
tion Hows models the flow in terms of a local stream tunction
x ) =" U2, which  leads 1o wtv)=U(y) and
vlv.r)==rl’' ()12 [see Eg. (4)]. The axisvmmetric Navier-
Stokes equations can then be expressed in terms of the axial
velocity, Uly)—ic..

I 24
"= U + -l == —. (9)
2
2 n
where A is termed the radial-pressure eigenvalue of the prob-
lem.

L ap

A= (1)

ror

which. in this formulation. must be a constant. Appendix A
provides further discussion on the spatial variation in . The
third-order ordinary  differential equation  requires  three
boundary conditions at v=0. It is common to specify bound-
ary conditions a1 v=0 and x=( with 0-<( < [. some interior
point. by adjusting the curvature boundary condition at
=0 to achieve the desired boundary condition at v=/. A
fourth boundary condition can be satisfied by adjusting A

(=0,
{10y =0.
hy=-u,.
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Uy ==-U;. (1

Since u(l.r)< 0 (flow is towards the stagnation plate). the
negative signs are chosen for convenience 1o make the con-
stants U and U7 positive. Plug-flow boundary conditions—
1.e.. Ut =0—at the nozzle exit plane. (=L. are commonly
specified with this formulation. The inviscid outer solution 1o
Eq. (9) is a parabola. In the inviscid hmit. the flow is irrota-
tional if N==p(U;)*/4. for which the solution reduces 10
potential stagnation flow where the coefficient of the curva-
ture term s identically zero—ie.. lincar outer flow, U/
=U/{. For more general boundary conditions. the resulting
flow has vorticity. whereas the core of the experimental jet is
irrotational. The introduction of vorticity to the flow is nec-
essary to accommodate outer flows with curvature. The
cquations are solved using the CANTERA software package

[4]

IV. RESULTS AND DISCUSSION

The experimental velocity data reported here were re-
corded at three nominal Reynolds numbers

i
Re =228 = 400, 700, and 1400, (12)

it

with actual values within £35. in cach case, and at three
nozzle-to-stagnation plate separation distance to nozzle-cxit-
diameter ratios L/d=0.7. 1.0. and 1.4, Figure 7 compares
measured axial velocities. scaled by the Bernoulli velocity.
for the three L/d ratios at the three Reynolds numbers. The

velocity profiles collapse to a single curve, independent of

L7d. il the axial velocity is scaled by the Bernoulli velocity.
A centerline axial velocity deficit at the jet exit develops as

the separation distance is decreased duc to the influence of

the stagnation point on the nozzle flow [11]. Notably, the
velocity and its gradient adjust to maintain self-similarity,
with the Bernoulli velocity scaling the How.

Figure 8 shows the axisymmetric viscous simulation re-
sults at Re=700 and variable L/d. The velocity profiles fol-
low a single curve when velocities are scaled by the Ber-
noulli velocity. consistent with the experimental results.
Figure 9 gives pressure contours at L/d=0.5 and 1.4, with
pressures scaled by the Bernoulli pressure. The near-wall
pressure field is not significantly altered by changes in the
nozzle position. As the separation distance is reduced, the
stagnation-point pressure field extends into the nozzle. alter-
ing the nozzle flow. Figure 10 compares the experimental
data with the axisymmetric viscous calculations at L/d=1.4
and Re=400. 700. and 1400. The inset of Fig. 10 shows the
residuals between the simulated. w,,,. and measured. Hpsy -
velocities. normalized by the Bernoulli velocity Uy, The dif-
ferences between experimental and numerical results for
these three cases are less than 0.0151/; root mean squared
(rms). indicating that the experimental flow ficld is ad-
cquately modeled. Figure 11 compares particle-streak-image
data and streamlines from the axisymmetric viscous simula-
tions. Good qualitative agreement can be seen. even in the
entrainment region where the velocities are low (< 0.020/,).

PHYSICAL REVIEW E 72. 066307 (2005)

1.2

Fr 4

1.0 Re — 400 et v

0.8 P i

0.6 ‘j

0.4

u!U,
%

I ‘0 Rt' = 7(']

i

> sl

0.8 P

0.6 o

ul/U,

0.4
0.2

0.0
1.2

1.0 Ke — 1400 e R b

y oo
u R ‘.‘-.‘ﬂ
. ?
‘.
0.6- &
Fd

0.4 f

u/ U,

0.0 0.5 1.0 1.5
xited

FIG. 7. (Color) Comparison of velocity versus axial distance
from plate at three nominal Reynolds numbers. Velocities are scaled
by the Bernoulli velocity and axial distances by the nozzle diameter,
Experimental results for separation distances of L/d=0.7(%). I./d
=1L00+). and Lid=1.4(0).

Figure 12 compares the experimental data at the highest
Reynolds number to the potential-flow results. with the nor-
malized residuals between simulation and experiment plotted
in the inset. Here the axial distance is normalized by the
effective diameter d . where d is the nozzle diameter cor-
rected for the nozzle-wall boundary-layer displacement
thickness. One of the main effects of the Revnolds number in
this flow is the change in the cffective jet diameter through
the boundary-layer displucement thickness. This  effect
should be removed before comparing the experiments to the
inviseid potential-flow results. which are valid in the limit of
infinite. Reynolds number. The boundary-layer thicknesses
are estimated from axisymmetric. viscous simulations of the
nozzle flow. The small disagreement close to the wall is at-
tributable to wall boundary-layer displacement effects. This
discrepancy leads to a difference in the maximum centerline
axial velocity gradient. As with the experimental results. the
axial velocity profiles collapse independent of /.
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FIG. 8. Scaled velocity versus axial distance from plate. Viscous
calculations at Re= 700 and 1./d=0.3 (dash—double-dotted line). 0.5
(dotted Tine). 0.7 (dash-dotred line). 1.0 (dashed line). and 1.4 (solid
line).

Figure 13 compares the experimental axial velocity data.
at Re=700. 1o four different one-dimensional simulations.
with plug-flow boundary conditions and different choices ol
the interior boundary location (. Plug-fow boundary condi-
nons capture the How only for (/d=0.8. This is due to the
fact that the outer solution to the one-dimensional equations
18 4 parabola and cannot capture the free-jet behavior (zero-
gradient region of flow) that is exhibited for v/d > 1.0).
Finite-velocity gradients are evident for x/d < 0.8. The value
of (/d=038 i an intermediate case for which plug-flow
boundary conditions capture the flow. The approximations
invoked in arriving at the one-dimensional stream-function
model are valid in the limit of an infinite-diameter jet im-
pinging on a surface. However. from Fig. 13 it appears that
the model should he able to capture the flow in the region
O==2/d <08 if appropriaic boundary conditions are speci

0
r/d

FIG. 9 Pressure contours. normalized by the Bemoulli pressure,
at LAd=0.5 (et and L/d=1.4 (nght)
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0.0 = :
0.0 0.5 1.0 1.5

FIG. 10.
plate. Viscous caleulations (lines) and experimental data (symbols)
at Re=400 (dashed line. +). 700 (solid line. &), and 1400 (dash-
dotted line. x) between the simu

(Color) Scaled velocity versus axial distance from

The inset shows the residuals

lated. w . . and measured. wpgy. velocities. normalized by the Ber

e

noulh velocity Uy, Symbols and colors correspond 1o the Re of the
main plot

fied. The velocity and velocity-gradient boundary conditions
at a given axial location. U(() and U'((). can be specified
from an error-function fit to the experimental data [see E qg.
(13)]. The one-dimensional solution calculated using this

FIG. 11
entraimed flow with superimposed axisymmeltric viscous caleulation
{(blue lines) at Re=700 and L/d=1.0.

(Color) Panicle streak image (monochrome) detailing
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FIG. 12 Scaled velocity versus axial distance from plate nor-
malized by the effective diameter o . Experimental data at Re
= 1400 () and potential-flow  simulations (lines) av L/d.=0.7
(dush-dotted line). L/d.=1.0 (solid line). and L/d.=1.4 (doted
line). The inset shows the residuals between the simulated. Wi and
measured. npgy. velocities. normalized by the Bernoulli velociny
Uy

method at Re=700. over the range 0.3<{/d=0.7. has a
maximum error of less than 0.030y when compared to axi-
symmetric viscous simulations. Figure 14 shows the one-
dimensional simulation results compared 10 experimental
data a1 Re=700. with boundary conditions taken from the
expenmental data e (/o =0.6. The normalized residuals be-
tween simulation and experiment are plotted as an inset.

In their study of wrbulent jeis. Kostiuk er al. [12] showed
that opposed- or impinging-jet veloeity data are well charac-
terized by an error function and used the parameters obtained
from the error-function fit to collapse their experimental
data. Their error function contained three adjustable param-
cters: the velocity at infinity U . a strain-rate parameler .
and a wall-offset length 8/d.

L2/ T
- -
1o} et =
s o
'o'. Fd 3 _.’
08} i & -
s S
- ... .j '/' =
S 0.6} Sy .
- qr 7
= '.-‘ f' ., —
oal- gr / 4
o
- N g -" -
ozt §/ =
- !
no i i I i 1 i i 1 1 i 1 I 1
0.0 0.5 1.0 1.5
x/d

FIG. 13, Companson of one-dimensional stream-Tunction simu-
lations with plug-flow houndary conditions (lines) w expermental
results (D) ar Re=700. varying £ (/d=0.6 (dashed line). (1d
=08 tsolid line). (7d=1.0 {dash-doned line). and £ /d= 13 (dush-
double-dotted Tine).
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FIG. 14, Comparison of one-dimensional stream-function simu-
lation {line) to experimental data (CJ) at Re=700. Boundary condi-
tions caleulated from error-function fit to the data at { /d=0.6. The
inset shows the residuals between the simulated, Wy and mea-
sured. upgy . velocities normalized by the Bernoulli velocity Uy.

uly) (.1 :5)
——=ecrf]l al =—==1]|. (13)
. d

The collupse of the experimental and numerical data dis-
cussed above suggests that the appropriate velocity scale for
laminar impinging jets is the Bemoulli velocity—ic.. U/,
=Uy. From one-dimensional viscous stagnation-flow theory
(see Appendix B). the scaled-offset length 8/d. which is pro-
portional to the scaled wall boundary-layer thickness. can he
related to the strain-rate parameter . such that

/

o /
—(Re.v) =0.755 \,‘ :
d ' Re or

(14

Thus. the only free parameter in this error-function fit to the
data is the strain-rate parameter er. which should be a func-

B e
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08 1
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= o6l
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ooV ——u— 0. s s 4y
0.0 0.5 1.0 1.5

x/d

FIG. 15, Comparison of error-function it (line) 10 experimental
data (O0) at Re=1400. The mset shows the residuals between the
error function. wg ge. sand measured. sy, . velocities, normalized by
the Bemoulli velocity Uy,
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TABLE L. Error-function fit parameters and mms error €. OF 1S
1o expenmental and viscous-simulation data,

Experiment Sumulation

Re L ol d €l Uy €/ Up
400 22 0.027 0017 0014
700 2.00 (1.020 0010 0.0049
1400 1.X8 0.015 0.011 0010

tion of Reynolds number alonc—i.c.. a= el Re). Therefore,
the axial velocity field for an axisvmmelric impinging lami-
nar jet is fully specified by the Bernoulh velocity Uy. since
the Reynolds number is. in turn, derived from it,

The error-function fit to the data at Re= 1400 is plotted in
Fig. 15, with the normalized residuals between the error
function and experiment shown in the inset. The error func-
tion was fit to cach experimental and viscous simulation case
by adjusting « such that the root-mean-squared (rms) crror
was minimized. For cach Reynolds number. the strain-rute
parameter o was averaged over the range 0.7=L/d=1 4.
This single a(Re) dependence was subsequently used n all
crror-function fits to determine the resulting rms crror Eipe:
The fit parameters and €, are shown in Table 1. The strain-
rate parameter is found 1o scale with Revnolds numbers as
=+ C/Re. with the constants o =1.775 and €,=153
determined by fitting the «(Re) values in Table 1.

As previously mentioned. the main Reynolds number ef-
fect for this flow is through the nozzle-wall houndary-layer
thickness. The effect of the nozzle-exit velocity profile is
studied in Fig. 16 for profiles varying from a top-hat shape.
representative ol the outflow from a high-contraction ratio
nozzle. to a parahohe profile. representative of laninar pipe
flow, Real nozzle-exit velocity profiles will lie in between
these two extremes (see Fig. 2). Intermediate cases are stud-
ied by specifying hyperbolie tangent profiles whose coeffi-

B e e e ——

00— — 4 1 o LY OO S ST |

x/ld

FIG 16 Simulaed velociy profiles wt Re=700 and L/d=1 4
lor vanuble nozzle-exit velocity profiles: parabolic (d. /d=0.71.
long-dashed Tline). hyperbolic-tangent profiles with - /d=0.76
(mediim-dashed line). d-fd =082 (dashed line). d-7d=0.87 (dotted
linel. d/d=091 tdash-doted line). o /d=0.95 (dash—double-
dotted Tine). and wop-hat (d-/d=1.0. solid line} profiles.
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FIG. 17. Simulated velocity profiles versus axial distance from
plate normalized by the effective diameter o< at Re=700 and L/d
= 1.4 for vaniable nozzle-exit velocity profiles. Legend as in Fig. 16.

cients are adjusted to obtain a variation of boundary-layer
displacement thicknesses. The results in Figs. 16 and 17 are
obtained by removing the nozzle interior from the
axisymmetric-viscous-simulation domain and specitying the
velocity profiles at the nozzle exit. Due 1o the lack of a
plenum in the simulations. velocities are scaled by the veloc-
ity at the axis of the jet U,. instcad of the Bernoulli velocity.
Figure 16 indicates that there is a significant cffect of the
nozzle-exit velocity profile on the resultant axial velocity
ficld. Figure 17 plots the axial velocity profiles with the axial
distance normalized by the boundary-layer thickness cor-
rected diameter d.. For d /d>+0.9 this scaling results in a
good collapse of the profiles.

From the previous results. the displacement-thickness-
corrected diameter . is an appropriate scaling parameter for
axial distances. Figure 18 shows the scaled velocity profiles
from axisymmetric viscous simulations at four Reynolds
numbers. For low Reynolds numbers (Re=200) viscous

12— —
1.0} —
- f 4
08
. F _
D o6} .
= — -
0.4} .
0.2 -
o‘o i P 1 " Al i 1 i " N i
0.0 0.5 1.0 1.5
x/d,

FIG. 18, Axisymmetric viscous simulation velocity profiles ver-
sus axial distance from plate normalized by the effective diameter
d.oat Lid=14 and Re=200 (long-dashed line). 400 (dash-doted
linel. 700 tdotted line). and 1400 (solid line).
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losses result in a jet-exit velocity that is less than the Ber-
noulli velocity. There is an additional weak Revnolds num-
ber effect exhibited for Re=200 and 400 that is not fully
captured by the current scaling and is manifested in the slope
of the profiles. However. the velocity profiles collapse rea-
sonably well using this scaling. and this allows the speciti-
cation of an analytical expression for the velocity profile of
the impinging jet in this Reynolds number range.

A S

=crf| e (—--—
d.

i)
Us

(15)

where .= 1.7 and 8/d.=0.016 were found from fitting this
error function to the axisymmetnie-viscous-simulation data.
The rms error of the error-function fit is less than 0.5% for
Re=700 and 1400 and less than 2% for Re=200 and 400, In
the limit of infinite Reynolds number. the wall boundary-
layer thickness will tend to zero and the potential low for-
mulation will accurately model the How, In this limit. the
velocity field is given by w/Uy=crflay(x/d.)]. with «,
=1.59 found by fitting this error function to the potential
flow simulations. These expressions yield the velocnty profile
for an impinging jet with a measurement of the Bernoulli
pressure across the nozzle contraction. the gas density and
viscosity. the diameter ratio of the nozzle inlet and outlet.
and the boundary-lTaver thickness at the nozzle exit,

V. CONCLUSIONS

Scaling the centerline axial velocuty for an impinging jet
by the Bernoulli velocity. caleulated from the static pressure
drop across the nozzle contraction. collapses centerline axial-
velocity data on a single curve that is independent of the
nozzle-to-plate separation distance for separation-to-diameter
ranos of L/d = 0.5. The axisymmetne viscous and potential-
flow simulations reported here allow nozzle-to-wall proxim-
ity cffects 1o be investigated by including the nozzle in the
solution domain. Using this simulation domain. axisymmet-
ric viscous simulations yield good agreement with experi-
ment and confirm the velocity profile scaling. The potential-
flow simulations reproduce the collapse of the data: however.
at these Reynolds numbers. viscous effects result in disagree-
ment with expeniment. One-dimensional  stream-function
simulations provide an adequate approximation of the flow
in the stagnation region 1f the boundary conditions are cor-
rectly specified.

The scaled axial velocity profiles are well characterized
by an crror function with one Reynolds-number-dependent
parameter ¢, The error function provides a good fit 1o both
experimental and viscous-simulation data. with root-mean-
squared errors of €, =0.020. In this Reynolds number
range. viscous cffects are captured by scaling the axial dis-
tance by the effective (displacement-thickness-corrected) di-
ameter o« This scaling relies on thin nozzle houndary lavers
(d-/d close 1o unity) and negligible viscous losses through
the nozzle. These sealings allow the specification of an ana-
Iytical expression for the velocity protile of an impinging
laminar jet over the Revnolds number range investigated of
200 = Re = 1400,

PHYSICAL REVIEW E 72, 066307 (2005)

(1/r) dp/dr

x/d

FIG. 19. Comparison of the rudial-pressure eigenvalue profile at
several radial locations. /R =0 (long-dashed line), r/R=0.2 (dash-
dotted linc). and r/R=05 (dashed linc). to that of the one-
dimensional model (solid line), which is constant in both v and 7.
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APPENDIX A: RADIAL-PRESSURE EIGENVALUE

The one-dimensional formulation for stagnation flows re-
lies on the introduction of a stream function to reduce the
axisymmetric Navier-Stokes equations 1o a third-order ordi-
nary differential equation. One of the assumptions used 10
derive this simplified model is that the radial-pressure cigen-
value A=(1/r)dp/dr must be a constant, In their study of
cold and reacting opposed-jet flow. Frouzakis er al. [13]
found that this quantity varies in the axial direction when the
inler axial velocity varies radially. while it is close to con-
stant if plug-flow boundary conditions arc specified. These
authors found that the average value of A was approximately
equal to that of the corresponding one-dimensional simula-
tions. Figure 19 plots \ as a function of the axial coordinate
at several radin from the present axisymmetric-viscous simu-
lations of impinging-jet low at Re=700. It can be seen that
the radial-pressure eigenvalue is nowhere constant in this
flow. even for small x/d where the one-dimensional model
appears fo yield reasonable agreement with experiment. Near
the axis. the radial-pressure eigenvalue is only a function of
the axial direction and the radial variation is small. The good
agreement between the one-dimensional simulations and ei-
ther experimental data or two-dimensional simulations indi-
cates that. for this flow. the axial velocity is not sensitively
dependent on the spatial vanation of A,

066307-10
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APPENDIX B: WALL BOUNDARY-LAYER THICKNESS

From one-dimensional stagnation flow theory. the wall
boundary-layer thickness 1s dependent only on the velocity
gradient in the potential-flow region [17.18]. The solution to
the boundary-layer equations is a lincar function in the far
field. with a viscous boundary layer close to the wall. The
only free parameter i this flow is the far-field velocity gra-
dient U, In the far field. the high-order derivatives vanish
(U™ U"—0) and. from Eq. (9). the radial pressure gradient
eigenvalue is equal to A/p=—(U")"/4. The resulting equa-
tion can_be nondimensionalized through the transtormations
L=x\U' /v and p=U(x)/\U v, resulting in the following
cquation for ¢/ £):

20" =2 + (b)Y = 1. (BI)

The boundary conditions are d(0)=d'(0)=0 and ¢’ (x)=1.
Equation (B1) can be solved using a shooting method. where
&"(0) is adjusted to satisty the boundary condition at infinity.
Figure 20 shows the solution to Eq. (B1). The nondimen-
stonalized wall boundary-layer displacement thickness 8,
can be calculated in the linear region of the flow (£>5).
8 = g—ﬂ=(l.3(}. (B2)
h'(&)
Using Eq. (13). the velocity gradient can be computed at
any point on the axis using the error-function fit

duly) 22Uz R _
——=—=cxp| - ———) ! (B3)
da v 7rd o d

This yiclds a maximum velocity gradient of 20/l (y wd) at
x=4. Therefore. the slope of the crror function as it ap-
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FIG. 20. One-dimensional stagnation flow solution  with

potential-llow boundary conditions (solid line) and linear fit (dashed
line) showing wall boundary-layer offset 3.

proaches  the  boundary layer is given by du/dv
=2Uyal(\7d). Equating this 1o U allows the boundary-
layer thickness 1o be determined analytically from the other
error-function  parameters Uy and a. Thus. the wall
boundary-layer displacement thickness in physical space is
equal 1o

S s(ﬂ')”i f | 0.755 /
{)‘MHQI'”‘VRCH_ ’ “\"Rt:ur‘

where Re=dUy/ v, as defined previously. Since « scales as
a=w.+C/Re. 8/d=0.755/Rew +C,.
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Abstract

We present the use of simultaneous particle streak velocimetry (PSV) and CH planar laser-induced fluo-
rescence (PLIF) diagnostics in the study of planar, strained, premixed, methane-air flames, stabilized in a
Jet-wall stagnation flow. Both PSV and PLIF data are imaged at high spatial resolution and sufficiently
high framing rates to permit an assessment of flame planarity and stability. Concurrent measurements
of mixture composition, (Bernoulli) static-pressure drop, and stagnation-plate temperature provide accu-
rate boundary conditions for numerical simulations. The new PSV implementation is characterized by very
low particle loading, high accuracy, and permits short recording times. This PSV implementation and anal-
ysis methodology is validated through comparisons with previous laminar flame-speed data and detailed
numerical simulations. The reported diagnostic suite facilitates the investigation of strained hydrocar-
bon-air flames, as a function of nozzle-plate separation to Jet-diameter ratio, L/d, and equivalence ratio,
@. Methane-air flames are simulated using a one-dimensional streamfunction approximation, with full
chemistry (GRI-Mech 3.0), and multi-component transport. In general, we find good agreement between
experiments and simulations if boundary conditions are specified from measured velocity fields. Methane-
air flame strength appears to be slightly overpredicted, with the largest disagreements for lean flames.
© 2004 The Combustion Institute. Published by Elsevier Inc. All rights reserved.

Keywords: Stagnation; One-dimensional; Flame speed: PLIF: Cantera

1. Introduction

Planar, strained flames provide a valuable
development and validation testbed for transport
and kinetics models that can then be used in any
combustion environment. The high parametric
dimensionality of these models requires many de-

" Corresponding author. Fax: +1 626 395 4447,
E-mail  address:  jeffb@tyrvos.caltechedu (J.M.
Bergthorson).

tailed and accurate experiments over a sufficiently
large range of conditions. Such experiments are
enhanced by diagnostics that simultaneously per-
mit detailed flow and chemical-species data to be
measured and compared to model predictions.
This paper describes a suite of diagnostics devel-
oped for this purpose and employed to probe pla-
nar, strained, methane-air flames, stabilized in a
Jet-wall stagnation flow. This setup yields a flow
with boundary conditions that can be accurately
specified, facilitating simulation and comparisons
with experiment. This flow can also, with care,

1540-7489/$ - see front matter © 2004 The Combustion Institute. Published by Elsevier Inc. All rights reserved.

doi:10.1016/j.proci.2004.08. 105
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be stable to high Reynolds numbers. The diagnos-
tics are optimized for accuracy, minimal flame dis-
turbance, and rapid simultaneous recording of
flow velocity and CH radical profiles.

Diagnostics documented here include exten-
sions to and improvements of particle streak
velocimetry (PSV), complemented by simulta-
neous CH planar laser-induced fluorescence
(PLIF) imaging at 10 Hz. PLIF spectroscopy con-
firms the CH excitation and helps optimize dye-la-
ser wavelength for signal-to-noise ratio. PLIF
images are processed to extract CH radical pro-
files and to assess flame planarity. The 10 fps
PLIF sequence permits an assessment of flame
stability under all conditions. Only data from sta-
ble flame conditions are included.

Particle streak velocimetry (PSV) [1-3], a tech-
nique similar to particle tracking velocimetry [4],
is used for instantaneous flow-field measurements
and, in particular, axial velocities along the flow
centerline. In combustion, PSV was previously
used for qualitative flow descriptions (e.g., Sugiy-
ama [5]). Extensions and improvements to PSV
implemented here include digital imaging and pro-
cessing, and new analysis techniques. The imple-
mentation yields a Lagrangian measurement of
velocity that, in principle, requires only a single
particle traversing a steady flame. The consequent
PSV accuracy competes favorably with LDV and
PIV techniques, while a 1-2 order of magnitude
reduction in particle loading minimizes flame dis-
turbances, and Mie-scattering and stray-light
interference in PLIF images. Velocity data are
used to specify boundary conditions for simula-
tions and are compared to predictions.

The spatial distribution of the CH radical can
be measured with PLIF. Its narrow spatial profile
is well correlated with flame location and provides
a sensitive test of direct predictions of strained-
flame models.

Simultaneous measurements of air, fuel, and
diluent mass fluxes, as well as of stagnation plate
temperature, allow an accurate specification of
boundary conditions for simulations.

Experimental profiles are compared to one-
dimensional simulation predictions, using the
Cantera software package [6]. The simulations
incorporate GRI-Mech 3.0 kinetics [7] with
multicomponent transport [8]. The simulations
rely on a one-dimensional streamfunction formu-
lation [9]. Few comparisons between this formula-
tion and actual velocity data have been
documented. Law and co-workers [10-13] studied
methane-air, opposed-jet flames for lean, stoichi-
ometric, and rich mixtures, using LDV and CARS
for velocity, temperature, and major-species mea-
surements to quantify the effect of stretch on flame
structure. To compare experimental and simu-
lated data, a potential-flow boundary condition
with a variable inflow mass flux is used to visually
match the profiles. The authors report general

agreement for temperature and major species pro-
files when flame location is adjusted to match the
measurements.

The new PSV methodology is validated by
comparing extrapolated laminar flame speeds with
existing data and numerical simulations. Slightly
lean, strained, methane-air flames are studied as
a function of the nozzle-stagnation plate separa-
tion distance, L, to assess the simplified hydrody-
namic model. Flame temperature dependence is
studied by mixture dilution with excess nitrogen.
The diagnostics are applied to methane-air
flames, under similar strain-rate conditions, as a
function of equivalence ratio, ®. The approach
and diagnostics permit an assessment of the
numerical simulation predictions of strained-
flames.

2. Experiments

A room-lemperature, atmospheric-pressure jet
is generated from a contoured nozzle with an exit
diameter of d = 9.9 mm that impinges on a con-
stant-temperature (water-cooled) copper stagna-
tion plate. Three K-type thermocouples are
embedded on the centerline, spaced vertically be-
tween the stagnation and cooled surface, to allow
monitoring of wall temperature and temperature
gradients.

The pressure difference between the jet plenum
interior and a point just outside the jet-core flow
region is measured with a | Torr full-scale differ-
ential-pressure  transducer (BOC  Edwards
W57401100 and WS57011419). The Bernoulli

velocity, Un = \/(28p)/(p|1 - (d/dy)"]), is then
calculated, where Ap is the nozzle static pressure
drop, p is the fluid density, d is the nozzle exit
diameter, and dp is the plenum (inner) diameter.
The Bernoulli velocity will be higher than the
jet-exit velocity for L/d < 1 due to the velocity de-
fect produced by streamline curvature at the noz-
zle-exit [14].

Fuel, oxidizer, and nitrogen-diluent mass flow
rates are set using sonic metering valves and mon-
itored concurrently (Omega FMABS68-V-Meth-
ane, FMARSB72-V-Air, and FMARBT73V-Air,
calibrated using a Bios DryCal ML-500). Esti-
mated uncertainty in the mass-flow measurement
of the air and fuel streams is, approximately,
1%, each. Bernoulli pressure, mass-flow, and tem-
perature data acquisition is synchronized with
digital-image acquisition, allowing accurate speci-
fication of simulation boundary conditions.

2.1. Particle streak velocimetry

Flow velocities along the jet centerline are
measured using particle streak velocimetry (PSV)
[1-3]. The implemented PSV methodology yields
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low-fractional-error  axial-velocity data. The
resulting accuracy is comparable to that obtained
with LDV or PIV, while offering several advanta-
ges in flame environments. The reduced particle
loading required for PSV minimizes flame distur-
bances introduced by particle seeding that can
alter the effective thermal/heat-capacity environ-
ment, or the chemical kinetic/catalytic environ-
ment by providing surface-chemistry sites. Low
PSV particle loading also reduces Mie-scattering
interference in CH PLIF image-data, improving
CH profile statistics. Particle loading required
for accurate velocity measurements with PSV is
an order of magnitude or more, lower than that
required for LDV, or PIV. In a single PSV image
frame, one or two particles traversing the vertical
extent of the imaged region can suffice. In con-
trast, PIV measurements require a dispersion of
particles throughout the domain in any one
(short-time) exposure. With LDV, high particle
number densities are required for converged sta-
tistics in a reasonable time.

A single PSV image captures the entire velocity
field, making it ideal for short-run-time experi-
ments. An example PSV image for a stagnation
flame is shown in Fig. 1A. In axisymmetric, steady
stagnation flow, axial velocities along the center-
line can be reliably measured; particle paths do
not cross or overlap, and occasional out-of-plane
particle displacements are small and easily dis-
cernible (in-/out-of-focus streaks). The high sensi-
tivity of the scatlering cross-section to particle
size, in the size range employed, allows easy iden-
tification of agglomerates that may not track high
spatial-gradient regions in the flow. Streaks used
for PSV processing are from in-plane, non-
agglomerated particles. In a variable-velocity

Fig. 1. (A) PSV in a strained premixed methane-air
flame (image cropped in the vertical dimension).
¢ = 0.87, L/d = 0.8. (B) PSV processing implementation.

field, particles track the flow if the dimensionless
product of the local strain rate, & = du/dx, and
the Stokes time, s = ppd}/(18y), is small, i.e
provided o015 < |. The measurements relied on
alumina pamclcs (Al;03 median size, d, = 0.8 pm,
pp=3830 kg/m”; Baikowski Malakoff, RC-SPT
DBM). For the strain rates in these experiments,
ots < 3% 1073,

A Coherent 1-90 Ar" laser, operated at 2-3 W,
provides the PSV illumination source. Two cylin-
drical lenses generate a thin laser sheet (=200 pm)
in the field of view. An Oriel (Model 75155) chopper
with a 50% duty-cycle wheel modulates the laser
beam. The chopper wheel is placed at a laser-beam
waist to minimize on-off/off-on transition times.
Chopping frequencies are in the range,
1.6 kHz < v, < 2.4 kHz, with v, optimized depend-
ing on flow velocity.

PSV image data are recorded using the in-
house-developed “‘Cassini™ d:gltal imaging system
that relies on a low-noise, 1024%-pixel CCD, with
a (square) 12 pm pitch. A PSV image frame rate
of 4 fps is chosen to further minimize particle-
loading requirements. Magnification ratios are in
the range of 1:1.0-1:1.5 using a Nikon 105 mm,
£/2.8 macro lens (with a 514.5 nm bandpass filter).

Local velocities, u(x), are estimated from
streak pairs as, u(x)=AX(x)/Ar, yielding u; =
Ly/tc and uy = L/t where 1. = 1/v, (reciprocal
of chopper frequency), and L; = x5, - x,, and
Ly = x3. — x| are the distances from the start/
end of one streak to the start/end of the next,
respectively (cf. Fig. 1B). Using the same intensity
threshold on a streak pair removes systematic er-
rors in applying the Lagrangian time interval, t,.
This methodology is spatially second-order accu-
rate and produces good agreement between veloc-
ity values derived from each streak pair. Streak
lengths are estimated using bi-cubic fits on the 2-
D streak-intensity image data, sampled to a 0.1-
pixel resolution in both dimensions. An intensity
threshold of ~0.3 of the maximum intensity of
each streak is used. The results do not depend
on this choice and yield an r.m.s. error of =0.01
U;, where Uj is the jet-exit velocity.

The velocity estimate, u;, is located at x; =
(x15 + x2)/2 + (w; + wy)/4, where x, is the spatial
location of the start of the ith streak and w, is the
width of the ith streak (cf. Fig. 1B). Similarly, uy,
islocated at xy; = (x + x5.)/2—(w, + w1)/4, where
X is the location of the end of the ith streak. PSV
spatial resolution is comparable to that of other
particle velocimetry techniques, e.g.. PIV, LDV,
that rely on comparable spatial displacements
(e.g., 10-30 pix, or =100-300 pm, for this flow).
These methods measure the distance travelled by
a particle along a Lagrangian path in a fixed time
(PIV, PSV), or the time required to traverse a num-
ber of fringes in space (LDV). Particle methods re-
quire care in regions of high fractional change in
speed along individual particle track segments, here
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limited to measurements very close to the wall, orin
regions of high velocity curvature.

2.2. Planar laser-induced fluorescence

CH fluorescence measurements are obtained by
exciting the Q; (7) transition of the B?£-X’1(0,0)
CH band at 390.30 nm, in the UV [15]. The UV
beam is obtained from a tripled Nd:YAG
(355 nm)-pumped dye laser (Spectra-Physics
PRO-290 and Sirah PrecisionScan). Pulse duration
is 25 ns with a linewidth of =0.1 cm ™' (1.5 pm).
Fluorescence is recorded from the A-X(1,1), A-
X(0,0), and B-X(0,1) bands in the 420-440 nm
range. Excitation to the B state yields a higher sig-
nal than excitation to the A state [16] and a large
wavelength shift between excitation and fluores-
cence, facilitating filtering of Miec-and Rayleigh-
scattering interference, which is important in
particle-seeded flames. The Q,(7) band provides
a high signal level and low temperature sensitivity.

The output of the dye laser is passed through a
pair of cylindrical lenses (150 and 500 mm at right
angles) and yields a laser sheet with a Rayleigh
range centered on the jet axis. Fluorescence is col-
lected with a Nikkor 50 mm, f/1.2 lens at magnifi-
cations near 1:1, with a Schott KV-418 long-pass
filter 1o reject scattering of the UV laser illumina-
tion, while transmitting approximately 90% of the
fluorescence near 430 nm. Detection relies on a
lens-coupled intensifier (Ultra-Blue Gen-lIl,
Cooke VS-364) with a cooled CCD (Cooke Sensi-
CAMOE, binned to 344 x 260 pix’; a binned pixel
maps into 46 pm in the flow). A 70 ns gate time re-
jects chemiluminescence while retaining fluores-
cence. For the PLIF profiles presented here, a
laser power of =10 mJ/pulse results in a saturated
laser spectral intensity of /, = E /(1 ,ApSW) =
10° (W/em®)/em ™', where E,, is the pulse energy.
1, is the pulse length, Ay, is the laser beam cross-
sectional area, and SW is the laser spectral width
[17]). A sample CH PLIF (single-exposure) image

Fig. 2. Example CH PLIF images for a methane-air
flame (344 x 260 pix’, ® = 0.96, L/d = 0.8). (A) Single
exposure. (B) Average of 1000 exposures.
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Fig. 3. Normalized experimental and simulated CH
fuorescence spectra in a methane-air flame (¢ = 0.96,
L/d=0.8). (A) Measured excitation/response scan. (B)
Spectrum simulation performed using LIFBASE [18).

is reproduced in Fig. 2A, and an average of
1000 exposures is shown in Fig. 2B. To correct
for dark current and Rayleigh scattering, an aver-
aged image of the laser sheet (no flame) is sub-
tracted from the image data. CH profiles are
obtained from single-shot images by summing
across the (flat) central portion of the flame. Sin-
gle-image 60-column averaging, about the jet axis,
yields good profile statistics.

Figure 3 shows an experimentally measured CH
excitation scan, at a resolution of 0.5 pm. Spec-
trum simulations are performed with LIFBASE
[18]. This scan was recorded with a laser power
of 0.2 mJ/pulse, ina I mm x 2 cm sheet, producing
a partially saturated laser spectral intensity of
I, =2 x 10° = I = 10° (W/cm?)/em .

3. Numerical method

Stagnation flame simulations are performed
using the Cantera reacting-flow software package
[6] The one-dimensional solution for stagnation
flows models the flow in terms of a local stream-
function, ¢(x,r)=rU(x), with U(x)= pu/2,
where u is the axial velocity [9]. The axisymmetric
momentum equation then becomes

- IdU) 1((1_1;)’_ d[ d (1 du
&\pdx) p\d&x ax |Ma&x \p @
= A. (n

In this formulation, A = (1/r)dp/dr must be a con-
stant.BytreatingAasunspecified,fourboundarycon-
ditions can be imposed on this third-order ordinary
differential equation at x =0 and x=¢, with
0 < £< L a suitably chosen interior point, setting
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U(0) =0, U'(0) =0, U() = U, U'(t) = U.
Exploiting the (cold) outer-flow solution to
Eq. (1), which is a parabola, a quadratic is fit
to the cold-low data upstream of the flame.
Uy and U, are then calculated from the fit, at
x ={, minimizing errors that could be intro-
duced by an inconsistent specification of fow
boundary conditions or from data differentia-
tion. Energy and species equations are solved
with specification of inlet composition, inlet
lemperature, and stagnation-wall temperature.
A no-flux boundary condition for species is ap-
plied at the wall. The simulations use a multi-
component transport model and the GRI-Mech
3.0 kinetics mechanism [7,8). Simulations of
laminar flame speeds are performed using a
freely propagating flame code with multi-com-
ponent transport and the same kinetics mecha-
nism [19].

4. Results and discussion

The PSV methodology is validated by compar-
ing extrapolated laminar flame speed measure-
ments with previous data and numerical
simulations. Figure 4A plots sample reference
flame speed and strain-rate data, and the extrapo-
lated flame speed. Vertical error bars are based on
linear regression techniques. Horizontal error bars
represent the estimated uncertainty in @ of 1.4%.
Data at equivalence ratios of @ = (.75, 0.84, and
0.95 are given in Fig. 4B, and compared to numer-

200 250

(=1

0.7 0.8 ® 0.9 1

Fig. 4. (A) Flame speeds, S, ,.r. vs. strain rate. a. for a
@ = 0.75, methane-air flame. Extrapolation to zero
strain rate yields laminar flame speed estimate. S0, and
error bar. (B) Estimated laminar flame speeds of
methane-air flames (squares). Data by Yamaoka and
Tsuji (triangles) [20] and Vagelopoulos et al. (diamonds)
[21}. Numerical simulations use GRI-Mech 3.0 (line).

ical simulations and previous LDV-based data
[20,21]. The measurements agree with previous
data and, collectively, indicate lower flame speeds
than predicted.

The diagnostic suite is applied to methane-air
flames as a function of scaled separation distance,
L/d, and @. Table 1 lists the equivalence ratio,
scaled separation distance, and dilution for the
experiments reported here. The first subset of
experiments is at @ = 1.0, with variable L/d (Table
I(a)). A diluted methane-air flame is also studied
(Table 1(b)). Flame chemistry effects are probed at
L/d = 0.8 by varying equivalence ratio and dilu-
tion (Table I(c)). The dilution level is chosen to
maintain similar stretch conditions as mixture-
fraction is varied.

Figure 5 shows the results for a near-stoichi-
ometric (@ = 0.98) methane-air flame, at L/
d=10.6. CH profiles, obtained from 60-column
averages in single-exposure images, are normal-
ized by peak values. The simulation predicts flame
location with good agreement in both the flow
field and CH profile. Thermophoresis will cause
a particle drift in the high temperature-gradient
region of the flow [11]. Utilizing the simulated
temperature profile, thermophoretic corrections

Table |
Experimental conditions
@ Lid % 03: (0, + N3)
(a) 0.98 0.6 21.0
0.96 08 21.0
0.97 1.0 21.0
0.97 1.2 21.0
(b) 0.98 0.8 18.0
(c) 0.69 0.8 21.0
0.76 0.8 21.0
0.87 0.8 21.0
1.08 0.8 18.0
1.20 0.8 19.5
1.31 0.8 21.0
2.0 e TR ' [SSISARENA kA 2R
1.8 -
é 1.6 - 1
T 14f
g4 :
g 1L2F ,
5 1.0}
S~ e -y
= %%t PSV ]
‘E 0.6} Cantera velocity
= + Bemoulli velocity |
0 ! CH PLIF .
0.2 &\ Cantera CH profile
00 & S

6 7 B8

Fig. 5. @ = 0.98, L/d = 0.6, methane-air flame profiles.
Simulation boundary at £ = 5 mm.
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yielded a maximum error of 3% in the high gradi-
ent region of the velocity profile (preheat zone).
Velocity data in this region are used to visually as-
sess simulation predictions and these (small) ther-
mophoretic corrections are neglected; velocity
data in the cold-flow region, where a quadratic
is fit to determine flow boundary conditions, are
unaffected by thermophoresis.

To compare simulations with experiments, the
difference between measured and predicted peak
CH concentration location, Xy py iy and XCH, sime
scaled by the simulated CH layer thickness, dcyy,
is calculated. CH layer thicknesses are calculated
as the full width at half maximum (FWHM) of
Gaussian fits to simulated profiles. The difference
between xcy prig and Xcpy, gm is less than 0.1 dcn
in this case.

The scaled separation distance, L/d, is an
important flow parameter. Figure 6 shows the
results for a near-stoichiometric (¢ = 0.96) meth-
ane-air flame, at L/d = 0.8. Predicted and exper-
imental peak CH locations agree within 0.2 ¢y
for L/d=0.6, 1.0, and 1.2, and within 26cH
for L/d=0.8, at ®=1.0. Experimental and pre-
dicted CH peak locations exhibit reasonable
agreement at @ = 1.0, indicating good prediction
of strained flame location for a variety of im-
posed hydrodynamic fields. The variation of flow
conditions at constant @ indicates that the sim-
plified hydrodynamic model can capture the
experiment. For the remainder of this study.
the scaled separation distance is fixed at
Lld=0.38.

To investigate lame-temperature effects, a di-
luted @ = 0.98 flame is studied. Excess nitrogen
is added to the premixture to reduce the flame
temperature. Reasonable agreement was found
between measured and predicted velocity and
CH profiles, indicating that the simulations can
capture variations in flame heat release and atten-
dant temperature-dependent transport effects.

20 [Ty T T™ T T T i _'_'_':
A Sl
1.8 | 2 ]
5 1.6 I : >
— — '
14 ! 9 ]
gmE v
Sy ) 1
5 1.0 ! =
A ] L
- 08 ! 21
-b—_’- b L " ‘:D| PSV
g 06 F G0 e e Cantera velocity 7
— ~ ' - Bermoulli velocity
4 | i
20 |2 'f CH PLIF 4
0.2 + Cantera CH profile
0.0
0 1 2 3 4 5 6 7 8 9

x [mm]

Fig. 6. @ = 0.96, L/d = 0.8. methane-air flame profiles.
Simulation boundary at £ = 6 mm.
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Fig. 7. @ = 0.69, L/d= 0.8, methane-air lame profiles.
Simulation boundary at £ = 6 mm.

The difference between simulated and measured
CH peak locations is less than 28¢y.

Flame chemistry effects are probed by varying
@. Representative results are given in Figs. 7 and 8
that compare experimental and predicted profiles
for a lean and rich flame, respectively. For the
lean flame (® = 0.69), the predicted CH-profile is
located upstream of the experimental one, consis-
tent with an overprediction of strained-flame
speed. Correspondingly, post-flame velocity is
higher than that measured. For the rich flame
(@ = 1.31), good agreement is seen between exper-
iment and simulation. Far from stoichiometry, the
results are sensitive to inlet composition. A simu-
lated velocity profile with @ decreased by 1.4%
(the direction required for agreement) is also in-
cluded in Fig. 7. The 1.4% increment represents
the estimated maximum uncertainty in @. For
lean and rich flames, simulations exhibit high sen-
sitivity to the inlet composition and its measure-
ment uncertainty.

20 [ T T T T T T o, T ]
§ o PSV y
18 e Caniera velocity
516 - ———— Bemoulli velocity
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E 1Al  seesesass Cantera CH profile |
2 1
= i
U 1or ]
-?' 0.8
~
E 0.6 -
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’
0.2 /
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Fig. 8. @ =131, L/d = 0.8, methane-air flame profiles.
Simulation boundary at £ = 6 mm.
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Fig. 9. (A) Difference in measured (xcy pyye) and
predicted (xcyy m) peak locations of CH, scaled by the
simulated CH profile thickness (8¢yy), as a function of
equivalence ratio. (B) Experimental (closed) and simu-
lated (open) CH profile thicknesses (FWHM). Experi-
mental data are referenced to the @ = 0.96 undiluted
flame. Undiluted flames marked with triangles; diluted
flames with squares,

Results for methane-air flames over a range of
equivalence ratios are presented in Fig. 9. In an at-
tempt to reduce the number of parameters varied
between experiments, strong buring flames
(®=1.1, 1.2) are diluted with excess nitrogen to
maintain an approximately constant flame tem-
perature [22]. This permits a similar strain-field
to be established as equivalence ratio is varied,
allowing some decoupling of the various effects.
We note reasonable agreement for methane-air
flames, with a maximum scaled error between
measured and predicted CH peak locations of
~2.30¢y for the leanest flame (cf. Fig. 9A). Error
bars represent the results from simulations with @
increased and decreased by its maximum esti-
mated uncertainty of 1.4%. For the richest flame
(@ = 1.31), a solution could not be found with ®
increased by 1.4% and the error bar represents a
decrease of 1.4% in ®.

Figure 9B compares experimental and simu-
lated CH profile thicknesses, referenced to the
@ = 0.96 flame. Measured CH-profile thickness
is an ensemble average of the FWHM of individ-
ual Gaussian fits to single-exposure profiles (60-
column average over the. flat, central portion of
the flame). For the @ =096, L/d = 0.8 flame.
the measured CH-profile thickness is approxi-
mately twice the simulated value. The point
spread function (PSF) of the imaging system

and the true CH profile can be approximated by
Gaussians. A measured PLIF profile will then
also be a Gaussian that is a convolution of the
two, with a composite width (squared), 53, ,,., that
is the sum of the PSF, &5, and true CH profile,
S¢y» Widths squared, i.e., Opr 2 8y + 8%y PSF
width squared is estimated based on the undi-
luted, @ =0.96, L/d=0.8 flame by subtracting
the measured and simulated widths squared. This
PSF width is systematically applied to study the
difference between predicted and measured refer-
ence profile thicknesses as a function of equiva-
lence ratio. Figure 9B plots the mean FWHM
calculated from multiple shots, 700 <n < 1000,
and error bars (one standard deviation). Simula-
tions underpredict variations in 8¢y with @ and
dilution. Beam-steering, lensing, or profile-broad-
ening artifacts are estimated not to be significant,
or ®-dependent, and cannot account for this
discrepancy.

5. Conclusions

Combined PSV and CH PLIF diagnostics are
presented that yield high-accuracy measurements
of velocity fields and of the spatial extent of rela-
tive CH-concentration profiles. The new PSV
implementation requires very low particle loading.
resulting in minimal flame disturbances and
improving statistics in simultaneous PLIF mea-
surements. This implementation and analysis
methodology is validated through good agree-
ment with previous laminar flame-speed data
and detailed numerical simulations. Numerical
simulations overpredict laminar flame speeds for
lean flames.

The diagnostic suite facilitates investigation of
strained premixed flames, performed here for
methane-air mixtures, as a function of the noz-
zle-plate separation and equivalence ratio. Axial
velocity and CH profiles are extracted from PSV
and PLIF field data, and compared to one-dimen-
sional simulations. Strained flames are simulated
using a one-dimensional streamfunction approxi-
mation. with detailed chemistry (GRI-Mech 3.0)
and multi-component transport. The diagnostics
permit a complete boundary-condition specifica-
tion to the one-dimensional flow-transport-kinetic
model. allowing detailed comparisons of mea-
sured and predicted velocity and CH profiles in
strained stagnation flames.

Near-stoichiometric, strained, methane-air
flames are studied. as a function of the nozzle-
stagnation plate separation distance, to assess
the simplified hydrodynamic model employed.
Reasonable agreement is seen for all cases, pro-
vided cold-flow (upstream of the flame) boundary
conditions are specified from measurements.
Flame-temperature effects are probed by nitrogen
dilution. Results indicate that the simulations can
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capture the hydrodynamics, as well as effects
caused by variations in flame temperature.

Flames investigated over a range of composi-
tions used both undiluted air-methane mixtures
and diluted air-methane mixtures to maintain an
approximately constant post-flame temperature
rise. Along with the variation in L/d, these preli-
minary experiments targetl the convective, trans-
port, and kinetic components of the model.
Reasonable agreement is seen for methane-air
flames, with the results suggesting that flame
strength is slightly overpredicted, especially for
lean flames. The results from these preliminary
investigations suggest that a complete study
would provide further insight.
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tion (x.r) that corresponds to the midpoint of the trajec-
tory. As with any particle tracking method, such as
Particle Image Velocimetry (PIV), choosing an appropri-
ate Lagrangian time that is represented by the chopping
period in this technique can minimize error. In areas of
large curvature, the Lagrangian time must be small to
minimize the error introduced by approximating the pro-
files as piecewise lincar segments. Particle Streak Veloci-
metry can be used to extract data in high-curvature
regions of the flow in an equivalent manner to PIV, with
the data obtained from individual particle trajectories.
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Charge-Injection Noise in CCDs

Brian Kern

Abstract—An analysis of the noise associated with electronic
charge injection in charge-coupled devices (CCDs) is presented,
including the effects of diffusion currents. The capacitance of
the injection circuit determines the charge-injection noise, and
specification of the noise requires consideration of the quoted
capacitance; for large charge packets, the noise has a charac-
teristic variance of kT'C/2 or kTC, depending on whether the
capacitance is defined by microscopic (internal) or macroscopic
(external) potentials. The variance is Poissonian for small charge
packets. The noise values presented in this paper may serve as a
target when optimizing charge-injection operation of a CCD.

Index Terms—Charge-coupled devices (CCDs), diffusion
processes, MOSFETS, shot noise.

I. INTRODUCTION

HARGE-INJECTION circuits were a necessary compo-
C nent of the first charge-coupled devices (CCDs) when
their primary application was to serve as a memory device [1].
Charge-injection circuits generate charge packets whose sizes
are related to input voltages, allowing memory to be written.
After DRAM dominated the market for solid-state memory and
CCD-based memory development was largely abandoned, the
need for charge injection was mostly limited to diagnostic ap-
plications, and many CCD designs omitted any charge-injection
circuits.

There has been a renewed interest in electronic charge in-
jection with the optimization of CCDs for astronomical X-ray
imaging. X-ray CCDs have flown on sounding rockets [2] and
on the ASCA [3], XMM-Newton [4], Chandra [5], HETE-2 [6],
Swift (7], and Suzaku [8] X-ray satellites as well as the
failed SAC-B and Astro-E missions. X-ray CCDs are generally
intended to record individual isolated X-ray photons, whose
energy can be determined by the size of the charge packet
generated in a small number of neighboring pixels. Low charge
transfer efficiency (CTE) degrades this energy resolution, and
the CTE of CCDs in orbit degrades over time due to ra-
diation damage [9]. Electronic charge injection can be used
to fill those traps before the photogenerated signal charge is
collected and read out, improving CTE and restoring energy
resolution [10], [11]. However, charge-injection noise also de-
grades the energy resolution, so care must be taken to minimize
charge-injection noise for this technique to have a net benefit
on the energy resolution.

Using a MOSFET analogy, early theoretical calculations
predicted an injected-charge variance of 2/3 kT'C [12), [13],
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with ' being the characteristic capacitance of the potential well
into which the charge is injected. Of published measurements
of charge-injection noise, the lowest are approximately kTC
[14]-[16]. The “soft reset” of CMOS active pixel sensor (APS)
devices is similar to charge injection, and theory and experi-
ment have shown kT'C/2 levels of noise [17]. [18]. In recent
years, CCD read noise has dropped to the 1-3 e~ level, and
the charge packets being injected may be as small as tens of e~
prompting a refined analysis of the fundamental limit of charge-
injection noise.

This paper describes two calculations of charge-injection
noise appropriate to the conditions in which charge injection
is currently used. First, a one-dimensional (1-D) model is
described that allows a thorough algebraic analysis and admits
some insight into the process. Second, a two-dimensional (2-D)
model is described and solved numerically, with the intent that
this model should be relevant to the X-ray Imaging Spectrome-
ter (X1S) CCDs on board Suzaku [16].

Il. CHARGE INJECTION TECHNIQUE

Charge-injection is commonly performed using a “surface
potential equilibration” technique [19], which is commonly
referred to as “fill and spill.” An input diode and input gate
are added to the end of a serial register, as shown in Fig. 1.
The process involves three steps: fill, spill, and transfer. First,
the input diode is brought low, which fills the channel under the
input gate and the collecting well with electrons. Next, the input
diode is brought high, which allows the charge to spill back into
the diode. In the absence of diffusion, this spilling would stop
when the collecting-well potential equals the channel potential
under the input gate (equilibration). With diffusion present,
the spill continues beyond equilibration at a reduced current.
Last, at some predetermined time, the remaining charge is
transferred down the serial register as the injected charge. The
amount of charge injected is determined by the difference in the
externally applied voltages at the collecting well and the input
gate (Viy — Viz) and can be varied by changing either voltage
(or both).

If diffusion were negligible [no current in Fig. 1(c)], the
current flow would stop when the channel potentials are equal
(equilibration) (¢ = dw ), where ¢ and ¢y are the gate and
collecting-well channel potentials. The number of electrons in
the collecting well at equilibration [Ny = N(t5)] would be

No= Ny = C(Vw — Vi)/q (1)
where Vi and V;; are extemally applied voltages, and Ny, =
N(ty;) is the number of electrons in the collecting well when
serial transfer begins.

0018-9383/$20.00 © 2006 IEEE
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Fig. 1. Fill-and-spill sequence. The input diode and input gate are shown
attached to the end of an ordinary serial register (with phases S3, 1,52, etc.).
Broad white arrows show a change in channel potential due to a change in
the external gate or diode voliages; thin arrows show flow of electrons. In (a),
the input diode is pulsed low (up on the plot), filling the potential wells with
electrons. In (b), the input diode is brought high, allowing electrons to spill out
of the CCD. When the channel well potential equilibrates with the potential
under the input gate, at ¢ = 0, the number of electrons in the collecting well
is Ny. In (c), the spill operation continues, but the current is now dominated
by diffusion, which is shown with a shaded arrow. In (d), serial transfer begins
at time ¢y, carrying the remaining Ny, < Nj electrons out through the serial
register, as the injected charge.

Diffusion processes, however, play a dominant role in charge
injection. The diffusion processes involved have a natural ther-
mal scaling. The thermal potential ¢, is

or = kT/q (2)

where q is the electron charge. It will be assumed throughout
this analysis that the CCD is operated cooled to 150 K, giving
@y = 0.013 V. This potential also implies a thermal electron
number Ny, which is defined dimensionally as

N =Cor/q (3)
=kTC/q? 4)

where C is the characteristic capacitance of the collecting well.
The characteristic €' is very different for the 1-D and 2-D
models; N7 in this analysis ranges from 1000 for the 1-D model

2479

Input Diode Input Gate  Collecting Well
0\ '°|l o
o b i e
~
Falh
==
P
n
nol)= == ———————— _ _ _ _ _ _ _
x=) x={ x=2i
X —>

Fig. 2. Representative channel potential ¢, electron quasi-Fermi potential ¢y, ,
and electron density n, as functions of position, which are shown during a spill
operation once ¢w > de (ie., t > 0, after equilibration), for a 1-D model,
The dotted line in the top plot is electron quasi-Fermi potential ¢y, which is
continuous everywhere (even at x = 0). The electron density n has a constant
nonzero slope under the inpul gate.

to ~10 for a 2-D model (more closely approximating the real
world), depending on the operating conditions. Typical spill
operations may last on the order of microseconds; except where
noted otherwise, this analysis assumes f,, = | us, where t = 0
is defined by equilibration (the time between the beginning
of the spill and equilibration is negligible compared to 1 us).
As an order of magnitude assumption, the end result is that
No — Ny ~ 6—10 Ny, ie., the total charge spilled after
equilibration is several N-.

IIL. 1-D ANALYSIS

In 1-D. analogous to obsolete surface channel devices, the
channel potentials are nearly constant under each gate but
discontinuous between gates (see Fig. 2). The analysis pre-
sented here assumes that diffusion currents dominate over drift
currents, with a consistency check to justify this assumption.
The noise in the injected charge is then calculated.

A. I-D Current

The 1-D geometry, when ¢y > ¢ (i.e., after equilibration),
is shown in Fig. 2. The gates all have length  (/ is measured in
the z-direction). The channel potential ¢(r) is approximately
constant with ¢ except at gate boundaries; it takes on values of
D, ¢c, and ¢w in the channel under the input diode, input
gate, and collecting well, respectively. The electron density
n(z) at every point is defined by the channel potential ¢(z)
and the electron quasi-Fermi potential ¢, (z)

n(:r) = np e(vﬁ(:}-%{z)lldr (5)
where ng is the bulk concentration of electrons (i.e., Np

number density of donors, for n-type Si). The electron current,
incorporating both drift and diffusion components, is [20]

a
Jalz) = QPnn(I)aqbn(I) (6)

where J,, is the electron current density, and p,, is the electron
mobility. Approximately, in the collecting well, n is large,
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and (9/0z)¢, is small. Under the input gate, n is small, and
(0/0z ), is large (see Fig. 2).

The first assumption to be made, hereafter referred to as
(A1), is that the input diode is held high [¢p — ¢ > 100pr
(a few volts)], so that n(0") = n(07) e (¢0-96)/é7 0. The
second assumption (A2) is that the electron density under the
input gate is significantly smaller than that in the collecting well
(true shortly after equilibration), which is arbitrarily quantified
as ow — ¢ > 3 or.

The third assumption (A3) is that ¢(z) under the input gate
can be treated as a constant for 0 < z < [, i.e,, ¢(x) = ¢¢,
when evaluating (5). This implicitly assumes that diffusion
dominates. The fourth assumption (A4) is that J,, () is constant
for0 <z <l ie.,|q(3/0t)n| = |(8/0z)J,| < |J,./1|. Taking
all these assumptions together, the solution to (5) and (6) gives

n(zr) = n(l") z/l, forO0<z <. (7)
Approximating n(z) = ny as a constant with z for | < = < 2/
(i.e.. in the collecting well), which is a consequence of (A2)

n(l™) = nw e (bw—dc)/dr (8)

The number of electrons in the collecting well is then
N =whl ny (9)
=No —C (¢w — dc)/q (10)

where w and h are characteristic width and height (whose

values are not important). Here, N is not a function of = (it

is a sum over | < r < 2l) and always refers to the number

of electrons in the collecting well. This simplifies (7) for the

electron density under the input gate to

n(x) = (N/whl) N -No)/Nt /) (1)

Using a diffusion-only current equation [instead of the full
current in (6)] and (11), the current / under the input gate is

a
I =qD, wh an(:}

=(q/7p) N &N~ No)/Nr

(12)
(13)

where D, is the electron diffusion coefficient (Einstein relation
is D,, = pn,¢y), and 74, is the diffusion timescale

70 = 1¥/D,. (14)
Recognizing that I = —g(d/dt)N. (13) can be solved for N,
giving

I'(0, N/Nt) = I'(0, No/Nr) + t/1p e No/NT (15)

where I'(7,z) is the upper incomplete gamma function,
I(i,2) = [ e vy 'dy, and t is the elapsed time since equi-

librium (when N = N). Note that all the variables in (15) are
constant during a spill except for N and t.
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The gamma function in (15) has two simple limiting forms
for large and small N/N;-. For N/Ny > |

(0, N/Nt) ~e NNt /(N/N7)
N ~Ny— Nypln [((N/Ny)t/Tp + ”

(16)
(17

Note that N appears on both sides of this equation. For
N/Ny <1

(0, N/Nr) ~ — In(N/Nt) —

N ~ Nye [TONo/Nr)tt/rpe=No/NT 44

(18)

(19)

where 7 is the Euler-Mascheroni constant (y = 0.577). The
general features of these approximations are that for large
N/Ny, N decreases nearly logarithmically in time, and for
small N/Nr, N is exponential with time. At a given time, for
large N/Nr, (17) gives a value of N that is strictly larger than
the true N from (15), and for small N/N., (19) gives a value
of N that is strictly smaller than the true N.

The second assumption (A2) listed above required that ¢y —
¢ > 3¢y, which is rewritten as Ny — N > 3N,-. This does
not preclude the injection of small charge packets: for t,, —
1 ps, No = 3300 (Np = 3.3Nr) gives Ny, = 1. A spill opera-
tion beginning with Ny = 3300 ceases to violate assumption
(A2) after 150 ns, so even in this most restrictive practical
case (Ny; = 1), the majority of the 1-us spill time is spent in
agreement with the assumption.

To confirm Assumption (A3) by calculating the drift currents
under the input gate, the electron densities given by (11) are
assumed to give rise to small deviations of ¢(z) from ¢¢ that
create electric fields (self-induced drift)

#(z,t) = 6 — [q NN /] (2 /1), (20)

The ratio of drift to diffusion currents R, which must satisfy
R < 110 justify (A3) neglecting the deviations in ¢(z), is

a a
< (N/Nr)elN-No)/Nz (22)

where the variation of n/(3/0z)n with z is ignored (it is eval-
uated at its maximum, for x = [). Because R is monotonically
increasing with NV, and (17) gives N strictly larger than those
of (15), evaluating (22) using N from (17) gives a sufficient
constraint. Combining (17) and (22), after some rearranging.
the constraint R < 1 is guaranteed whent > 7.

The assumption that the current is constant under the input
gate (Ad)is |q(0/0t)n| = |(8/8x)J,| < |J,/1|. Since J,, /I =
I/(whl) = —(q/whl)(d/dt)N, (A4) becomes

d
(N-No)/N
‘q/(wh!)— (N e "")

< Iq/(whz)dijw‘ 23)

(N/Ng + 1) eN-No)/Nr o | (24)
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The difference between this equation and (22), which is the
constraint on (A3), will be ignored here because t > 7p is
exceeded by factors of > 100 for the times of interest.

The constraints imposed by the four itemized assumptions
(A1)—(A4), are summarized here:

(Al) ép — b > 148 o1 (25)
(A2) Ngo—- N >3Nr (26)
(A3) t>71p (27)
(A4) L >71p. (28)

In all practical cases, these conditions are all met for the
majority of the spill time.

B. 1-D Injection Noise

Because diffusion currents carry the charge during most of
the spill operation, the current noise is shot noise. The diffusion
current at the input gate/input diode boundary flows only in one
direction (reverse current is smaller by > €'%%), which is anal-
ogous to a saturated weakly inverted (subthreshold) MOSFET
or a saturated reverse-biased p—n junction diode. As such, the
shot noise comes from the current flowing in only one direction
(half the unsaturated shot noise), and the noise current Al has
autocorrelation

(AI(AI(")) = qI(t")o(t' —t") (29)
where 4 is the Dirac delta function [21]-[23].

The analysis of noise in the spill operation cannot be per-
formed in the frequency domain, as the spill operation is not
periodic (it never reaches a steady-state equilibrium), and the
instantaneous current noise is a function of the (nonperiodic)
current. Following exactly the prescription of Demir et al. [24]
for time-domain analysis of a circuit with additive white noise,
we assume that the current noise is a perturbation on the noise-
free behavior, and we write a stochastic differential equation
relating the noise-free NV to a stochastic process

d 2 d 7, G Lk
EN—(FN/EN)N-P(—:EN) v=0 (30)

where v is a standard white Gaussian stochastic process. There
is a corresponding ordinary differential equation specifying
the evolution of the integrated time-dependent noise variance
K(t) = (AN(t)?)

d? d d
tdt=2( N/ EN) k- L.
dK/dt = 2 (dt?N/diA) K dtI (31

Given a functional form for N and an initial value for K, (31)
can be solved to determine the noise at any time . Equation (31)
is evaluated for a range of values of Ny, assuming Ny = 1000,
7p = 6 ns, and t,, = 1 usin Fig. 3.
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Fig. 3. Variance of number of electrons injected (AN2) versus injected
charge Ny, fora I-D device. The solid line represents (A N2 ) and is referenced
both on the left y-axis in electron counts and on the right y-axis normalized
by Nt = kTC/q?. The dashed line references only the right y-axis and
is (ANZ) normalized by kT'Coxt /g?. with the exteral capacitance Clox,
defined relative to the external voltages rather than the internal potentials,
Horizontal arrows denote which y-axis labels apply to each plot. The dotted
line shows the asymptotic value of AN2 /Np = 1/2,

There are two useful limiting cases of (31): for N/Np >
I and for N/N7 < 1. When N/Ny > land t/7p > 1, (17)
gives (d/dt)N ~ —N /t, and assuming K (0) = 0

(AN(t)*) = Ny /2. (32)
When N/Ny < 1, (19) gives
(AN(t)?) = N(t). (33)

In both of these cases, the form of (31) makes the dependence
of K(t) on K(0) decay exponentially on timescales of 7p
(note that (d?/dt?*)N/(d/dt)N < 0), so K(0) can safely be
set to zero without practical consequences. To summarize,
the diffusion noise leaves large charge packets with kT°C/2
variance and small charge packets with Poisson variance.

The capacitance C in (4) and (10) has been assumed to
be constant at all times and for all values of N. This capaci-
tance is essentially defined by C = qdN/d¢w [see (10)]. The
collecting-well potential ¢y is not measurable extemnally. If
one defines an external capacitance as Coxy = g(dNy; /dViy ),
where Vi is the externally applied collecting-well voltage, the
noise follows the dashed line in Fig. 3, which is much closer to
(ANZ) = (112)kTCouxi /¢*. The values of C,y, used in Fig. 3
were calculated numerically from (15).

IV. 2-D ANALYSIS

The 2-D analysis is complicated by the fact that the potentials
in the buried channel cannot be approximated algebraically
from the applied gate voltages, but must be approximated
numerically in r, across gate structures, and in z, perpendicular
to the CCD surface. The calculations estimate the potentials,
electron densities, and current densities in two dimensions as a
function of applied gate voltages and total number of electrons
in the collecting well.
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A. lterative Analysis Procedure

The continuous spilling of electrons is calculated here at
a number of snapshots in time, calculating the instantaneous
potentials, electron densities, and currents at each snapshot.
The time between snapshots is then estimated from the instan-
taneous current densities and the change in electron densities
between snapshots.

The instantaneous potentials, electron densities, and current
densities are determined iteratively in three steps. First, given
the gate voltages and an estimate of the electron densities, the
potentials are calculated using Gauss' law. Second, given the
potentials and electron densities, the electron quasi-Fermi po-
tentials can be determined, which determine the currents. Third,
the currents are integrated for a very short time to determine the
changes in the electron densities, which are then renormalized
to the total number of electrons in the collecting well, and
fed back into the first step. The time for irregular distributions
of electrons and current in 2-D to relax to a quasi-steady
state solution, where the current is limited by flow over the
input gate, is short compared to the time for the total electron
population in the collecting well to decrease significantly. As
such, from arbitrary initial distributions for an individual snap-
shot, iterating these three steps will yield a quasi-steady state
solution that accurately represents the instantaneous conditions
(potentials, electron, and current densities). It is worth noting
that the thermal electron number Ny is not constant here, as
the capacitance varies strongly with N.

B. Numerical-Analysis Results

The geometry assumed throughout this analysis was intended
to represent the CCDs in the XIS instrument on Suzaku. These
are deep-depletion CCDs on high-resistivity silicon, which are
approximated here with abrupt p-n junctions, with a donor
number density of Np = 2 x 10'® cm~* to a depth of 0.6 um,
and an acceptor number density Ny = 5 x 10" ¢cm~2 extend-
ing to the substrate. A 0.1-p-thick SiO, layer separates the gates
from the silicon. The width of the collecting well is half that
of the input diode and input gate at 3 um instead of 6 pm.
During the spill operation, the gate voltages were held fixed,
with Vp = 8 V (the input diode is held high), V¢ = 5 V, and
Vg1 = 0V (Vs acts as a barrier phase until serial transfer, as in
Fig. 1). For a given charge-injection cycle, Vi is constant and
determines the number of electrons in the collecting well as a
function of time. In this analysis, Viy- ranged from 5.5 to 8 V.
In practice, it would likely be more practical to hold Viy fixed
and vary Vi to control the charge injection, but the results
should depend almost exclusively on Viy —V;.

The calculated 2-D potentials show maxima that are confined
to a narrow range of = (the depth dimension). As such, the
pertinent variations in physical parameters can be plotted in
one dimension . A sample plot of potential and electron quasi-
Fermi potential is shown in Fig. 4.

After a series of snapshot, quasi-steady state solutions for
different Viy and N are calculated, the elapsed time between
successive snapshots is estimated from the calculated currents.
Given a total spill time. which is t,; = 1 ps in this case, a
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Fig. 4. Sample plot of potential (solid) and electron quasi-Fermi potential
(dashed) versus x (across gates) for Viyr = 5.62VandVz = SVatty, = | ps
for a 2-D device. This is calculated at 1" = 150 K and corresponds to Ny, =
106. The input gate extends from = = 0 ym to x = 6 um, and the collecting
well extends from = = 6 pm to x = 9 um. In the region of the input gate for
x < 3 um, which is not plotted here, the electric fields are large and the electron
densities are very small; the electrons that diffuse over the potential minimum
at x ~5um are quickly carried away by the electric fields (there is no return
current). Note that the electrons are confined to a small region near = ~6.5um:
the collecting-well capacitance decreases as NV decreases.
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Fig. 5. Noise variance of the injected charge (ANZ2) versus the injected
charge Ny for a 2-D calculation. The solid line represents (AN;",) measured in
electrons, referenced only 1o the left y-axis, the dashed line represents (AN2 )
normalized by Ciye, referenced only to the right y-axis, and the dotted line
represents (ANZ) normalized by Cext, referenced only to the right y-axis.
Hornizontal arrows denote which y-axis labels apply to each plot. It is not known
if the deviations of (ANZ2 ) / (kT Cext /q?) from unity (dotted line) are anifacts
of the numerical analysis.

one-to-one relationship is established between gate voltages
and number of electrons Ny, remaining at the end of the spill
operation.

The noise can be calculated from the numerical estimates of
current versus time. As in the 1-D analysis, the first step is to
determine the conditions under which the current is dominated
by diffusion. Calculating the ratio of drift to diffusion currents
R using (21), for all cases considered here, the currents become
diffusion dominated (R < 1) by t ~1Ins. Comparing this to
tyy = 1 ps, it is safe to say that the currents are diffusion
dominated under all conditions.

The noise variance, which is calculated according to (31),
is shown in Fig. 5 along with the noise variance normalized
by two different estimates of the capacitance. The internal
capacitance can be defined by Cy,,, = g9N /3¢y and evaluated
at t = ty,;. The external capacitance can be defined by Cy, =
qdN,; /dV\y . The asymptotic behavior for large V,; normalized
to Cipy is (AN2) = (1/2)kTCiny /q*. When normalized by
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Coxts (AN2) 22 KT'Copif q* for nearly all cases. For small Ny,
(ANZ) ~ Ny, just as in the 1-D case.

V. DISCUSSION

For virtually all charge-injection levels of interest, where the
injected charge is on the order of thousands of electrons or less
and the spill time is on the order of microseconds, the currents
during the spill operation are dominated by diffusion. The
noise in the injected charge is then govemed by shot noise,
resulting in a noise variance of KTC/2 for one choice of
capacitance. In a 2-D analysis, however, the only measurable
capacitance Cl,y, defined by varying the input voltages and
examining the resulting injected charge normalizes the noise
variance 1o kT'Cly,.

At a practical level, these answers are not dramatically dif-
ferent from the previously calculated (2/3)kT'C using strongly
inverted MOSFET analogies [12], [13], and the (1/2)kTC
large-signal answer agrees with the analysis of soft resets of
CMOS APS devices [17], [18]. As with the APS soft-reset
analyses, the drift currents are negligible compared to the dif-
fusion currents (analogous to weakly inverted MOSFETS), but
this analysis points out the need to carefully define the pertinent
capacitance C'. For small charge packets, this analysis predicts
Poisson variance, as is predicted for APS soft resets [18].

The actual behavior of the XIS CCDs, which this analysis
intended to represent, is reported by Prigozhin et al. [16] to
show ~kT'Cex, noise (see [16, Fig. 3]). Their reported per-
formance does not extend much below Ny, = 100, where this
analysis would predict Poisson variance, so this prediction re-
mains untested. While CCD geometry and operating conditions
analyzed here differ somewhat from the actual XIS CCDs, and
this analysis extends only to two dimensions, the prediction of
kTC noise (as opposed to kT'C/2) is in modest agreement,
although exact numerical correspondence is loose.

The analysis presented here is derived purely from first
principles of charge transport, using electron quasi-Fermi po-
tentials to calculate both drift and diffusive currents, showing
that diffusion dominates and presenting a noise analysis of the
diffusion currents. This approach differs from the APS soft-
reset analyses in that their calculations have used a MOSFET
analogy, which should be applicable but tend to obscure the me-
chanics (diffusion) of the processes, and the noise calculations
rely on implicit assumptions that may not be obvious (absence
of shont-channel effects, etc.).

The approach taken in this analysis also applies to CCD
blooming calculations, where diffusion carries charge over
potential barriers, as has been calculated by rules-of-thumb [1]
and more careful analysis [25]. However, both these blooming
analyses invoked thermionic emission as the mechanism gov-
eming the current flow between buried channels at different
potentials; simple drift-diffusion transport is the mechanism,
as is captured consistently with quasi-Fermi potentials, while
thermionic emission is applicable to the current flow across
an interface between dissimilar media. In related contexts, the
standard thermionic formulation can lead to inconsistencies
for small barrier heights (below kT/q) [26]. as when the
“interface” is between similar (or. in this case, identical) media.
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The blooming analyses cited here are unchanged by using a
drift-diffusion formulation, but as a semantic note, the deriva-
tion of currents should invoke diffusion rather than thermionic
emission.
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Abstract Particle-velocimetry techniques typically rely
on the assumption that particle velocities match fluid
velocities. However, this assumption may be invalid if
external forces or inertia cause the particle motion to
differ from that of the flow. In this paper, particle mo-
tion through premixed stagnation flames is modeled,
including Stokes-drag and thermophoretic forces. The
finite time interval employed in particle-tracking tech-
niques can act as a low-pass filter in flow regions with
large curvature in the velocity field. To account for this
effect, the modeled-particle-tracking profile for a speci-
fied time interval is estimated from the predicted particle
position in time and compared to measurements. The
implementation presented here is applicable to other
simulated flow fields and allows direct comparisons with
particle-velocimetry measurements. Expressions are also
derived that allow particle-tracking data to be corrected
for these effects.

1 Introduction

Particle-tracking techniques, such as particle image ve-
locimetry (PIV) and particle streak velocimetry (PSV),
rely on the measurement of the spatial displacement of a
particle over a specified time interval (e.g., Adrian 1991).
Most implementations assume that particle velocities
match fluid velocities. However, particle-inertia, external
forces, and possibly other effects may invalidate this
assumption. The work presented here derives from
studies of premixed flames in stagnation flows, where
PSV is utilized to estimate axial velocities along the
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centerline of strained premixed flames, augmented by
planar laser induced fluorescence (PLIF) of CH radicals
in the reaction zone (Bergthorson et al. 2005). Experi-
mental data are compared to numerical predictions using
the Cantera software package (Goodwin 2003). The
simulations rely on a one-dimensional hydrodynamic
model, with detailed chemistry models, multicomponent
transport, and suitable boundary conditions. For the
methane-air flames in this paper, the GRI-Mech 3.0
chemical-thermal-transport model (Smith et al. 2006) is
utilized to simulate the stagnation-flame profiles.

A schematic of the stagnation-flame experimental
geometry and a sample PSV image are given in Fig. 1.
Flames generate regions with high spatial gradients and
curvature in the velocity, density, and temperature fields.
The flow field of a premixed stagnation flame can be
described as arising from two stagnation flows joined
through a region of high acceleration due to dilatation
from the flame heat release (see Fig. 2). The dilatation in
the flame preheat zone and the (cold) primary stagnation
flow produce a local velocity minimum upstream of the
flame, while the dilatation and the (hot) secondary
stagnation flow produce a local maximum in the velocity
field downstream of the flame. The large gradients that
arise in the flame-front and wall thermal-viscous
boundary-layer regions challenge particle-velocimetry
techniques. Particles may lag the flow in high-velocity-
gradient regions because of their inertia. Large temper-
ature gradients impose thermophoretic forces in a
direction opposite the temperature gradient. In addition,
the finite time interval employed in particle-tracking
techniques can act as a low-pass filter, but is dictated by
cold-flow measurement requirements upstream of the
flame. In aggregate, such effects can lead to systematic
measurement errors and uncertainties.

Errors attributable to particle-inertia effects have
been widely studied. Gilbert et al. (1955) investigated the
velocity lag of particles through the reaction zone of a
laminar flame. These authors solved the equation of
particle motion, with the Stokes drag term as the only
force, for the case of a linearly varying flow field and
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Fig. 1 Left: Sketch of stagnation-flame experimental geometry. Right: sample PSV image in a &=0.8, methane-air flame. Position
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found significant lag in the reaction zone, even for small
particles. Haghgooie et al. (1986) investigated laser
Doppler velocimetry (LDV) techniques in turbulent
flows and found that particles of 1 or 2 um in diameter
should adequately follow velocity fluctuations in the
flow up to 10 or 2 kHz respectively. Samimy and Lele
(1991) studied the behavior of particles in a compressible
shear layer, and recommend that the ratio of the Stokes
time (see Eq. 13) to the flow time be kept below 0.05 for
accurate flow visualizations. Melling (1997) discusses
tracer particles and seeding for PIV and finds that a
maximum particle size of 1 pm is required to achieve a
frequency response of 10 kHz, in accord with the find-
ings of Haghgooie et al. (1986).

In combustion, additional considerations arise be-
cause of large temperature variations in the flow. The
high spatial temperature gradients produce thermoph-
oretic forces that influence particle motion through the
reaction zone. This thermophoretic force results from
the momentum imbalance between faster molecules
striking the hot side of the particle and slower mole-
cules colliding with the cold side of the particle. The
momentum difference per unit time produces a net force
that drives the particle away from the high-temperature
region of the flow (see Talbot 1980). Sung et al. (1994)
studied thermophoretic effects on seeding particles in
LDV measurements of counterflow premixed flames.
They found significant lag between the fluid and par-
ticle velocities in the preheat zone of the flame. In a
subsequent study, Sung etal. (1996) studied lean
methane-air flames and compared measured velocity
profiles, using LDV, to simulated velocity profiles.
These authors noted discrepancies between measure-
ment and simulation in the reaction zone and the region

—u is plotted in all figures. Increasing particle time corresponds to

of the velocity maximum (high-temperature zone). They
also compared their measurements to a velocity profile
corrected for the effects of particle inertia and ther-
mophoresis. The corrections bring the predicted and
experimental profiles closer together, although the
corrected profiles are still at variance with measure-
ments in the region of maximum velocity. Using similar
techniques, Jackson etal. (2003) compared laser
Doppler velocimetry measurements in premixed meth-
ane-hydrogen counterflow flames at high strain rates to
simulated velocity profiles and predicted particle pro-
files. Inclusion of inertial and thermophoretic effects in
the particle profiles brings measurement and prediction
into closer agreement, but the profiles again remain at
variance in the region of maximum velocity. Egolfo-
poulos and Campbell (1999) studied dusty reacting
flows numerically with thermal coupling between the
gas and solid phases. They found that thermophoresis is
significant for micron-sized particles in flames. Gravi-
tational effects were found to be small for particles
smaller than 5 um. Stella et al. (2001) investigated the
application of PIV to combusting flows. They found
that thermophoretic effects were significant for micron-
sized particles, but noted that the main effect was a shift
between the particle and fluid velocity profiles. These
authors also discuss other sources of error that need to
be considered when investigating turbulent reacting
flows. Specifically, non-homogeneity and time-depen-
dence of the refractive-index field was investigated as a
source of light-sheet deflection, or beam steering, as
well as image distortion. These authors find that at the
laboratory scale, uncertainties associated with beam-
steering effects can be neglected. The image distortion
effect is only experienced in flames with time-dependent



index-of-refraction fields, and thus can be neglected in
studies of steady laminar flames, such as those reported
here.

In this paper, particle motion through the flow field
of premixed stagnation flames is modeled in terms of
Stokes drag and thermophoretic forces. For a given
particle size and density, this yields a predicted particle
velocity profile derived from the simulated (fluid) flow
fields. From the predicted particle location in time, the
profile measured by the particle-tracking technique for
any chosen time interval can be estimated. The
resulting modeled-particle-tracking (modeled-PT) pro-
file can then be directly compared to measurements.
The implementation is not flow-specific and may be
applied to other simulated flows to permit direct com-
parison with particle-tracking velocimetry experi-
ments. In addition, expressions are derived that allow
particle-tracking velocimetry data to be corrected
for particle-inertia and finite particle-track interval
effects.

2 Particle motion in high-gradient/high-curvature flows

The equation of motion for a (fixed-mass) particle can
be expressed using Newton's Second Law as

du
ZF—‘-'-MPQP—MP"C%. (I)

where Z F is the sum of the forces acting on the particle,
my=mnp, df,jb is the mass for a spherical particle, p,, is
the particle density, d, is the particle diameter, a, is the
particle acceleration, and u, is the particle velocity. For
solid particles in gas-phase flows, fluid density is almost
three orders of magnitude lower than particle density,
and force terms containing the gas density (e.g., appar-
ent-mass, unsteady-drag) can be neglected (Sung et al.
1994). The forces acting on the particle that must be
considered are,

Z:F =Fg + Fsp + Frp. (2)

where Fg=m,go=—e3 m, go is the gravitational force
(for a particle traveling upward, along e;), Fsp is the
Stokes-drag force, and Fyp is the thermophoretic force.
For flows typical of laminar flames, ap=|ay|> go, as
particles are subject to accelerations in the range a, =
10%-10* m/s?, or more, compared to go = 10 m/s>. For
micron-sized particles in stagnation flames, the gravita-
tional force may be neglected (Egolfopoulos and
Campbell 1999). The resulting equation of motion for a
particle in one dimension then becomes
mpi"_,; = Fsp + Frp. (3)
dr

The ability of a particle to accurately track the flow
through a stagnation flame depends on its inertia and
the local Stokes-drag and thermophoretic forces.

2.1 Stokes drag

The drag force exerted on a sphere in low Reynolds
number flow was first described by Stokes in 1851. To
account for rare-gas (Knudsen-number) effects, the
Stokes drag formula is typically modified to introduce a
slip factor (Allen and Raabe 1985) given by,

—3nudy(up — ur)

Fsp =
Ckw

4)
where g is the fluid viscosity, dj, is the particle diameter,
u, and wur are the particle and (local) fluid velocities,
respectively, and

Cuwr= 14 Ko [u " ﬁexp(l_(—:)] (5)
is the Knudsen—Weber slip-correction factor. In this
expression, Kn is the Knudsen number, and a=1.142,
f=0.558, and y=0.999 are empirical (best-fit) constants
(Allen and Raabe 1985). The Knudsen number is defined
as the ratio of the mean free path, 4, to the length scale
of the flow, e.g., r,=dp/2, the particle radius, i.e.,
Kn = 2 = 2—1

o dp

(6)

In this work, we follow Talbot et al. (1980) and use the
viscosity-based value for the mean free path,

2u
P =—, 7
§ prc 0
where pris the fluid density and

g=fal
n

1s the mean molecular speed of the gas mixture
(Talbot et al. 1980). In this expression, T is the fluid
temperature, Ry,=R,/M is the specific gas constant,
R,=8,314 J/(kmol K) is the universal gas constant, and
M is the mean molar mass (molecular weight) of the gas
mixture.

(8)

2.2 Particle lag in a uniform velocity gradient

A particle in a flow with a uniform velocity gradient,
d ug/dx=constant =, experiences an acceleration of,
dup  dupdx

= —t P, o

P T dep dt - dx T ®)
where x,(1) is the particle position in time. A particle in
this flow will move toward the stagnation point,
x=0 mm, and thus the velocity is negative («= dx/ds < 0).
In this paper, —u is plotted in the figures to make the
velocity profiles positive. In uniform-temperature flow,
the Stokes drag is the only active force (Fp=0), and the
ratio of particle-to-fluid velocity can be estimated as,
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is the particle Stokes time. For a particle decelerating in
a stagnation flow, ¢ <0, and particle velocity exceeds
that of the fluid. Good particle tracking requires (Cyw
ts 0)<1. The dimensionless product provides a first-
order estimate for the fractional difference between
particle and fluid velocities. From a measured (particle)
velocity and velocity gradient at any point in the flow,
fluid velocity can be calculated using Eq. 12. Particle lag
exhibits a d;z, dependence on particle size (Eq. 13), as
often noted.

2.3 Particle-inertia effects

Figure 2 shows the effect of increasing particle size on
estimated particle velocity profiles in a near-stoichi-
ometric (?=0.9) methane-air stagnation-point pre-
mixed flame. Four representative particles are assumed:
a | pm alumina particle (p,= 3,830 kg/m’), and cera-
mic microspheres 3, 5, and 7pm in diameter
(pp= 2,400 kg/m?). Fluid velocity, temperature, species,
and other profiles are solved for this flame using the
Cantera software package (Goodwin 2003), with
multicomponent transport and the GRI-Mech 3.0
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Fig. 2 Velocity profiles in a @ =0.9 premixed methane-air flame
considering Stokes drag only (Frp =0). Solid line simulated velocity
profile (u; vs. x). Particle velocity profiles (up, vs. x,) for different
particle diameters: long-dash d, = 1 pm. short-dash d, =3 pm, dash-
dot d, =S5 pm, and dot d,=7 pm

chemical-thermal-transport model (Smith et al. 2006).
The simulation boundary conditions are derived from
experimental measurements of stagnation flames
(Bergthorson et al. 2005). In the experiments, premixed
fuel and air exit from a contoured nozzle 10 mm in
diameter. The flow impinges on a temperature-con-
trolled (water-cooled) stagnation plate. The measured
wall temperature is specified at the stagnation point,
x=0 mm, as well as u{0)=dug/dx(0)=0. For this flow,
the simulation inlet is located at x=6 mm and the
nozzle is at x=8 mm. The gas composition is controlled
and measured with mass flow meters and specified at
the simulation inlet. The velocity and velocity gradient
at the simulation inlet are specified from parabolic fits
to the PSV data in the cold-flow region of the profile,
where a parabola is the analytical solution to the one-
dimensional hydrodynamic model (Bergthorson et al.
2005). The inlet velocity specified in the simulations is
corrected for particle lag using Eq. 12. Particle motion
is solved using a Lagrangian technique to integrate
particle position, velocity, and acceleration as a func-
tion of time through the simulated flame fields, with the
particle initialized at x=6 mm at r=0. For this figure,
Eq.3 was used with Frp=0. The initial particle
velocity is given using Eq. 12. The initial acceleration
can be estimated from the Stokes drag to be
ap(t=0)==3n p d, (u, — u)/(Cxw my). As expected,
particle lag increases in regions of high velocity gradi-
ents and with increasing particle size.

2.4 Thermophoretic force

The thermophoretic force is felt by a particle as it travels
through a high-temperature-gradient region, as occurs
in a premixed flame front where gradients can reach
10® K/m. Measurements of the thermophoretic effect are
difficult, experimental data with which to validate theory
are sparse, and data and theories remain controversial
(e.g., Talbot 1980; Santachiara et al. 2002). However,
the different formulations basically predict similar
behavior and vary only in the (constant) scaling factors
(Bergthorson 2005, Sect. A.3). In this work, we follow
previous combustion investigators and utilize the Brock-
Talbot formulation of the thermophoretic force (e.g..
Sung et al. 1994; Egolfopoulos and Campbell 1999).

In the slip-flow regime, Kn <1, Brock (1962) derived
an expression for the thermophoretic force using a
hydrodynamic analysis with appropriate slip boundary
conditions. The thermophoretic force can be expressed
as

6npvdy Cs(xr/Kp + CKn) VA
(1+ 3CuKn)(1 + 2x(/Kp + 2CiKn) T '

Fahe: (14)
where v = u/p; is the gas kinematic viscosity, xr and Kp
are the fluid and particle thermal conductivities, and C,,
Cwm, and C, are the thermal slip, momentum exchange,
and thermal exchange coefficients specified by the kinetic



theory of gases (Talbot et al. 1980). For polyatomic
gases, one should use the translational thermal con-
ductivity,

Ki =Ky = ERE,!L (15)
4

In the original analysis (Brock 1962), a value of C,=3/4
was used but yielded poor agreement with experiment
(Talbot 1980; Talbot et al. 1980). Talbot et al. proposed
using Eq. 14 as a “fitting formula™ throughout the entire
range of Knudsen numbers, and suggested C,=1.17,
Cn=1.14, and C,=2.18 as the best values from kinetic
theory. With these values, the modified Brock theory
gave the best agreement with their experimental results.

Particle velocity profiles inferred from the combined
influence of Stokes drag and thermophoretic forces for
several representative particles are depicted in Fig. 3.
Particle velocity profiles are calculated by integrating
Eq. 3 in time, evaluating the location, velocity, and
acceleration of the particle at each time step. The slip-
corrected form of the Stokes drag (Eq. 4) and the Brock-
Talbot expression for the thermophoretic force (Eq. 14)
are used to simulate particle motion. The temperature,
temperature gradient, fluid viscosity, mean molar mass,
and other profiles are interpolated from simulated
stagnation-flame profiles at the particle location, at each
time step. The gas translational thermal conductivity is
calculated from the viscosity and the mean molar mass
according to Eq. 15. The thermal conductivity of the
aluminum-oxide (Al,0,) particles, Kp. is taken from
standard tables (Incropera and DeWitt 1990: Table
A.2). Due to the small size and high thermal conduc-
tivity of the particles, their temperature is assumed equal
to the local gas temperature. The initial particle velocity
is given by Eq. 12 at the inlet to the simulation domain
(x=6 mm), using the simulated fluid velocity and
velocity gradient values. In the cold-flow region,
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Fig. 3 Velocity profiles in a @=0.9 premixed methane-air flame
considering Stokes-drag and thermophoretic forces. Solid line simu-
lated velocity profile (4 vs. x). Particle velocity profiles (up vs. x,)
for different particle diameters: long-dash d,=1 pm. short-dash
dy =3 pm. dash-dot d,= S pm. and dot d,=7 pm

thermophoretic forces are negligible, and the initial
acceleration can be estimated from the Stokes drag as,
ap(1=0)==3np d, (u, — up)/(Cxw my). Increased lag is
evident for the larger particles. Particle velocity profiles
do not go to zero in the near-wall region because of
thermophoretic forces imposed by the temperature gra-
dient between the hot post-flame products and the
cooled stagnation surface.

3 Finite particle-track interval effects

Velocities inferred by particle-velocimetry techniques
may not match fluid velocities even if particles accu-
rately track the flow. This is especially true in flows with
large spatial variations (high-gradient and high-curva-
ture regions) in the velocity field, as in flames. The time
interval between particle images can act as a low-pass
filter on measured profiles. To account for this effect, the
predicted particle location in time, xp (1), determined
using the Lagrangian technique discussed above, can be
used to model the experimental analysis technique.

Choosing a time interval, t, allows the modeled-PT
velocity field, upt (xpy), to be estimated as,

xp(t + 1) — x5 (1)

IJPT(XPT):"'—T—'—-—. “6)
where,
_Xp(t+ 1) +xp(1) (17)

2

is the position at which the particle-tracking velocity
estimate is placed, taken as the average location of the
start and end of the particle trajectory over the
Lagrangian time interval, t. These expressions can be
evaluated for each time step in the particle-motion
integration, resulting in a spatially smooth modeled-PT
profile. As the Lagrangian time interval, 1, is made
arbitrarily small, wpr(xpy) will converge to up(x,).
However, for finite Lagrangian times, the particle-
tracking velocity estimate will not match the particle
velocity as a result of spatial averaging of the velocity
profiles. Unfortunately,  cannot be made arbitrarily
small because the particle displacement, Axp, in the time
interval, r, must be sufficiently large in units of the
detector spatial resolution to facilitate its estimation.
Typically, t is chosen to ensure that the minimum
velocities of interest can be accurately measured,
imposing dynamic-range limitations on the measured
flow field. To illustrate the effect of finite particle-track
interval, a particle is tracked through the same flame as
in Figs. 2 and 3. The velocity profile as a function of
time in the particle frame is given in Fig. 4. Various
particle-track intervals, 7, applied to the particle posi-
tion-time profile yield the results in Fig. 5. As t in-
creases, modeled-PT profiles deviate from the particle
velocity field in the post-flame region. This flow region
is characterized by high velocities and high curvature of
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Fig. 5 Particle-tracking profiles (upr vs. xpr) in a premixed
methane-air flame (®=0.9) for various particle-track intervals.
Solid line calculated parucle velocity profile (u, versus x,.
d,=3 pm, p,=2400 kg/m®); long dash line (}st. dash line
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the velocity field, both of which contribute to the
reduced accuracy of the particle technique in this zone.
The particle-tracking technique acts as a low-pass filter
that performs a moving average of the velocity over an
axial distance proportional to the fluid velocity at that
point. In Fig. 5, the largest values of the particle-track
interval, 7, are mcluded to illustrate the low-pass fil-
tering effect on the profiles when measurements are
performed with inadequate spatial resolution. These
conditions should be avoided in experimental imple-
mentations.

3.1 Modeled-particle-tracking (modeled-PT) summary

The motion of a particle through a simulated stagna-
tion-point flame is modeled using Eq. 3. A particle is

released at the inlet of the simulation domain at =0,
and particle position, xp(f), velocity, wuy(f), and
acceleration, a(t), are solved as a function of time.
Appropriate choices of up(1=0) and a,(t=0) can remove
initial/transient effects. Modeling particle motion can
remove systematic errors that result from assuming the
particle accurately tracks the flow. The resulting
description of particle position as a function of time,
Xp(f), can be used to model the particle-tracking
technique, using Eqs. 16 and 17, and the experimental
particle-track time, t. The modeled-PT profile, upr (xpy).
accounts for the systematic errors and uncertainties in
the diagnostic and should be used when comparing
predictions to experimental data.

4 Finite particle-track interval corrections

In high-gradient/high-curvature flows, particle-tracking
techniques introduce errors attributable to the
approximation that flow velocity can be calculated
from a measurement of the spatial displacement of a
particle over a fixed time interval. Corrections for these
errors are derived for flows that can be locally
approximated by a parabola. The procedure outlined
here is general and can be applied to other flow profiles
of interest.

For a particle moving in a flow with constant cur-
vature near a velocﬂy maximum, we have u(x)= uy,,
[1—B%(x — Xmax)’]. A local coordinate system is defined
centered at a poqmon xp in the flow, X=x—x,, yield-
lngu("o Umax [I ﬁ {X+‘|_" ‘mu)]_ulll-'- | X -
72 X°). Therefore, uy =u(x1), 71 = ~2 (Xi ~ Xmax) (tmas/
uy), and y3 = B’ (tmax/10)). The time to traverse a (particle-
track) distance / is then,

12

t_/d' /H(X) m/l’ry.X XY (18)

-1f2

A parabola capturing a velocity maximum has two real
roots. The integral is,

¥ 1 i
v ﬁ!um, tanh '[B(X + x; — xm.,)]| ol (19)
yielding a correction factor,
Fown = (7?!_)
= Blur [lanh "Bt — Xmax + 1/2))]
- lanh "B(x1 = Xmax — 1/2)]). (20)

In the vicinity of velocity minima, the flow can be
approximated by, w(x)=up [1+ % (x — Xmin)’], With
two imaginary roots. The resulting correction factor is
then,



e
ﬂ! — [tan™" [B(x — xmin + 1/2)]
—tan™" [B(xi — xmin — 1/2)]]. (21)

In flows with a gradient and negligible curvature, the
profile can be approximated by w(x)=u.r [| +a(x —
Xrer)]- A local coordinate system is again defined, yield-
ing, u(X)=ueer [1 +a(X+x; = Xee)]=thper [1+a (x; —
Xeer) FaX]=uy [1 +a X], where ;= u(x;) and a=a (4,
up). The time to traverse a (particle-track) distance / is
then given by,

12 12
= /dr = f f ud
- u(X) m 1+ aX
-1/2 -1/2
B 1+ al/2
ulmm ( - af/Z) (22)
corresponding to a correction factor,
U 1 1 +¢/2
fs.rad (!/T) E’ In (-IT‘Q) v (23)

that must be applied with € =a /= al(u,./uy) = Aulu,.
This correction is important in regions of the flow where
the velocity change, Au, during the time interval, t, is
significant, as compared to the average velocity over the
interval, u.

These expressions allow (measured) particle-tracking
velocity profiles to be corrected in high-curvature re-
gions near minima or maxima and regions of high-gra-
dient. Measured flow profiles that contain such features
can be fit locally with either a parabola or line, as

u |m/s|

| 2 3
x[mm]

Fig. 6 Particle-tracking velocimetry correction near velocity-profile
maxima. Squares particle-track velocity profile corresponding to
specified parabola. Solid line corrected particle velocity profile
(up vs. x,) using Eq.20. Dash line modeled-particle-tracking
(modeled-PT) profile (upr vs. xpr. see Sect. 3) determined by
Lagrangian integration of the corrected velocity profile (i, vs. xp).
In this example. Xpa=2mm, Wy =2m/s. f=700m™', and
t=0.4ms

appropriate, to allow the associated correction factor to
be estimated and applied. The expressions contain the
local velocity, w;, which can be approximated as the
(measured) particle-tracking velocity to be corrected,
upt. To illustrate their application, the specific case of
flow near a velocity maximum is considered. Figure 6
gives a sample particle-tracking profile, specified with
Xmax=2 MM, Umax=2m/s, and =700 m~', that is
representative of the flow near the post-flame velocity
maximum in a stoichiometric methane-air stagnation
flame. Simulated particle-tracking data (squares) are
created using this specified parabola and the correction
(Eq. 20) is applied to find the corrected (true spatial)
particle velocity profile (solid line). The correction is
approximately 3% near the peak of the profile. In this
example, the particle-track distance, /, is estimated using
[=upy/t, with 1=0.4 ms (corresponds to PSV chopping
frequency of v.=2,500 Hz). As a test of the
methodology presented in Sect. 3 (Egs. 16, 17), the
particle-tracking profile (dashed line) is estimated from
the corrected particle velocity profile (solid line). The
particle position and velocity are found as a function of
time using Lagrangian integration. The particle velocity
is interpolated at the current particle location from the
corrected particle velocity profile at each time step.
Utilizing the same particle-track interval, t=0.4 ms, the
estimated particle-tracking profile (dashed line) gives
good agreement with the original (specified) particle-
tracking profile (squares), with a maximum error less
than 0.5% of the local velocity.

5 Comparison with experiment

Figure 7 compares the experimental PSV profile for a
@=0.9 methane-air flame to the simulated fluid velocity
profile, uf(x), the modeled particle trajectory, u,(x,), and
the modeled-PT velocity profile, wpr(xpy). A 3 pm
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Fig. 7 Velocity profiles in a premixed methane-air flame (¢ = 0.9).
Squares PSV data, solid line simulated fluid velocity profile (i vs. x),
dash-dot line cak:ulalcd particle profile (u, versus x,. d,=3 pm,
pp = 2,400 Itgfm ), dash line modeled- PT profile (upr vs. vpt.
particle-track interval t=0.5 ms)
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Fig. 8 Modeled-particle-tracking profiles compared to experimen-
lal data for a @ = 0.9 methane-air flame. Simulations are performed
with the pre-exponential rate constant of the main chain-branching
reaction reduced to artificially lower the predicted flame speed.
Solid line no reduction, long dash 5% reduction, dash-dot 10%
reduction, dash-dot-dot IS% reduction. All profiles calculated using
d,= 3 ym, p,= 2,400 kg/m*, and t=0.5 ms

ceramic microsphere (p, = 2,400 kg;’m") and a chopping
frequency of v.=2,000 Hz (t=0.5 ms particle-track
interval) are utilized, corresponding to experiment.
Further details on the experimental methodology and
the PSV diagnostic may be found in Bergthorson et al.
(2005). The modeled-PT profile includes the effects of
particle inertia, Stokes drag, thermophoretic forces, and
finite particle-track interval. Improved agreement is seen
between the modeled-PT and measured PSV profiles in
the post-flame region. The modeled-PT profile lies above
the measurements. consistent with the findings of Sung
et al. (1996).

To explore the remaining discrepancy, simulations
were performed with artificially lowered flame speeds by
reducing the pre-exponential factor of the main chain-
branching reaction, H + 0,4 OH + O. Figure 8 presents
profiles with variable predicted flame speeds. As the
rate of the main chain-branching reaction is reduced to
85% of its original value, the reference flame speed
(minimum of velocity profile upstream of flame) varies
from 0.415 to 0.387 m/s, a change of 7%. These profiles
yield reference flame speeds both above and below the
measured minimum of 0.399 m/s. The maximum of the
modeled-PT velocity profiles varies from 1.589 to
1.379 m/s, a relative change of 13%. The resulting
velocity maxima span the measurements. From Fig. 8, it
is seen that a predicted flame speed that is slightly higher
than measured yields a large discrepancy in the region of
the velocity maximum. Velocity differences in the cold-
flow region are amplified by the density drop through
the reaction zone that results from the flame heat release.

Figures9 and 10 compare velocity profiles for
methane-air flames at equivalence ratios of ®=0.7 and
1.3, respectively. The flames are simulated with the GRI-
Mech 3.0 model using the procedure described above.
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Fig. 9 Velocity profiles in a premixed methane-air flame (@ = 0.7).
Squares PSV data, solid line simulated fluid velocity profile (u, vs.
x). dash-dot lme calculated particle profile (u, vs. x;,. d,=3 pum,
pp=2,400 kg/m"). dash line modeled-PT profile (upt vs. xpr.
particle-track interval t=0.625 ms)

The particle and modeled-PT velocity profiles are
calculated using the same particle properties and parti-
cle-track intervals as in the experiments. For the lean,
®=0.7, methane-air flame, the predicted flame speed is
higher than experiment and both the minimum and
maximum of the profile lie above the experimental
measurements. For the rich, ®= 1.3, methane-air flame,
good agreement is seen between the modeled-PT and
experimentally measured profiles. These results are
consistent with the results of previous investigators, who
find that the predicted flame speed using GRI-Mech 3.0
matches experiment for rich flames, but lies above the
data for stoichiometric to lean flames (e.g., Bosschaart
and de Goey 2004).
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Fig. 10 Velocity profiles in a premixed methane-air lame (@ = 1.3).
Squares PSV data, solid line simulated fluid velocity profile (u vs.
x), dash-dot a'me calculated particle profile (u, vs. x,. d,=3 pm,
pp=2.400 kg/m"). dash line modeled-PT profile (upr vs. xpr.
particle-track interval 1=0.5 ms)



6 Conclusions

Detailed comparisons between simulation and experi-
ment require that uncertainties and systematic effects in
the diagnostics be estimated and accounted for. In
particle-velocimetry techniques, particles may not accu-
rately track the fluid velocity due to the combined effects
of external forces and particle inertia. In addition, the
finite time interval employed in particle-tracking tech-
niques can act as a low-pass filter. These effects can be
accounted for using the methodology presented in this
paper. Application of these techniques brings modeled-
PT profiles, derived from numerical simulations of
premixed stagnation flames, and the corresponding
particle-tracking velocimetry measurements in closer
agreement. The methodology is not flow-specific and can
be applied to any simulated flow field to permit
improved direct comparisons between theory, simula-
tion, and experiment. In situations where simulations
are not available for comparison, experimental data in
regions of velocity gradients can be corrected for parti-
cle-inertia effects using the results presented in Sect. 2.2.
Errors due to the finite particle-track interval can be
accounted for in regions of velocity gradients, maxima,
and minima, as discussed in Sect. 4. Arbitrary flow
profiles can be segmented and fit, piecewise, to allow
appropriate particle-track corrections to be applied in
each region.
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Planar shock cylindrical focusing by a perfect-gas lens
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We document a gas lensing technique that generates a converging shock wave in a two-dimensional
wedge geometry. A successful design must satisty three criteria at the contact point between the gas
lens and the wedge leading edge to minimize nonlinear reflected and other wave effects. The resuli
is a single-point solution in a multidimensional parameter space. The gas lens shape is computed
using shock-polar analysis for regular refraction of the incident shock at the 2as lens interface. For
the range of parameters investigated. the required gas-lens interface is closely matched by an cllipse
or hyperbola. Nonlinear Euler simulations confirm the analysis and that the transmitted shock is
circular. As the converging transmitted shock propagates down the wedge. its shape remains nearly
uniform with less than 0.1% peak departures from a perfect circular eylinder segment. Departure
from the design criteria leads to converging shocks that depart from the required shape. The
sensitivity to incident shock Mach number. as well as the qualitative effects of the presence of
boundary layers are also discussed. © 2006 American Institte of Physics.

[DOL: 10.1063/1.2186553]

Converging shocks occur in such contexts as inertial
confinement supernova cullalpﬂc.: sonolumin-
escence. shock-wave lithot rips_v.“ accelerating or mancuver-
ing aircraft that can penerate “superbooms.”™  concave
detonation-driven shocks.” and in others. Interest in them
derives from their ability to concentrate cnergy in i small
volume, especially if the focusing is in three dimensions.
Although two- and three-dimensional focusing of lincar
(acoustic/optical) waves is straightforward. finitc-amplitude
shocks  exhibit instabilities that  amplify shape
imperfections’ and focusing is complicated by nonlincar
wave interactions. For these and other reasons. shocks are
difficulr to focus in typical laboratory environments.

This Letter documents a two-dimensional (2D) gas lens
that nonlincarly refracts a planar incident shock into a 2D
circular (cylindncal) transmitted shock and focuses it as it
propagates down a suitably configured wedge (Fig. 1). A
properly focused shock is a prerequisite for laboratory inves-
tigations of the Richtmyer-Meshkov instability in a converg-
ing geometry. which will require the presence of a second
gas interface in the converging test section. The incident pla-
nar shock. 1. will. in gencral. refract and refieet at the gas
interface contact surtace. C. which can be implemented via a
suitably supported thin membrane that it will also deflect.
The half-angle of the wedge. 0, and the shape of C must
gencrate a transmitted shock that is congruent with a circular
arc centered at the wedge apex and a flow that is radial
towards the wedge apex. In what follows. a subscript 0 de-
notes Hlow/gas properties ahead of the incident shock and to
the left of the C interface. T denotes flow/gas properties be-
hind the incident shock and to the left of C. and 2 denotes
conditions in the undisturbed region 1o the right of C.

The parameters governing the interaction of 1 with C are:

e T
fusion,

imitial
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the strength of the incident planar normal shock. given by its
Mach number M,: for matched lemperature and pressure
across C. the gas properties expressed as the density ratio
7=p2/ py across the contact interface. the ratios of specific
heats ¥, and y, of the gas on the Ieft and right of C, respec-
tively: and the geometrical parameters: @,. the angle ay, be-
tween the incident shock and the contact surface at the point
P. and the initial shape of C. At the junction P, the require-
ments for the initiation of a converging-shock flow solution
arc: (a) The transmitted shock must be perpendicular to the
wedge face. (b) the refiected wave must be canceled to mini-
mize nonlinear wave reflections from the wedge walls. and
(¢ the angle 6, by which the low turns across the transmit-
ted shock should be such that the flow 1s radial immediately
behind the transmitted shock—the flow-turning angle must
cqual the wedge half-angle, ic.. 0,=0, at P.

Assuming (Ty=Ts. pp=pa. % Y. und Y>). a gas lens. it it
exists. must satisfy the three conditions and represents an
mverse-design solution in the three-dimensional parameter
space: (M., vy, A,). The solution can be determined using
Newton's method to define the shock polars and determine
their intersections to satisfy the three criteria (details omitted
in the interest of brevity). The problem differs from lincar-
wave focusing in that the finite-amplitude wave deflects the
“lens.” as it interacts with it (Fig. 2). and must be such as to
cancel the reflected wave at the wedge leading edge. P. No
solutions exist if %= ¥ a hot gas to the left and the same
lower-temperature gas to the right of C cannot lead to perfect
focusing. Further. the need to cancel the reflected shock at P
generally limits the solution 1o weak, or moderate-strength.,
incident shocks. Strong-shock refraction at a fast-slow inter-
face typically transitions from regular refraction to wrregular
refraction with a Mach stem. while weak 1o modest shock
refraction transitions from a reflected shock wave 1o a re-
flected rarefaction.”

For =14, %=15.und y,=14. eg. corresponding 1o a

© 2006 American Institute of Physics
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mixture for gas 0 and nitrogen for gas 2. the solution is

(M;=1.3122. y=51.856". #,=11.617°). Solutions for dif-
ferent gas properties. if they exist. can be found by analytic
continuation.

The procedure used to compute the interface shape of C
is now briefly described. followed by results from nonlinear
Euler simulations demonstrating the correctness of the ap-
proximate analytical solution and the ability of the computed
interface to focus a planar shock. Violation of any of the
three confluency conditions is shown to foil the quality of the
transmitted shock and the attendant focusing. where “qual-
ity™ denotes the degree of congruency with a circular are

centered at the wedge apex. A sensitivity analysis in terms of

incident shock strength is also presented. Finally. we com-
ment on the influence of boundary layers in an experimental
design.

The inital contiguration is that of an interface with a
shock upstream of it (Fig. 1. At an intermediate time. the
configuration is as in Fig. 2. Assuming that the refraction is
regular. all waves meet at a single node. In a small neighbor-
hood of the node. all waves and contact surfaces are assumed
to be straight. i.c.. local-curvature effects are neglected. The
incident shock I reaches P at r=1,. having traversed the inter-
face C. and generates a transmitted shock T that must be a
circular arc of radius R. while canceling the local reflected
wave. We now solve the initial interface contour C that Teads
to the desired transmitted-shock contiguration. When | re-
fracts at C. the transmitted shock is assumed to move in a
direction normal to its front. i.c.. along rays emanating from
the apex of the wedge. At any time 1. let (1) be the angle
between the | and C. and let the transmitted shock front
make an angle B(r) with respeet to 1. At 1=0. we have
BN =a(0)=0. whereas at r=1,. fi1)= .. and eiz) =y,

FIG. 2 1Color online s Shock-interface configuration for 7-- t,. betore the
meident shock has trasersed the interface C. Regular refraction of the inci-
dent shiwk Tt € R s the reflected wanve and T is the transmitted wave that
av s a arcular are centered on the wedyee apea
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F1G. 3. (Color onhines Numerical Schlieren at time 1, itopr and at time ¢
=6.21,. The white curve iop panels is a circular arc shown for reference a
tume 1, Parimeters: M =30, y=14. %,=15 +.=14 4, =837 and o
=500

At r=0, the ransmtted shock strength can be estimated
as a one-dimensional shock contact interaction and is My
=1.34521 for the parameters chosen. Then. 1, is calculated
using

R(l =cos 0,)

= . (1
M,(‘[] — hr1mf'_‘

!

where ¢ and ¢, are the unshocked sound speeds in gases ()
and 2. respectively. During the time 7,. the incident and trans-
mitted shocks travel a distance L,=M,cyr, and Li=Mycat,.
respectively. Measuring x from the wedge apex. the foot of
the interface is at .v,==(R+1.,). The nonlincar function «(r) is
then solved by an iterative bisection procedure at each time
tel0.1].

Heln]={R+ M, [ee(n)]es(r, = ) feos Blo = (R+ L)
+ Moy =0. (2)

where M, 1s the normal Mach number of the transmitted
shock. ar(r) is the local angle between [ and C and a function
of the parameters: M. %, %. and y.. M, and Bl
= pler{n)] are computed using local shock-polar analysis
that. for regular refraction. as described in Ref. 9. With (1)
determined. the C interface coordinates are derived by

G ==[R+ M, calr, = n]cos Blr). (3u)

[R+M,clr, =) ]sin Br). (3b)

For the design case. the required initial contact curve is (very
close 10) an cllipse of aspect ratio 4.448. centered at o
=2.14R (1o the nght of the wedge apex).

Results from simulations of the compressible Euler
equations are now presented. The level-set method is em-
ployed to handle the wedge and “cookic-cutter™ boundary
geometry. Details of the numerical method are in Refs. 10
and . The imtial conditions are a planar shock upstream of
the gas interface computed in the previous section. Figure 3
shows the numerical equivalent of a Schlicren image for pa-
rameter set (M, =3.0. =14, y,=1.5. v:,=14. #,=8.37°. and
ay=50.0%). corresponding 1o a case in which the correct re
fracted shock is generated at P. but the other two conditions
are not satistied. The two faint vertical lines that may be
discernible are features associated with weak left-moving

AP lice t Sp
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FIG. 4. «Color onlines Numerical Schlieren at time 1, stopr and at time
=3.2r,. White circular arcs are shown for reference. Parameters M =159
w=ld w=ld =14, 4, = 13457, and o, =61 2%

startup waves that occur as the initially sharp incident shock
adjusts itsell onto the discrete mesh. T'hey are of no consc-
quence to the subsequent development of the flow. The trans-
mitted shock is circular at time 7. For linear waves. this
condion would suffice for focusing. However. as the finite-
amplitude shock propagates into the wedge. secondary re-
flected waves interact with the leading shock and circulariny
is violated.

Figure 4 simulates a Schlieren image for the parameters:
M, =1.59. y-=14, 0,=1345% and «,
=61.28"). This case satisfies the first two conditions. but not

the one for radial How behind the transmitted shock at P and

=14 y=14

corresponds to nearly the maximum incident Mach number
for regular refraction for this combination of gases. Although
the transmitied shock is circular at ¢, and the reflected shock
strength vanishes at P circularnity deteriorates with increasing
time. For the M, =3.0 and M, =1.59 cases depicted in Figs. 3
and 4. respectively. the shock-polar analysis leads to an ini
tal interface curve that closely matches a section of
hyperbola.

The design case is depicted in Fig. S. The transmitted
shock depanture from circularity at 1, is smaller than the nu
merical smearing from shock capturing. Reflected shock

FIG. 5§ «Color online' Numerical Schlicren o design case al 1=, Hope,
=421 middle pancely and a1 1= 757, thottom panels Solution parimeters:
M=1.3122 p=14, L5 yw=14. 8. =11.617 White

vireulin ares are shown for reterence

and =51 86
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strength s seen to vamish at P at 1. Figure 6 depicts the
normalized shock radius, some distance down the wedge., as
a function of the azimuthal angle # for the off-design and the
design cases. The shocks are seen 10 be very nearly circular,
with less than 1% deviation from a perfect circle, and less
than 0.1% for the design case.

Although the design procedure yiclds a nearly circular
transmitted shock that eventually focuses. at least for invis-
cid flow. the pressure behind the shoek is not perfectly uni
form. To leading order. the pressure behind the transmitted
shock at 1, varies as p,(0)=p,(0)=k sin® 0+ O(sin* ¢). where
15 the polar angle measured from the wedge apex. P,0) is
the centerline pressure behind the ransmitted shock (foot of
the interface). and « is a small parameter that depends only
on M. 7. ¥%. and . As a conscquence., there is a weak
azimuthal flow behind the shock that will tend to spoil the
desired circular symmetry. This. however. is mitigated by the
fact that the converging shock accelerates as it travels down
the wedge. leaving the small initial azimuthal disturbances
behind. As well. the flow behind the shock is guided by the
wedge (cf. results in Figs. § and 7).

FIG. 7. «Color onliner Numerical Schlieren corresponding 10 £5% off

design incident Mach numbers at times, Top: M, =1 3778 at 1=5.9_ Bottom

M, =1.2466 &t 1=5 8 The white circular are is shown Tor reference
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1.51,. Top: design case with

F1G. 8 «Color onlines Numerical Schlieren at 1=
boundary-layer effects. Bonom: The inviscid computation shown Mipped
abour the v oanis fon companson, The white circular are s shown for

relerence

In shock-tube experiments. the incident shock Mach
number. M,. can be controlled to within 1-2%. or so. We
cxamince the sensitivity of the performance of the computed
gas lens to M. varying it by +5% from the optimal desien
value. Numerical results depicted in Fig. 7 indicate a robust
focusing solution with respect to variations in M . for the gas
choices i the example considered here. for which shock
polars intersect at a shallow angle.

Another consideration is the formation of boundary lay-
crs behind the shock. Their negative displacement thickness
introduces flow obliquity in the vicinity of the wall. which
straightens and slows the shock down as it proceeds down
the wedge. In straight shock tubes. the trailing contact sur

face 15 also accelerated so. in concert with the deceleration of

the shock. shock-tube test time hetween shock and contact-
surface arrivals attains a4 maximum value. independent of
shock-tube lcng:h_': s gualitatively explore and highlight
houndary layer effects in this geometry. the design case was
simulated using a compressible Navier-Stokes code with no-
slip boundary conditions. The Reynolds number was chosen
10 be about two orders of magnitude lower than in planned
experiments. corresponding 1o boundary-layer displacement
effects about one order of magnitude larger than expected.
No changes in the conditions at P. or in the required design
procedure for C. are required as no boundary layers will have
formed as yet. The transmitted shock at time 1, is circular. as
expected. Figure 8 compares the viscous solution (top) to the
inviscid solution (bottom), at a later time. The weak waves
that emanate from the shock-wave junction with the wedge
wall are minor grid-induced artifacts of the numerical simu-

Phys. Fluids 18, 031705 (2006}

lation. Boundary layers are responsible for some influence at
later times. as expected. In particular. the converging shock
with a houndary layer in its wake lags the inviscid solution at
the same time. Boundary layers are also seen to have a small
but discernible influence on the shape of the shock. spoiling
congruency with a circular arc. These effects will be ampli-
fied further. as the ratio of the converging shock arc length to
the boundary-layer displacement thickness increases with
time. If the three conditions at P are satistied and C has been
designed as described previoulsy. the expected convergence
ratio for shocks contained by a wedge in the laboratory will
be limited by boundary layer effects
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Laser Scanning of Three-Dimensional Time-Varying Fluid Phenomena

Daniel Lang Santiago Lombeyda

Jan Lindheim Paul Dimotakis

California Institute of Technology

1 Introduction

Time-varying three-dimensional CFD simulations have been at
the center of many of the modem computational, physical, and
movie special-effect challenges. Results are presented on the first
full-field, three-dimensional, time-varying scanning of fluid
phenomena. The discussion includes a description of the
acquisition hardware, the data-acquisition methodology. the
geometrical (space and time) and image corrections applied, and
the visualization results and analysis. The results of the three-
dimensional field capability on computational and physical
models, new challenges it brings to the visualization field, and
new possible applications are also discussed.

2 Experiment

The experimental and infrastructure development is based on
laser scanning and the acquisition of three-dimensional data, high-
volume data storage, a repository of basic phenomena, and
visualization and analysis of the results. The developed
infrastructure is already proving useful. In reference to turbulence.
the primary research focus, it is yielding large data sets for
visualization and subsequent analysis. Visualization and analysis
of the first data sets has dictated the design and implementation of
a new class of experiments that is in progress. largeting the
exploration of flow structure and new phenomena over a wide
range of Reynolds numbers, the assessment of turbulence theories.
and the validation of direct and large-eddy numerical simulations
(DNS and LES).
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Figure 1. Side view of the Free Surface Water Tunnel, Three-
Dimensional Laser Scanner Experimental Setup

The KFS camera system was designed and fabricated in-house.
The KFS camera head contains a low-noise CCD (KFS CCD)
designed at JPL by Mark Wadsworth and has 1024x 1024 pixel
resolution based on 12 pm? pixels and 32 output channels. The 32
CCD output channels are buffered and fed to an 8-channel A/D
converter board. Each converter board has four 12-bit 40 MHz
converters that cover the 32 output channels of the KFS CCD.
Real-time lossless image compression reduces image storage
requirement by a factor of 1.5 to 3, depending on the data SNR.
The integrated KFS camera system has a measured noise of
25.8 " at room temperature at 200 fps (frames/s).
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Each A/D converter board transfers the real-time data to the
data-storage clusters via S-Link fiber-optic links, at rates up to
160 MB/s per channel, for an aggregate rate of 1.28 GB/s for 8
channels. This permits the acquisition of terabytes of data, limited
only by the speed of the disk arrays. By way of example, at the
100 fps rate in this experiment, this corresponds to a data rate of
10* 12-bit measurements per second.

The first experiments address the dispersion of a scalar marker
from a continuous (steady) point release. A fluorescent dye is
released into turbulent flow in water, generated by a grid with %"
grid wires spaced by 1”. The laser-scanning system sweeps a
laser beam across the measurement volume, causing the dye to
fluoresce. See Fig. 1.

The KFS camera system image acquisition is synchronized with
the volume sweeps. During the readout time, the beam is moved
in the 3" direction to prepare for the next sweep. In the first
implementation described here, less than 1/3 of a second was
required to perform 32 sweeps, image readouts, and data transfer
to high-speed disk storage.

Figure 2. Volume rendering of a sample volume frame afler
intensity and geomelric corrections

3 Discussion and Conclusions

Previous three-dimensional scalar data have been limited to
scanning of relatively small volumes in the flow. The present
experiments and data-acquisition, -storage, and -visualization
infrastructure captures the full scalar-dispersion field and permits
its topology 1o be recorded. A single volume frame that visualizes
the resulting data, with intensity and geometric corrections
applied, color-coded in terms of the concentration of the passive-
contaminant scalar marker. is depicted in Fig. 2. Classically, one
expects a Gaussian dispersion (mean) profile some distance
downstream of the injection point. The experiments indicate a
rather sparse (intermittent) worm-like concentration field whose
topology is much like the enstrophy (vorticity squared. |of’) field
observed in direct numerical simulations, as opposed to previous
smaller-scale volume-scanning experiments that concluded that
the field is more sheet-like.

The experimental setup and data-acquisition and —processing
infrastructure can also be extended to the special-effects industry
and allows an internal digital volumetric model representation of
the fluid that can be used to interact with digital characters.
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Experiments are described which measured concentration fields in liquid-phase strong
transverse jets over the Reynolds-number range 1.0 x 10° < Re; <20 x 10°. Laser-
induced-fluorescence measurements were made of the jet-fluid-concentration fields at
a jet-to-freestream velocity ratio of V, = 10. The concentration-field data for far-field
(x/d; = 50) slices of the jet show that turbulent mixing in the transverse jet is Reynolds-
number dependent over the range investigated, with a scalar-field PDF that evolves
with Reynolds number. A growing peak in the PDF, indicating enhanced spatial
homogenization of the jet-fluid concentration field, is found with increasing Reynolds
number. Comparisons between transverse jets and jets discharging into quiescent
reservoirs show that the transverse jet is an efficient mixer in that it entrains more
fluid than the ordinary jet, yet is able to effectively mix and homogenize the additional
entrained fluid. Analysis of the structure of the scalar field using distributions of scalar
increments shows evidence for well-mixed plateaux separated by sharp cliffs in the
Jet-fluid concentration field, as previously shown in other flows. Furthermore, the
scalar field is found to be anisotropic, even at small length scales. Evidence for local
anisotropy is seen in the scalar power spectra, scalar microscales, and PDFs of scalar
increments in different directions. The scalar-field anisotropy is shown to be correlated
to the vortex-induced large-scale strain field of the transverse jet. These experiments
add to the existing evidence that the large and small scales of high-Schmidt-number
turbulent mixing flows can be linked, with attendant consequences for the universality
of small scales of the scalar field for Reynolds numbers up to at least Re =20 x 10,

1. Introduction

The turbulent jet discharging into a crossflow, or transverse jet, is a turbulent free-
shear flow of both environmental and technological significance. A common-place
occurrence of the transverse jet is the plume emitted from a smokestack on a windy
day. Plumes generated by volcanoes, thunderstorms, or forest fires can also rise to
heights in the atmosphere where significant crossflow exists. Other transverse jets arise
in diverse situations including effluent discharge into rivers, steering jets for missiles
and ships, VTOL/STOL aircraft aerodynamics, and blade-and-endwall cooling in gas
turbines. The transverse jet has also been proposed as a means for fuel injection in
high-speed air-breathing propulsion, i.e. SCRAMJETS (Gruber et al. 1999). Buoyancy
can be important to different degrees in the various applications of transverse jets;
however, this study restricts its attention to momentum-driven jets in crossflow.

A large body of work has focused on the velocity fields and vortex dynamics of the
turbulent jet in crossflow (Gordier 1959; Keffer & Baines 1963; McMahon, Hester &
Palfery 1971; Chassaing et al. 1974; Fearn & Weston 1974: Moussa. Trischka &
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Eskinazl 1977; Andreoupoulos & Rodi 1984; Karagozian 1986; Kelso & Smits 1995:
Kelso, Lim & Perry 1996; Cortelezzi & Karagozian 2001; extensive literature reviews
are given by Margason 1993 and Morton & Ibbetson 1996). In comparison, less
attention has been paid to scalar transport and mixing, despite the fact that, as noted
by Niederhaus, Champangne & Jacobs (1997), ‘the majority of applications require
knowledge of the transport of either heat or mass.” A number of early studies focused
on classical measures of jet mixing such as scalar trajectories, centreline concentration
decay, and mean scalar fields (e.g. Patrick 1967: Kamotani & Greber 1972).
Broadwell & Breidenthal (1984) made an important contribution by modelling the
transverse jet as an axial vortex pair that arises as a global consequence of the
transverse lift force imparted by the jet to the crossflow. The analysis of Broadwell &
Breidenthal provided analytical models for the rate at which mean concentration
decays on the centreline. Broadwell & Breidenthal also performed experiments
measuring ‘flame length’ in liquid-phase transverse jets, and reported the flame length
to be independent of Reynolds number above a circulation-based Reynolds number
of I'/v ~ 300.

Smith & Mungal (1998) reported on experiments on the mixing and structure
of gas-phase transverse jets. They identified different regions of the transverse jet
for which different scalings held: the vortex interaction region, the near field, and
the far field. Based on decay rates of mean concentration on the jet centreline,
they found the location of a branch point separating the near and far fields to
be insensitive to Reynolds number over the range 8.4 x 10° < Re; <33 x 10°, where
Reynolds number is based on jet-exit velocity and nozzle diameter. Hasselbrink &
Mungal (2001) used similarity analysis to find scaling laws for the mean centreline
concentration decay in the near and far fields. Reasonable agreement was found
with the data of Smith & Mungal (1998). Su & Mungal (2004) have have reported
on simultaneous measurements of velocity and scalar fields in transverse Jjets. Other
studies of turbulent mixing in transverse jets with additional complexity have been
reported, e.g. for jets with swirl (Niederhaus et al. 1997), sonic jets injected into
a supersonic crossflow (VanLerberghe et al.2000), and fully modulated jets (Johar,
Pacheco-Tougas & Hermanson 1999).

Relatively little attention appears to have been paid to the evolution of mixing
with Reynolds number in transverse jets. Smith & Mungal (1998) found that the
mean concentration decay rate on the jet centreline was approximately constant over
a Reynolds-number range of 8.4 x 10° < Re; <33 x 10°. However, no comparison
was made of probability distribution functions (PDFs) of the scalar field for
different Reynolds numbers. As discussed in § 3, mean quantities such as the mean
concentration decay rate are measures of entrainment, rather than measures of mixing.
Moreover, experience with liquid-phase axisymmetric turbulent Jets discharging into
a quiescent reservoir shows that the details of scalar fields mixed by turbulence can
depend on Reynolds number. For example, scalar-field distributions and root-mean-
squared (r.m.s.) scalar fluctuations vary with jet Reynolds number over a range of
at least 3.0 x 10° < Re; <24 x 10° (Miller & Dimotakis 1991; Catrakis & Dimotakis
1996). This paper addresses the issue of Reynolds-number dependence of scalar mixing
by examining the probability distribution of jet fluid in strong liquid-phase transverse
jets at a fixed far-downstream location (§ 3). In addition, high-Schmidt-number mixing
1s compared between transverse jets and ordinary jets to investigate possible differences
in mixing for fully developed (but finite-Reynolds-number) turbulent flows.

A detailed examination of the structure of the mixed-fluid concentration fields is also
made with scalar increments (also known as scalar differences). The distribution of
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FIGURE 1. Experimental facility and imaging configuration for streamwise views of a
transverse jet.

scalar increments, f (A, C), defined as the probability distribution of the instantaneous
concentration difference between two spatially separated points in the scalar field,

f(AC) = f(C(x+r,1)—C(x,1)), (1)

describes the probability of finding a concentration C + AC at a distance r away
from a point of concentration C. The scalar increment statistics, which are connected
to intermittency and the structure of the scalar field, are examined in §4 to explore
the internal structure of the jet-fluid concentration field.

The experiments reported here also examine other aspects of the internal structure
of the scalar field in liquid-phase transverse jets. In particular, the issue of local
anisotropy is addressed with two-dimensional power spectra, scalar microscales and
scalar increments in two directions. An attempt is made to quantify the observed small-
scale anisotropy and identify its cause. Based on an observed correlation between the
small-scale anisotropy and the mean strain field, it is suggested that the large-scale
vortex dynamics of the transverse jet are responsible for the local scalar anisotropy
in the far field (§5).

2. Experiments and visualization

Experiments on high-Schmidt-number turbulent mixing in the transverse jel were
conducted in the GALCIT free-surface water tunnel (FSWT), a closed-circuit facility
having a 50.8cm wide x 76.2cm deep (20 in. x 30 in.) test section. The FSWT was
operated as a water tunnel with square cross-section for these experiments by fitting
a surface plate at the free-surface; for all experiments, the water level in the test
section was maintained at a depth of 50.8cm (20in). A neutrally buoyant jet of
water was injected downward into the crossflow from the top of the surface plate
(figure 1). Flow was initiated by pressurizing an inverted liquid-filled plenum with
air; the jet flowed out of a nozzle block that was fitted flush to the surface plate. The
jet nozzle was convex contoured to suppress formation of Gértler vortices and had
an area-contraction ratio of 43. The nozzle was 31.8 mm (1.25in) long and had an
internal exit diameter of 7.62mm (0.300in). Once filled, the plenum was allowed to
settle for at least 30 min before each run to allow flow disturbances to die down.
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FIGURE 2. Imaging configuration for perpendicular cross-sections of transverse jet at

Experiments were conducted at fixed jet-to-free-stream velocity ratio V, = U J)Uy=
10 for several Reynolds numbers. Selected experiments were performed at a higher
velocity ratio, V, =32, for visualization purposes, but all quantitative data discussed
in this paper came from jets at V, = 10. Particular attention was paid to the transverse
jet at V, =10 because that velocity ratio was identified as a critical ratio for ‘strong’
jets, in the sense that wall (pressure) effects on the jet trajectory can be neglected
in favour of entrainment effects for V, > 10. Hasselbrink & Mungal (2001) show
that the similarity analysis of Broadwell & Breidenthal (1984), which predicts the
well-known power-law trajectory for transverse jets, implicitly assumes that V, = 10,
In addition, the V, = 10 jet is of interest because that velocity ratio has been identified
as a critical ratio for the appearance of jet fluid in the wake; higher velocity-ratio
jets were observed to have jet fluid in the wake, while lower velocity ratio jets did
not (Smith & Mungal 1998). Velocity ratios between 10 and 20, depending on the
assumed stoichiometry, have also been reported to result in minimum flame lengths
(Broadwell & Breidenthal 1984; Smith & Mungal 1998).

For all but some limited visualizations, the velocity ratio was thus maintained
constant at V, =10 while the jet Reynolds number was varied in the range
1.0 x 10° <Re;=U;d;/v<20x 10° by suitably adjusting the jet and free-stream
velocities. Streamwise slices of the jet were taken at Re;=1.0,2.0,5.0 and 10 x 10°,
whereas transverse slices were taken at x/d; =50 for Re; =1.0, 2.0, 50, 10 and
20 x 10*. The crossflow boundary layer (the boundary layer on the surface plate)
was laminar and thin, calculated to be between 0.067d; and 0.30d, at the jet exit,
depending on Reynolds number. Table 1 summarizes the experimental conditions for
the primary case of interest, the transverse slices at x/d; = 50.

2.1. Imaging technique

Digital imaging of laser-induced fluorescence (LIF) was used to measure mixed-fluid
concentration fields (Walker 1987) in the transverse jet (figure 2). The jet plenum
was filled with a dilute mixture of rhodamine-6G chloride and water, in molar
concentrations of 1.4 x 107 m (streamwise views) and 1.4 x 10~° M (transverse views).



Reynolds-number effects and anisotropy in transverse-jet mixing 51

v r : : T - T
4} O 100/, @
» 0801/,
0 0.504, 1
O 0304, -
A DI o
3 o % o
-
o
=] b
= - o 3
3 ]
-E 2 g c 4
fas
3 3 4
%4 o © A
o o &
I} Q o A
g &
i i L ' i L A 'l 1

0 0.2 0.4 0.6 0.8 1.0
Cx 10%(M)

FIGURE 3. Variation of fluorescence intensity with dye concenlriition. over the indicated
range of laser intensities. /o= 10""W m~2,

Upon excitation at 4, =532 nm with a frequency-doubled Q-switched Nd:YAG laser
(Continuum YG661), the dyed jet fluid fluoresced at A = 555nm while the undyed
tunnel fluid remained dark (e.g. Pringsheim 1949). The laser provided 250 mJ pulse™!
(in the green) with a pulse duration of approximately 6ns. An optical low-pass filter
(Kodak no. 21) was used to isolate the fluorescence emission from the laser wavelength
spectrally. Experiments were performed in a darkened laboratory to further minimize
noise from ambient light.

The suitability of rhodamine-6G dye and a high-powered pulsed Nd:YAG laser
for quantitative measurement of the scalar field was verified in separate experiments
(Shan, Lang & Dimotakis 2004). To summarize, the fluorescence intensities, /5, of
various rhodamine-6G solutions were measured in a cuvette for concentrations and
laser intensities similar to those of the jet-imaging experiment. The fluorescence of
aqueous solutions of rhodamine-6G (at similar concentrations to those occurring in
the present experiments) was found to be approaching saturation owing to the high
instantaneous power of the pulsed laser. Although the fluorescence was not linear
with illumination intensity, the fluorescence was nonetheless linearly proportional
to concentration (figure 3). This enabled quantitative measurement of the jet-fluid
concentration field, using the procedure described below.

Because of the linearity of fluorescence with concentration, the imaged intensity
of fluorescence, Ir(xy, x3, ), of a time-varying concentration field, ¢(xy, x2,1), can be
written as,

Te(xy, x2, 1) = g [Iu(xy, x3), S(xy, x2)] e(x1, x2, 1) + Dpack (X1, X2) (2a)

where g(/., §) is an undetermined function of the local laser intensity, 7, (x;, x,) and
the pixel-by-pixel sensitivity, S(x,, x), of the imaging system. /. is the cumulative
background level due to dark noise. offsets. etc. in the CCD camera. The imaged
intensity for a reference, uniform-concentration field would be,

Trref X1, X3) = g [11(xy, x3), S(x1. X2)] Crep + Tpaci (X1, X2), (2b)
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where ¢, is a known concentration. The laser-illumination fields for the jet image,
(2a), and the reference image, (2b), are the same, or nearly so, because the laser
attenuation due to absorption is negligible.f In this case then, the mixed-fluid
concentration field, referenced to the known concentration, may be computed by
subtracting the background-illumination images and normalizing by the uniform-
concentration images (cf. (2a) and (2b)), i.e.

clxy, X0 1) Te(xi, x5, 1) = (Tpaek (x4, X2))

= . 3
Cref (5. refx1, X2)) = (Tpack (x1, X2)) (3a)

This result relies on linearity with respect to concentration, as demonstrated in figure 3,
but is independent of the precise functional form of g(/, S). Thus, the ability to make
quantitative measurements of scalar concentration using pulsed-laser LIF depends
only on weak absorption and the linearity of fluorescence with concentration, which
were both verified for the present experiments.

Fluorescence images of the mixed-fluid concentration field were recorded in both
streamwise (figure 1) and perpendicular (figure 2) cross-sectional views of the tran-
sverse jet. For both cases, a laser sheet was formed in order to illuminate a thin slice of
the jet-fluid concentration field. A negative-focal-length cylindrical lens expanded the
beam into a laser sheet, while a long-focal-length cylindrical lens focused the sheet to
a thin waist centred in the field of view. The sheet was 0.19 mm thick at its waist, and
had a Rayleigh range of 20 cm. Images of streamwise cross-sections of the jet were
recorded on the centreline for a square field of view of dimensions 40cm (16in or
53d,) on a side. Images of transverse cross-sections were recorded for a field of view
of 24cm (9.31n or 31d;) on a side, at a downstream location of x/d; = 50. The pixel
(in-plane) resolution in transverse images was 0.23 mm, which is comparable to the
laser-sheet thickness of 0.19 mm. The pixel resolution in the streamwise images was
0.40 mm. Additional discussion of the resolution of the experiment is given in §2.3.

As shown in figures 4-7, the coordinate system is taken to have its origin at the jet
exit, with y in the direction of jet injection (downward), x in the crossflow direction,
and z in the spanwise direction.

A digital camera was custom-designed and constructed to record the images of
the mixed-fluid concentration field. The camera used a low-noise high-dynamic-range
CCD image detector developed by NASA's Jet Propulsion Laboratory for the Cassini
spacecraft. This *Cassini’ imaging system was capable of true 12-bit dynamic range
at (1024 x 1024)-pixel resolution at a framing rate of 10 Hz. Sequences of 508
images were recorded for perpendicular cross-sections of the jet, and 254 images for
streamwise cross-sections.

Background images, I,,.(x,. x3), were recorded shortly before each run, with the
laser firing and an optical low-pass filter on the camera lens, but without starting the
fluorescent-dye-seeded jet. Then, after the jet was run, reference images, I /(x;, x3),
of a uniform concentration field were recorded by immersing a transparent acrylic
container filled with well-mixed dye of known concentration, c,., in the test section.
Using these background and reference images. the effects of CCD sensitivity variation,
illumination non-uniformity, and optical transfer function were removed using (3). The
imaged jet-fluid concentration was referenced to the jet-plenum dye concentration, co,

T The low concentrations used in the jet experiment, and near-saturation of fluorescence, caused
absorption to be a small fraction of the initial laser intensity, I, o (Shan er al. 2004). It was verified in
fluorescence measurements of a uniform-concentration field that laser attenuation due to absorption
was small for the mean-concentration-pathlength of the jet images.
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(a)

(b)

FIGURE 4. Mixed-fluid concentration in a streamwise cross-section of the transverse jet at
Rej=1.0 x 10°. The intensity of the image shown has scaled by x'? to compensate for
downstream decay. (a) V, ~10. (b) V, ~32.

by scaling by c,s/co, which is known a priori. This ultimately yields the mixed-fluid-
concentration values, normalized to the plenum concentration, so that
) clxp, xa, 1) clxy, x2, 1) Crep
0EClay, X3 t) = =2 = ! £l (3b)

Cp Crey Co

In this way, the scalar-field measurements were normalized so that C = | corresponds
to unmixed jet fluid (at the jet exit) and C = 0 corresponds to pure crossflow
(free-stream) fluid.
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(a)

(h)

FIGURE 5. As for figure 4, but Re; =10 x 10*,

For streamwise slices of the jet, any possible shot-to-shot variations in the power
of the pulsed laser were measured and normalized by monitoring the fluorescence-
intensity fluctuations at the jet exit. This was made possible by the fact that the jet
exit remained visible in the streamwise images, and that the jet-exit concentration
never varied. For transverse slices of the jet, the jet exit was no longer visible
and an alternative reference cell was required. In that case, a fibre-optic probe was
used to deliver a fraction of the laser output to a test tube containing a small
sample of fluorescent dye. An image of the test-tube fluorescence was recorded on
an unused corner of the CCD array and used to detect and normalize any shot-to-
shot power fluctuations of the laser. In other LIF experiments, which typically use
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(a) ¥

FIGURE 6. Mixed-fluid concentration in a perpendicular cross-section of the jet at
Re; =1.0x 10 (a) V, ~10 and x/d; = 50. (b) V, ~ 32.

continuous-wave lasers, previous investigators have used reference cells in a similar
fashion to account for temporal variations, attenuation and other non-idealities in
the optical system (e.g. Koochesfahani & Dimotakis 1986: Dahm & Dimotakis 1990).
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(a) Y

FIGURE 7. As figure 6, but Re; =10 x 10°.

Figures 4 and 5 show examples of streamwise cross-sectional images at Reynolds
numbers of 1.0 x 10* and 10 x 10, respectively. (For display purposes only, the images
shown in figures 4 and 5 have been scaled to compensate for the downstream decay
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in concentration and image intensity. The images intensity was adjusted by a factor
proportional to the square root of the downstream distance (i.e. x'/?) starting just
upstream of the jet exit. This scaling, of course, was not applied to the data used
for quantitative analysis.) The upper images are for a jet-to-crossflow velocity ratio
of 10, and the lower images for a velocity ratio of 32. In the low-Reynolds-number
case, the jet core remained laminar for several d; after exiting the nozzle; however, at
the higher Reynolds number, the jet’s potential core transitioned and mixed within
approximately one d;. From the images, it can also been seen that the transverse jet’s
scalar field has very small-scale structure at its upper half (the ‘wake’ region); the
Jet is noticeably smoother on the bottom. Also clearly visible on the jet centreline
at V, =32, and still present but less noticeable at V, =10, are the filaments (‘hairs’
or ‘fingers’) of jet fluid extending upward from the jet body toward the injection
wall. These thin filaments have a preferred orientation in the vertical direction, and
contribute to the local anisotropy of the scalar field, as will be discussed in §5.

Figures 6 and 7 show examples of transverse cross-sections of the jet at Re; = 10?
and Re; =10 x 10°, respectively. A kidney-shaped structure is seen which is associated
with a counter-rotating vortex pair. From a time sequence of images, the jet position
and the size of the scalar ‘lobes’ can be seen to vary over time. As was the case with
the streamwise view of the jet, thin vertical filaments can be seen in the wake region;
these filaments extend from the middle of the counter-rotating vortex pair up toward
the injection wall. These fine-scale features in the wake region are more apparent in
the transverse slices than in the streamwise slices because, in the cross-sectional ViEws,
they are captured even if they do not fall precisely on the Jjet centreline.

The appearance of jet fluid in the wake, which is seen from the data for V, > 10,
has been previously reported by Lozano et al.(1993) and Smith & Mungal (1998) to
occur at velocity ratios between 10 and 15. Fric and Roshko (1994) concluded. based
on the absence of jet fluid in the wake for high velocity ratios, that the boundary
layer on the plate (ie., the crossflow boundary layer), and not the jet boundary
layer (originating within the jet nozzle), was the source of vorticity for the organized
vortices that they observed in the wake region of the transverse Jet. The fact that jet
fluid is observed in the wake for V, > 10 implies that Fric & Roshko’s reasoning does
not apply for high-velocity-ratio jets; their conclusion may still be correct, however.
Smith & Mungal (1998) have proposed that wake vortices, when stretched, could
have strong axial flows that would pull fluid from the jet into the wake region. This
explanation would reconcile the observation that the jet fluid appears in the wake with
Fric & Roshko’s proposal that the wake vortices arise from the crossflow boundary
layer. However, the observed presence of jet fluid in the wake means that it cannot
be completely ruled out based on existing arguments that the vorticity in the wake
region arises from a source other than the crossflow boundary layer.

2.2. Local Reynolds number and circulation

Unlike the axisymmetric jet discharging in a quiescent reservoir, the local Reynolds
number of the jet in crossflow changes with increasing downstream distance. It is
shown in the following that the local Reynolds number, Re-, based on the circulation
of a counter-rotatating vortex pair, decays in power-law fashion with downstream
distance.

Following the analysis of Broadwell & Breidenthal (1984), a jet is considered which
discharges perpendicularly at velocity U; into a crossflow of velocity U,. The jet
becomes a point source of momentum in the limit in which the jet momentum flux,
m;U; = p;m(d,;/2)*U}, is held constant as jet diameter, d;, decreases, and the discharge
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velocity, U}, increases. This point source of normal momentum, ie. a ‘lift’ force of
vanishing drag, generates a counter-rotating vortex pair that is analogous to the
tip-vortices behind a finite-span wing generating lift. Broadwell & Breidenthal argue
that viscosity has no global role but only serves to dissipate energy at the small scales
thus, the only global length scale possible from dimensional analysis is:

. 1/2
_ (mU;
e (P«-ULE.) ' {4)

For the case of equal density fluids, as is the case in the present experiments, the
global length scale reduces to I = (n/4)'/2d,V,.

The circulation, I', of one vortex of the vortex pair is related to the vortex-core
separation distance, R, and the vortices' vertical velocity, dy/d:

dy «orl
W= (5)
Also, the fluid impulse per unit length, P, of the vortex is:
P = cypsT"'R. (6)

The values of the constants ¢, and ¢, in (5) and (6) depend on the spatial distribution
of vorticity; for example, ¢, = n/4 and ¢, =2 for ideal line vortices. It should be noted
that (5) and (6) assume that the jet takes the form of a single counter-rotating vortex
pair. (If the circulation is divided between more than two vortices, each vortex could
have different induced velocities, dy/dr, and differing trajectories. The basic case. in
which a single vortex pair is found, is considered for this discussion.) A similarity
form is assumed in which the flow is independent of the global length scale / in the far
field, so that R is proportional to y. Then, (5) and (6) may be combined to eliminate
I, and the result integrated, assuming R o y, to find the trajectory:

P 1/3 :
=c; [ — '3, (7)
= (ﬂ)

With the far-field transformation x=U,.t, and noting that P=nm,U;/U,, the
trajectory of the transverse jet is,

y o\ 1/3
r=o(7) o
as found by Broadwell & Breidenthal (1984).
It can be seen from the preceding equations that the circulation of each vortex in
the transverse-jet decreases with downstream distance, x, as:
T xy\—1/3
7 (:) : )
Equation (9) can be expected to hold in the far field of high-velocity ratio transverse
jets, in particular, for x > [, where / = V.d;. An alternative definition of the far field
has been proposed by Smith & Mungal (1998) based upon centreline concentration
decay measurements. By their measure, the far field begins for s/d; > 0.3V? where s
is the arclength along the jet trajectory. Regardless of which definition is used, the
measurements of jet cross-sections at x/d, = 50 that are described in the following
sections are in the far field.
It should also be noted that the decreasing circulation of the vortex pair
(equation (9)) is not a consequence of viscous decay of vorticity because the analysis
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R(’, V, @/d; Rt’r RP; II,./A‘.P A—y/ip
1.0 % 10° 10 0.30 0.58 x 10° 32 281 5.3
20x10° 10 0.21 1.2x 10} 45 167 3.2
5.0x 10° 10 0.13 2.9 x 10? 71 84 1.6
10 x 10° 10 0.094 5.8x10° 100 50 0.94
20 x 109 10 0.067 12 x 10? 141 30 0.56

TaBLE 1. Experimental conditions and imaging resolution of the LIF measurements at
x/d; =50. 4, is the in-plane pixel resolution for the transverse slices. The momentum thickness,
@, 1s computed at jet exit. The circulation-based (Re; ) and Taylor (Re;) Reynolds numbers
are computed at x/d; = 50.

assumes inviscid flow. Hasselbrink & Mungal (2001) argue that the decrease in
circulation is a result of the circulation integral being taken across a decreasing
number of vortex lines as one moves downstream. Because the vorticity i1s not
contained in a single vortex tube, circulation measured in transverse planes need
not be conserved, even in the inviscid limit. (The actual circulation that would be
measured in an experiment would be even less owing to the viscous decay of two
opposite-signed vortices in proximity to one another.)

Based upon the circulation, a local Reynolds number for the transverse jet at any
far-field downstream location x > / can be defined,

r Uyl rxy\-173
Re(x)=— = ci == (7). (10)
v v o\/
The local Reynolds number, Re(x), is related to the jet-exit Reynolds number, Re,,
as
Ud: rx\-113 d:\ Y2
Re,(x)=ie5 L% (5) . . (11a)
v I ¥;

where ¢s and ¢ are constants. The value of the constant, ¢, can be estimated by
noting that the local Reynolds number, Re;-(x), should approach (or at least be of
the same order of magnitude as) the Jet-exit Reynolds number, Re;, as one moves
closer to the jet exit (ie. ¢ is of order one so that Rer(x)/Re; is of order one as
x/1 — 1). It is reasonable then to define ¢ = I, with the resulting expression for the
local, circulation-based Reynolds number as:

N 1!
Rep(x)= (1{%) Re;. (11b)

r

Thus, at downstream location x/d; = 50, the jet-exit Reynolds number, Re,, is related
to the local (outer-scale) Reynolds number by a factor of 0.6 for V, =10. Both
Reynolds numbers are summarized in table 1 for the experimental conditions of this
paper.

Finally, the Taylor Reynolds number, based upon the root-mean-squared fluctuation
of one component of velocity and the Taylor microscale, A7, can be estimated as

Re; = Skt ~Re'”?,
"1
for high Reynolds number (e.g. Frisch 1995). For the present experiment, the highest
Taylor Reynolds number attained is Re; ~ 141 (table I). The scalar-species equivalent
of the Peclet number for this flow, Re;Sc, is estimated to reach a maximum of 3.9 x 10°.



60 J. W. Shan and P. E. Dimotakis

The proceeding discussion, which found the local Reynolds number for the
transverse jet, has consequences for the dissipation scales of the current experiment.
The smallest scales of the transverse jet, and the imaging resolution, are discussed in
the following section.

2.3. Dissipation scales and resolution

The resolution requirement for scalar concentration measurement is set by the scalar
diffusion scale, 4., which is itself a multiple of the viscous scale, 4,,

Ay ~8c 12 (12)

The Schmidt number, Sc. is the ratio of kinematic viscosity to scalar species diffusivity.
For high molecular-weight dyes in liquid-phase flows, the Schmidt number is much
larger than unity and the finest features in the scalar field can be significantly smaller
than those in the velocity or vorticity fields. (The Schmidt number for rhodamine-6G
in water is Sc ~ 2800 (e.g. Xu & Yeung 1997).)

To estimate the viscous scale, it is possible to take the scale at which turbulence
spectra deviate at high wavenumbers from —5/3 power-law behaviour. Based upon
data from a variety of flows (wakes, grid turbulence, boundary layers, jets, etc.) across
a wide range of Reynolds numbers (23 < Re; < 3180), Dimotakis (2000) has estimated
the viscous scale to be 50 times larger than the Kolmogorov scale, A4, ie.

Ay > 504. (13)

The Kolmogorov scale, Ax, is in turn defined as

3 1/4
)Lk' = ('—(—) B (14(1}

When no measured values for the dissipation rate are available, an alternative
approximation to the Kolmogorov scale can be used:

Ax ~ cgRe(x) /4. (14b)
5(x)
The constant, ¢4 is of order unity, based upon the energy-dissipation measurements
of Freihe, Van Atta & Gibson (1971) in turbulent Jets (Dimotakis 2000).

For the transverse jet, the jet width is a sensible outer scale, and the Reynolds
number can be taken to be the local circulation-based Reynolds number Re,-. Based
on the jet width and the circulation-based Reynolds number. the scalar diffusion
scales for the conditions of the present experiments can be computed; these estimates
of the required spatial resolution to fully resolve the flow are shown in table 1. In
the table, the scalar diffusion scale is compared to the measurement resolution, Ap,
which is determined by either the pixel resolution of the images, or the thickness
of the laser sheet, whichever is greater. For the transverse cross-sectional images of
the jet, the pixel image resolution was 0.23 mm and the laser-sheet thickness was
0.19mm. Thus, comparing the image resolution to the estimated scalar-diffusion
scale, the LIF measurements of concentration are seen to be resolved for transverse
slices at x/d; = 50 for Reynolds numbers up to 10 x 10°, and not fully resolved for
R(,’j =20 x 103

The consequences of inadequate spatial resolution when making measurements
of passive scalar fields were discussed by Breidenthal (1981) and Koochesfahani &
Dimotakis (1986). Koochesfahani & Dimotakis found for liquid-phase mixing layers
that inadequate resolution mimicked the qualitative effect of enhanced molecular
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diffusion. However. a ten-fold degradation of measurement resolution did not change
the mean concentration and only increased the probability of finding mixed fluid by
approximately 10% on the centreline of the mixing layer. Thus, while the marginal
spatial resolution for the Re; =20 x 10° transverse Jet may artificially sharpen the
peak of the probability distribution, it is unlikely to change the measured distribution
of jet fluid significantly. Moreover, the Reynolds-number effects seen in the flow (§3)
begin at Reynolds numbers which are well resolved, and thus are unlikely to result
from degrading resolution.

2.4. Space-time visualization

The global structure of the jet can be visualized by stacking a contiguous time-resolved
sequence of images of the jet. The transverse jet is particularly amenable to such space-
time visualizations because Taylor's hypothesis holds reasonably well in the far-field
of this flow and can be used to transform between time and space coordinates. For
the transverse jet, the streamwise velocity deficit (the velocity of the wake relative
to the free-stream velocity), decays rapidly with downstream distance, so that the
streamwise velocity is approximately the free-stream velocity at a far-downstream
location, ie. U, ~ U, for the far field (e.g. Mungal & Lozano 1996; Yuan & Street
1998). In this case, the space-time visualizations provide a reasonable approximation
to the instantaneous three-dimensional jet. It should be noted, however, that the
growth of the jet with downstream distance is not captured by the space-time data.
In a sense, however, alternative information is recorded; the space-time data sets,
while not instantaneous spatial data, are nonetheless a three-dimensional slice of the
four-dimensional space-time domain of the unsteady turbulent jet. The space-time
images that are presented here are similar in spirit to the visualizations of Mungal &
Lozano (1996) of burning plumes in crossflow. Their visualizations, taken from video
films of burning Kuwaiti oil wells, are qualitative images of burning plumes, rather
than the quantitative LIF slices of density-matched jets considered in the present
work. Mungal & Lozano find, based on assembled side views (i.e. streamwise views)
of the jet, that the downstream side (the wake side) of the jet displays considerably
more complexity than the upstream side of the jet. Yoda, Hesselink & Mungal (1992)
have provided similar volume renderings of a turbulent jet without crossflow.

Visualizations of level-sets of jet-fluid concentration, i.e. C(x,t) = Ci,, are of
particular interest because the area of the level sets affects the overall rate of reaction
that would occur if the two fluids contained chemically reacting species. In figures 8
and 9, sequences of instantaneous images are assembled into three-dimensional space-
time visualizations of the scalar jet at two Reynolds numbers, Re; =1.0x 10° and
Re; =2.0 x 10°. Taylor's hypothesis is used to transform time into an approximate
streamwise distance. The C ~ 0.006 isosurface is highlighted for both cases by selecting
only a small concentration range centred at that concentration to be opaque and
reflecting.

From the space-time visualizations, the scalar structure of the transverse jet at
both Reynolds numbers can again be seen to be dominated by a pair of kidney-
shaped, counter-rotating vortices. A deep cleft separates the two main lobes of the
counter-rotating vortices, and fine-scale filaments extend up from the cleft into the
wake, as was also seen in the individual images (figure 6). The wake side of the jet
has more complex smaller-scale features than the upstream side, as previously seen
by Mungal & Lozano (1996). Comparing the two Reynolds numbers, a small tertiary
vortex is seen at Re; =1.0 x 10* which is not seen at Re; =2.0 x 10°. Rotation of
the tertiary vortex is evident in the spiral wrapping of thin scalar filaments. For the
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FIGURE 8. Space-time visualization of isosurface of C ~ 0.06 for transverse jet at
Re;=1.0x10%, V, = 10, and x/d, = 50.

FIGURE 9. Space-time visualization of isosurface of C ~ 0.06 for a Re;=2.0x 10, V. =10,
transverse jet.

lower-Reynolds-number jet, the main lobes of the scalar field are not equal in size
because of the jet fluid entrained in the tertiary vortex. Only two main lobes, approxi-
mately equal in size, are seen in the higher-Reynolds-number case, Re; =2.0 x 10°.
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These limited visualizations are qualitatively consistent with the experiments of
Kuzo (1995), which found a transition between asymmetric and symmelric counter-
rotating vortices in the transverse jet above a critical Reynolds number. Using particle
image velocimetry to measure velocity and vorticity fields, Kuzo reported the existence
of tertiary, and even quaternary vortices, at low Reynolds numbers. At V, = 10, the
initially asymmetric jets appeared to transition to a symmetric flow state as the
Reynolds number was increased above a critical value of Re; ~ 6.0 x 10°. Of course,
the scalar-field measurements of the present study are not directly comparable to
measurements of vorticity and velocity fields. However, the present data do indicate
asymmetric structure and decreasing asymmetry with increasing Reynolds number
in the flow-regime investigated. The general asymmetry of the transverse jet at
downstream locations has been noted in experimental studies by Kamotani & Greber
(1972) and Smith & Mungal (1998), among others. Smith and Mungal (1998) review
the evidence for asymmetry in the transverse jet and conclude that it is quite common
in experiments, although symmetry is often assumed in computational investigations.

3. Reynolds-number effects and flow dependence

By some measures, the behaviour of turbulent jets in crossflow appears to be
insensitive to Reynolds number. Gross structural features, such as the Jet size and
trajectory, are insensitive to Reynolds number within the range that was investigated.
Figure 10 shows two different ‘sizes’ of the jet cross-section at x/d; =50. The size,
dh, is defined as the horizontal extent of the jet for which the mean concentration is
greater than a given percentage (either 3 % or 5 %) of the peak concentration. As seen
in the figure, the horizontal size is approximately independent of Reynolds number
over the range 1.0 x 10* < Re; <20 x 10%. Despite the different growth rates of the
transverse jet and jet discharging in a quiescent reservoir, their sizes are comparable
at x/d; =50, where 5, >~ 23 (cf. Dahm & Dimotakis 1990). A further discussion of the
relative entrainment rates of transverse jets and ordinary jets will be postponed until
§3.2.

Reynolds number also appears to have little effect on jet trajectories. Mean jet
trajectories, defined as the locus of points of maximum mean-concentration on the
Jet centreline, are shown in figure 11 for the same velocity ratio at two different
Reynolds numbers, Re; = 1.0 x 10* and 10 x 10*. The trajectories essentially overlap,
and both exhibit a power-law dependence of penetration depth on downstream
distance. (For the higher-Reynolds-number jet, the trajectory dips slightly around
x/d; ~ 10'*=18 before continuing on at the same slope. The slight dip in jet
trajectory is associated with a near-plateau that occurs in the mean concentration field
at that location (see figure 11); a similar dip occurs at the same downstream location
in the trajectory reported by Smith & Mungal (1998, their figure 7) for the V, =
10 jet.) Early experiments by Pratte & Baines (1967) found power-law trajectories
with an exponent of 0.28, and, as discussed in §2, subsequent modelling work by
Broadwell & Breidenthal (1984) predicted a power-law trajectory with an exponent
of 1/3. For comparison, lines of slope 0.28 and 1/3 are shown in figure 11. The
trajectory of the present data is closer to that of Broadwell & Breidenthal. It should
be noted that the scalar trajectories are generally shallower than trajectories based
on the maximum velocity or mean nozzle streamlines (e.g. Kamotani & Greber 1972:
Yuan. Street & Ferziger 1999). Differences between scalar and velocity trajectories
are also discussed by Su et al.(2000) and Hasselbrink & Mungal (2001).
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FIGURE 10. *Size" of the V, = 10 transverse jet in cross-section, defined as the average

horizontal extent, 8, of mean scalar field at x/d; = 50. (a) Ensemble-averaged scalar field
for Re; =20 x 10*. Lines show horizontal extent of 3 % of maximum mean-concentration. (b)
Size versus Reynolds number. 2, 3% of maximum mean-concentration. [, 5% of maximum
mean-concentration.

The decay of mean-concentration on the jet centreline is also insensitive to Reynolds
number, over the range of values investigated. Figure 12 shows the centreline mean-
concentration decay for Re; =1.0x10° and Re; =10x 10°. The lower-Reynolds-
number jet has a longer potential core and initially decays more slowly with
penetration depth (cf. figures 4 and 5). However, by about x/d; ~ 6, the decay of the
low-Reynolds-number jet has caught up to that of the higher-Reynolds-number case.



Reynolds-number effects and anisotropy in transverse-jet mixing 65

(a)

logo(v/d))

e e e ]

0 0.5 1.0 1.5 2.0
|ngm(t rfr}

FIGURE 11. Mean concentration field and jet-centreline trajectory for V,=10. (a)
Ensemble-averaged concentration field for Re;=10x 10°. (b) Penetration depth versus
downstream distance. Circles show Re; =1.0 x 10" and crosses show Re; =10 x 10°, The lower
comparison line is based on experiments of Pratte & Baines (1967) and shows y/d; « (x/d;)*%.
The upper comparison line is based on predictions of Broadwell & Breidenthal (1984) and
shows y/d; o (x/d;)"/3.

Figure 13 depicts the concentration decay with downstream distance normalized in
two ways, x/d; and x/V,d,. Apart from a difference due to potential-core lengths, the
decay rates of the jet at the two Reynolds numbers are nearly indistinguishable.

As an aside, it should be noted that Smith & Mungal (1998) reported a ‘branch
point’ in the centreline concentration decay, representing, in their words, ‘a transition
in the flow field from enhanced mixing to reduced mixing compared to the free
jet” They identified the transition point as occurring around s/V?d; ~0.3, or,
approximately, x/V,d; ~ 1.6 (Smith & Mungal 1998, their figure 24). That location
is marked in figure 13 with an arrow. For the Re; = 10 x 10° case shown, a very
slight change in the slope of the centreline concentration decay can be seen. While
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FIGURE 12. Decay of maximum mean-concentration with penetration depth at V, = 10. Small
circles show Re; = 1.0 x 10°, and small crosses show Re; = 10 x 10°.
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FIGURE 13. Decay of maximum mean-concentration with downstream distance at v, = 10.
Re;=10x 10’ is shown with circles, Re;=10x 10° with crosses. The top axis shows
downstream distance normalized by V,d;, while the bottom axis shows downstream distance
normalized by d;. The arrow marks the location of a slight change in the slope of the decay
reported by Smith & Mungal (1998) at log(x/ V,d;) ~ 0.15.

not conclusive, the present data are consistent with Smith & Mungal’s (1988) findings
of a slight change in slope of the mean-concentration decay rate on the centreline of
the transverse jet.
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However, it should be noted that mean quantities, such as mean-concentration
decay rate or mean jet width, are not actual measures of mixing, but rather measures
of entrainment. In particular, (C) is a measure of the ratio of jet fluid to total (jet fluid
plus entrained crossflow fluid) mass flux. By definition, the mean concentration is the
same for any probability distribution function having the same first moment. Thus,
the mean cannot distinguish between perfectly homogenized fluids (one Dirac delta
function), completely unmixed fluids (two Dirac delta functions), or intermediate states
with the same first moment. To assess mixing, and its Reynolds-number dependence,
measures other than mean quantities must be examined.

3.1. Distribution of jet fluid

A description of mixing involves knowledge of the probability density function of
the conserved passive scalar, in this case, the Jet-fluid concentration. The distribution,
S(C; Re;), of mixed-fluid concentration is normalized so that its definite integral is
the probability that C lies between the limits of integration:
(&)
Pr{C,<C <Gy} = fle)de= F(C\)— F(C,). (15)
i
It should be noted that the distributions discussed in this paper are based on the
probability of occurrence of a particular concentration C in an instantaneous two-
dimensional image, rather than on the frequency of occurrence at a fixed point in
space. Thus, they are spatial rather than temporal probability distributions. The spatial
PDF is computed as the normalized magnitude of the differential area associated with
various concentration values. In two dimensions, the PDF is (Kuznetsov & Sabel'nikov
1990; Dimotakis & Catrakis 1996),

dA(C
fi€) = — |446)

dc |’
where A(C) is the area associated with a specified value of the scalar concentration,

and A, is the total area (domain) of the measured scalar field. Generalized to
d-dimensions, the PDF would be computed as,

I [dVy(C)
Va‘.n-l dC

where V,(C) is the d-dimensional volume associated with C, and Vy ,, is the total, d-
dimensional volume (domain) of the scalar field. Experimentally measured probability-
density functions depend in general on the dimensionality of the measurement, as well
as on the form of the scalar field (see the Appendix). Thus, the PDFs described in
the following discussion are more precisely the distribution of jet-fluid concentration
in two-dimensional slices of the four-dimensional scalar field C(x,y,z,1).

In contrast with structural measures such as the Jet size and trajectory, or mean
measures such as the decay of centreline concentration, the data indicate that the
distribution of mixed fluid in the far field of a high-Schmidt-number strong transverse
jet varies strongly with Reynolds number. The PDF of jet-fluid concentration
at a fixed far-field location does not reach an asymplotic state, up to at least
Re; =20 x 10°. Figure 14 shows scalar PDFs for five different Reynolds numbers,
Re;=1.0,2.0,5.0,10 and 20 x 10°. The measurement location was fixed at x/d; =50
and the velocity ratio was maintained at V, = 10 in all cases. At the lowest Reynolds
number, the PDF is qualitatively similar to the probability distribution of a two-
dimensional diffusive concentration field (derived in the Appendix). The distribution is

(16a)

Ja(C)= . (16b)
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FIGURE 14. Distribution of jet-fluid-concentration for varying Reynolds number at v, = |0,
Measurements made at x/d; = 50 for Re;j=1.0,2.0,5.0, 10 and 20 x 10°. Increasingly peaked
PDFs with increasing Reynolds number.

broad, decreases monotonically, and peaks at very low jet-fluid concentration (C = 0).
As the Reynolds number is increased, the distribution of mixed fluid no longer
decreases monotonically but develops a peak, ie. there develops a most-probable
concentration in the scalar field. The peak occurs by Re; =5.0 x 10%. The preferred-
concentration peak grows in height with increasing Reynolds-number up to the highest
Reynolds numbers investigated, Re; = 20 x 10°. The scalar field is increasingly stirred
and becomes more spatially homogeneous with increasing Reynolds number.

The image data themselves show additional evidence for a shift from a
relatively unmixed to a well-mixed nearly homogeneous distribution with increasing
Reynolds number. Figure 15 shows scalar fields for concentrations straddling the
peak of the mixed-fluid PDF at high Reynolds numbers. Jet-fluid concentrations
between C=0.025 and C =0.045 are highlighted in the image at two Reynolds
numbers, Re; = 1.0 x 10’ and Re; =10 x 10*. For the lower-Reynolds-number case,
the concentration range, 0.035<C <0.045, is confined to a thin region on the
boundary of the jet. Everywhere else, the scalar field is relatively unmixed, with
high concentration regions near the core of the Jet and pure free-stream fluid outside.
For the higher Reynolds-number jet, the specified concentration range is found
throughout much of the body of the jet. The jet fluid is much more homogenously
mixed owing to the turbulent stirring. Thus, the measured growth of PDF peaks with
increasing Reynolds number is a direct consequence of the enhanced homogenization
of the concentration field. It should also be noted that the PDF for each Reynolds
number contains 5.3 x 10* individual measurements of the scalar field (508 frames at
(1024 x 1024)-pixel resolution). For the length of the recording, approximately four
large-scale structure passages are captured at the lowest Reynolds number, and over
75 at the highest.

The most-probable concentration (i.e. the location of the PDF peak) and the width
of PDF both vary with Reynolds number over the range 1.0 x 10° < Re; <20 x 10°.
Figure 16 shows the concentrations associated with the peaks of the jet-fluid
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(a)

FIGURE 15. Concentrations in the range 0.025 < C < 0.045 for (a) Re; =1.0x 10 and
(b) Re; =10 x 10 at v, = 10. Compare with figures 6 and 7.

distribution. The most-probable concentration shifts to lower values with increasing
Reynolds number, but the incremental change diminishes at the higher Reynolds
numbers. Another concentration of interest is the mean mixed-fluid concentration,
Chives» defined as the mean of all concentrations greater than a chosen value
representing a cutofl between mixed and unmixed fluid. In this case. the cutoff
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FIGURE 16. Peak, mixed-fluid, and mean concentrations versus Reynolds number for V, = 10,
), mean concentration, C; +, mean mixed-fluid concentration, Chixed» for C > 0.01; A, peak
concentration, Cp,4, defined as point of zero slope (for Re; =5.0. 10 and 20 x 10°), or as point

of maximum negative curvature (for Re; =2.0 x 10°).
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FIGURE 17. Normalized r.m.s. fluctuations of the scalar field versus Reynolds
number for V, = 10.

concentration, C =0.01, was chosen to coincide with a local minimum that occurs
in the PDF. The mean mixed-fluid concentration also asymptotes at the highest
Reynolds numbers. Finally, the width of the PDF also declines and asymptotes with
increasing Reynolds number. As seen in figure 17, the normalized standard deviation
decreases rapidly before levelling off around Re; =10 x 10*. The asymptotic levelling
off of measures such as standard deviation and most-probable concentration for the
transverse jet is consistent with a mixing transition that has been documented in other
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FiIGURE 18. Jet-fluid concentration PDFs for Jets discharging in a quiescent reservoir. Lines of
increasing solidity denoting increasing Rej=4.5.9 and 18 x 10° (Catrakis & Dimotakis 1996,
adapted from their figure 8).

flows to occur at comparable outer-scale Reynolds numbers of order 10* (Dimotakis
2000).

[t can be shown from control-volume analysis that the mean concentration in a
transverse cross-section of the jet should remain constant for any Reynolds number,
provided the velocity ratio is unchanged. The mean concentration, C, depends linearly
on velocity ratio,

_ ® A
C=/ C f(C)dC =G, V, L. (17)

- A
In the above expression, A; is the area of the nozzle exit, and A is the area of a
transverse plane whose boundary completely encloses the cross-section of the jet.
When jet-plenum concentration, C,, and velocity ratio, V,, are fixed, as they are in
the case of the present experiments, the mean concentration should be independent
of the Reynolds number. This provides a test for the quantitative accuracy of the
concentration measurements, and further verifies that the plenum concentrations and
jet velocity ratios were well controlled for the test series. As shown in figure 16,

the invariance of the mean concentration, C, was verified for the present set of
experiments.

3.2. Entrainment and stirring compared with jets in quiescent reservoirs

Differences in turbulent mixing can be seen between transverse jets and jets
discharging into a quiescent reservoir. For comparison to the transverse-jet data
(figure 14), figure 18 shows measured distributions of Jet-fluid concentration for
varying Reynolds number in the far-field (x/d; =275) of liquid-phase, quiescent-
reservoir jets. These jet measurements were made by Catrakis & Dimotakis (1996)
for a similar Reynolds-number range to the current transverse-jet experiments. At
the lowest Reynolds number, Re; =4.5 x 10°, the jet-fluid-concentration PDF of
the quies