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Abstract

The Naval Research Laboratory created a wave forecasting system in support of the Nearshore Canyon Experiment (NCEX) field program. The
outer nest of this prediction system encompassed the Southern California Bight. This forecasting system is described in this paper, with analysis of
results via comparison to the extensive buoy network in the region. There are a number of potential errors, two of which are poor resolution of islands
in the Bight-- which have a strong impact on nearshore wave climate-and the use of the stationary assumption for computations. These two
problems have straightforward solutions, but the solutions are computationally expensive, so an operational user must carefully consider their cost.
The auihors study the impact of these two types of error (relative to other errors, such as error in boundary forcing) using several hindcasts performed

after the completion of NCEX. It is found that, with buoy observations as ground truth, the stationary assumption leads to a modest increase in root-
mean-square error; this is due to relatively poor prediction of the timing of swell arrivals and local sea growth/decay. The model results are found to be

sensitive to the resolution of islands; however, coarse resolution does not incur an appreciable penalty in terms of error statistics computed via
comparison to buoy observations, suggesting that other errors dominate. Inaccuracy in representation of the local atmospheric forcing likely has a
significant impact on wave model error. Perhaps most importantly, the accuracy of directional distribution of wave energy at the open ocean
boundaries appears to be a critical limitation on the accuracy of the model-data comparisons inside the Bight.
Published by Elsevier B.V.

Keywords: Wave modeling; Wave forecasting; Wave hindcasting; Southern California Bight; Swells; Swell forecasting

I. Introduction The Nearshore Canyon Experiment (NCEX) was a coastal
research project with field operations Sept. 16 through Dec. 15,

Wave forecasting systems are run routinely by the operational 2003, located at and near La Jolla, California. This paper deals

Navy for a number of coastal areas around the world. The with the application of the SWAN model at both sub-regional

operational Navy (specifically the Naval Oceanographic Office, and nearshore scale, for the area of the Southern California

NAVO), typically uses WAM ("WAve Model", WAMDI Group, Bight, during the duration of the field experiment. In this en-

1988; Giinther et al., 1992; Komen et al., 1994) to model sub- vironment, the key challenge is to accurately represent the

regional scale domains (e.g. the size of the domain depicted in propagation/blocking of swell energy through/by the islands of

Fig. I A) and the SWAN model ("Simulating WAves Nearshore"; the Bight as they approach the NCEX area.

Booij et al., 1999) for a nearshore region such as the one depicted There has been previous work related to wave modeling in the

in Fig. IC. [These grids will be introduced in detail later in this Southern California Bight. The reader is referred to O'Reilly and

paper.] Guza (1998) and references therein. Also, as of June 2006, there

are active relevant websites run by the Coastal Data Information

Program (CDIP).

* Corresponding author. Fax: +1 228 688 4759. An objective of this article is to learn ways in which a modeler

E-mail address: rogers@nrlssc.navy.mil (W.E. Rogers). might minimize errors in a forecasting system. However, the
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Usually, the modeler makes decisions on these questions with a So, where should one make the hand-off from the larger-scale
mix of experience and guesswork. Two of these questions are: nonstationary model to the smaller-scale stationary model'?
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2) What geographic resolution is necessary for the outer nests? includes physical processes associated with intermediate-depth
Is it better to spend CPU cycles on something other than high and shallow water (e.g. bottom friction, depth-limited breaking).
geographic resolution? The governing equation of SWAN and other third generation

wave action models is the action balance equation. In Cartesian
These two questions are essentially considerations of whether coordinates, this is:

to apply two computational "shortcuts". The objectives of this ON 0 N a CgVN )C,,N dCgoN S
study are to --- + g- + + y - +=. (1)

at ax aiy au o a

"* Evaluate the sensitivity of the model results to these two where or is the relative (intrinsic) frequency (the wave frequency
computational shortcuts. measured from a frame of reference moving with a current, if a

"* Determine the relative importance of other errors, such as current exists), N is wave action density, equal to energy density
boundary forcing and wind forcing, divided by relative frequency (N=E/a), 0 is wave direction, Cg is

"* Evaluate the feasibility of operational application of the SWAN the wave action propagation speed in (x, y, ar, 0) space, and S is
model for a region the size of the Southern California Bight. the total of source/sink terms expressed as wave energy density. In

"* Identify and discuss special considerations for modeling deep water, the right hand side of Eq. (1) is dominated by three
waves in this (and similar) regions. terms, SzSi.+S.l+SdS (input by wind, four wave nonlinear

interactions, and dissipation, respectively). Source term formula-
In evaluating the sensitivity of the model to these two tions used in wave models are by no means universal, but the

computational shortcuts, we distinguish between two types of default formulations used in SWAN are a fair representation of the
sensitivity: model-based and observation-based. Model-based mainstream.
sensitivity to a shortcut is simply taken from the difference Boundary conditions for the outer nest SWAN models used
between simulations with and without the shortcut. Observa- herein are taken from nowcasts/forecasts from operational
tion-based sensitivity is based on comparing the errors statistics implementations of the WAVEWATCH-III model (Tolman,
(bias, RMS error) for these two simulations, with the error 1991, 2002a). [We use the word "operational" to indicate
statistics being based on comparison to observations. The error "realtime and not experimental".] Like SWAN, WAVEWATCH-
statistics include errors associated with other problems, for III (henceforth denoted "WW3") is governed by the action
example, the accuracy of boundary forcing and wind forcing. balance equation. WW3 tends to be more efficient at global
Thus the observation-based sensitivity to a shortcut may turn scales (due to resolution), whereas SWAN holds the advantage
out to be small if these other, less easily controlled, sources of at smaller scales (e.g. grid spacing less than 2 km). Both SWAN
error are large. Observation-based sensitivity instructs us on the and WW3 can be solved in either Cartesian or spherical co-
expected immediate benefit of not using a computational ordinates and both are finite difference models. Because of their
shortcut, i.e. whether the added computational cost is justified. similarities, they complement each other nicely. [WAM, a
Model-based sensitivity instructs us on the expected benefit of predecessor of both SWAN and WW3, is another third gene-
not using a computational shortcut after other sources of error ration model; it is not used in this study.]
are reduced.

This paper is organized as follows: Section 2 briefly describes
the SWAN model and these two computational shortcuts. 2.1. The stationary assumption
Section 3 describes the Nearshore Canyon Experiment (NCEX)
and a realtime wave modeling system designed to support that In nonstationary applications of conditionally stable models,
experiment. Section 4 describes idealized cases designed to the time step must be small enough that a packet of wave energy
study one of the two computational shortcuts (the stationary does not travel a distance of more than one grid cell (or some

assumption). Section 5 presents hindcasts for the Southern fraction thereof) during any given time step. With the

California Bight, similar to the realtime wave modeling system, unconditionally stable nonstationary scheme of SWAN this
designed to study the two shortcuts. Discussion is given in requirement is removed, but accuracy of the scheme falls off

Section 6, and Conclusions in Section 7. considerably when the wave energy travels much more than 2-4
grid cells per time step (see Rogers et al., 2002). With high

2. Description of model and computational "shortcuts" geographic resolution (say higher than 1/30' or 3 km), this might
correspond to a time step of 5 min, or 144 time steps for each 12 h

For this investigation, we used a beta version of SWAN increment in a forecast, which can be computationally
("Simulating WAves Nearshore"; Booij et al., 1999) which can be oppressive. Fortunately, SWAN can optionally compute using

considered intermediate between the official versions 40.20 the assumption of stationarity. Computed in this manner, there
(released in June 2003) and 40.31 (released in February 2004). are no time steps, though some iterating is required: 5-10
SWAN is a third generation wave action model designed to iterations per 12 h increment in the forecast would be typical,
overcome traditional difficulties of applying wave action models resulting in time saving of a factor 15-30 in this example.

such as WAM in coastal regions. It uses typical formulations for However, the stationary assumption implies instantaneous
wave growth by wind, wave dissipation by whitecapping, and four wave propagation across the domain, as well as instantaneous
wave nonlinear interactions ("quadruplets" or "quads"). It also wave response to changes in the wind field. These restrictions are
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not unreasonable for a smaller domain. This is particularly true if application of third generation wave models to realtime fore-
the cross-domain wave propagation occurs at a faster rate than the casting of combined wind sea (generation, dissipation,
change in offshore forcing at the domain's boundary. Further- propagation) and swell (dissipation, propagation) in the Bight.
more, for these smaller areas, wave growth internal to the domain 2) To get "hands on" knowledge and experience with modeling
is fetch-limited, so the stationary model can represent wave waves in realtime in a challenging environment (the primary
growth faithfully. challenge being associated with the sheltering effect of

However, these same restrictions are obviously inaccurate islands in the Bight). This experience is valuable for future
for global or basin-scale models. Even for intermediate-scale wave modeling exercises by the operational Navy.
domains like the Southern California Bight, use of the stationary 3) The quantity of wave data in this region is probably the
assumptions might lead to consistent predictions swells arriving highest concentration anywhere in the U.S. This is of great
too early and/or too rapid response to wind changes. benefit to validation and for determining sources of model

Since a simple phase-shift in a time series will affect RMS errors.
error but not bias, the impact of the stationary assumption should
be more noticeable in the former statistic; however, because of 3.1. System description
the wind response error, the effect on bias should not necessarily
be zero. We created several competing wave nowcast/forecast

Since the stationary assumption implies an assumption of systems for the NCEX experiment. The earliest system started
infinite duration, one might expect that local windsea in a producing forecasts on 26 September 2003. All systems stopped
stationary model will always be more energetic than that in a producing forecasts on or before 15 December. Since we
nonstationary model. However, this is not the case: the compare different modeling methods in other sections using
nonstationary model is affected by prior wind speeds, which hindcasts, we will present only one of the competing wave
may be higher than the present wind speed. nowcast/forecast systems here. Within this system, there are

three SWAN grids. The second (denoted "SC2") is nested within
2.2. Coarse geographic resolution the first (denoted "SC I ") and the third (denoted "SC3") is nested

within the second, SC2. The SC3 grid corresponds to the vicinity
The primary benefit of increased geographic resolution in the of the NCEX experiment. The three grids are shown in Fig. I A-

Southern California Bight is to better represent the blocking of C. All were solved in a spherical coordinate system. Table I lists
wave energy by islands in the Bight. This blocking has a dominant some details of the modeling system. [In this table, the 5-digit
impact on the wave climate at most of the coasts inside the Bight. output locations are NDBC buoys locations; the three-digit
The word "blocking" here implies that an island is completely output locations are locations of CDIP instruments (all buoys,
blocking wave energy from some direction. Blocking is not the except for 073). Some CDIP locations are referred to by three-
only problem associated with geographic resolution, of course: letter identifiers, which are given in parentheses here.]
the submerged part of an island will scatter, focus, defocus,
dissipate, and shoal energy. In the regional scale domains with
narrow continental shelf, these effects are expected to be secon- Table I
dary to blocking. Details of realtime system for the Southern California Bight

GRID SCI SC2 SC3
3. Realtime Southern California Bight modeling system Ax (longitude) 2.0' or 3087 m 0.4' or 621 m 1.5" or 38,9 m

Ay (latitude) 1.67' or 3087 m 0.4' or 741 m 2.25" or
The Nearshore Canyon Experiment (NCEX) was a coastal 69.5 in

research project with field operations Sept. 16 through Dec. 15, Origin 239.0, 32.0 242.2, 32.4 242.634.

2003, located at and near La Jolla, California. A variety of in- (o E, o N) 32.828
# x-cells 121 121 290)struments were deployed by scientists from several institutions to # )-Cells 109 181 181

monitor the coast from water, land, and air. Quoting a University Bathymetry 6" x 6" 6" × 6" 1.5" x 2.25"
of California, San Diego press release, "NCEX is designed to Boundary NCEP ENP SCI SC2
determine the effects of submarine canyons and other complex forcing
seafloor formations on waves and currents. Understanding such Wind forcing NCEP ENP NCEP ENP None

Computation Nonstationary Stationary Stationaryprocesses is important to answer scientific questions and to Execution Parallel (8 threads on Serial Serial

address public safety issues such as rip currents." The Naval method 1.3 GHz IBM-P4) (2.4 GHz (2.4 GHz

Research Laboratory (NRL) created a wave forecasting system Lintel) Lintel)
for this region. There were several motivations: Computation 100 min 20-30 min 40 rain

time

Output 3 24 241) Supporting the NCEX field program: to assist in planning of interval (h) (effectively 12) (effectively 12)
instrument deployment and anticipate the arrival of scientif- Output 46047. 46025, 46053, 096 (DPT), 095 (PLJ),
ically interesting wave conditions. This motivation is locations 46054,46063,46011, 045(OSO), 101 (TPI),
diminished somewhat by existing systems for forecasting 46023, 46086, 067, 092, 100 (TPO) 073 (SCP)
waves in the Bight, but the NRL system is the first full 028, 102, 118, III, 107, 071
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Boundary forcing for the outer SWAN grid was taken from very slight effect on computation time (usage of disk space is the

the NCEP (National Centers for Environmental Prediction) ENP greater constraint), so a 3 h output interval was used. The SC 1

(Eastern North Pacific) WW3 implementation (see http://polar. model used a 5 min time step for computations. All three SWAN

ncep.noaa.gov/waves/implementations.html). Realtime spectral models produced output out to 7 days.
output from that WW3 model was available from the ftp site of For the SC 1 and SC2 grids, a 6" bathymetry provided by
NCEP at two locations near the boundary of SC 1, corresponding Dr. W.C. O'Reilly (Scripps Institution of Oceanography, "SIO")
to the locations of NDBC buoys 46063 and 46047. WW3 spectra was used. For the SC3 grids, bathymetry provided on the SIO

for the location of 46063 were applied to the north and west NCEX website was used. The latter bathymetry data set was

boundary of SC 1; WW3 spectra for the location of 46047 were developed specifically for the NCEX experiment.
applied to the south boundary of SC 1. These spectra were given
in files which included recent hindcasts, the analysis period, and 3.2. Results
forecasts out to 7 days at 3 h intervals.

Wind forcing for the SWAN models were taken from fields For realtime comparison, CDIP data at the three SC3
provided by NCEP corresponding to the computational grid of the instrument locations were downloaded during every modeling

WW3 ENP model. These winds are from the NCEP Global cycle and plotted along with time series of wave height, peak

Forecast System (GFS). As with the ENP spectra, the wind fields period, and mean direction from the SC3 model at those locations.

included forecasts out to 7 days at 3 h intervals. Global winds An example time series plot similar to the ones displayed on the

were used rather than those from a regional model (such as web page is shown in Fig. 2. Plots of fields of wave height and

COAMPS, Hodur, 1997; Hodur et al., 2002) because ofthe longer direction for each of the three grids for various forecast times were

forecast period, also shown on the webpage, but are not reproduced here.

The default bottom friction formulation of SWAN was used, Calculations of error-with NDBC and CDIP data as ground

though it is not expected to play a significant role in the South- truth-are given in Table 2. All dates are in 2003. The bias and

em California Bight due to the relatively narrow continental root-mean-square error "RMSE" are calculated over the time

shelf. For the three deepwater source terms, SzSjl+SlI+SdS, interval shown, which varies due to inconsistent archiving of

default formulations were used, except for the dissipation term, model output and data outages. The error metrics are calculated for

where the integer used for the weighting of relative wavenum- the analyses of each realtime SWAN simulation (error metrics for

ber was increased by 1.0 (from Rogers et al., 2003 and Janssen, the forecasts are not reported here, due to limitations on space). In

1989) (this is to correct a tendency to underpredict the mean the table, we organize the instruments locations into three groups,

wave period of wind sea). In all three grids, 36 directional bins in order to better detect any correlation of error and location. The

are used (AO 100), and 35 frequencies are used, with log- three groups are a) locations relatively unsheltered from swells

arithmic spacing from 0.05 to 1.00 Hz. [To use a lowest from the open ocean, b) locations along the northern shoreline of

frequency of 0.05 Hz may lead to problems when modeling the the Bight, and c) locations that fall within the SC2 and SC3 grids.

Pacific basin, so this was changed to 0.0418 for the hindcasts We give averages for each grouping and also an average of all

(Section 5).] locations. In the averaging, each location is weighted equally even

Due to the integration in four dimensions with computation of though the duration of time intervals for comparisons are different

four-wave interactions and an implicit propagation scheme, in many cases. When comparing model output to data, we pass the

SWAN can be computationally demanding. Each 7 day forecast data through a three-hour running-average type filter.

computation for the SC I grid would have taken an estimated 28 h To put these numbers in context, the magnitude of bias of

in serial mode on the workstation used for the SC2 and SC3 analyses of global wave models (at any given location) tend to be

computations, clearly infeasible for a realtime system. Therefore, 0.15 m or lower and RMS errors tend to be 0.4-0.6 m (e.g.

the SC I simulations were computed on a parallel computing Tolman, 2002b). For energetic, but enclosed areas (e.g. the Great

platform, utilizing the OpenMP modifications of the code made Lakes), 0.18 m RMS error and negligible bias is possible in

by Campbell et al. (2002). Each seven-day SC 1 forecast typically blindfold hindcasts.
required 100 min of computation time on that platform. To our
knowledge, this represents the first use of the OpenMP 4. Idealized case: impact of the stationary assumption

capabilities of SWAN for realtime forecasting, and is a strong
demonstration of the expanded utility of the SWAN model for In this section, we present idealized cases. The strategy is to

such purposes. create simplified model scenarios so that we can-without

Fields of wave height and peak direction were output for excessive runtimes-test the effect of the stationary assumption.

graphical display on a web site. Wave spectra were saved at Using these tests, this source of error is isolated from other sources

locations where NDBC and CDIP instruments were deployed, of error. Also, by including a test case for another environment

The system was launched every 12 h. Individual SC2 and SC3 (the Gulf of Maine during a similar time period), insight is gained

simulations produced output at 24 h intervals-which is a fairly regarding how the error might vary with climate.

coarse interval-due to computation time constraints. Since the Actual buoy data are used in the design of these idealized

system ran every 12 h, there was SC2 and SC3 output at cases. In canonical tests which follow, the results are sensitive to

staggered 12 h intervals: still a coarse interval, but better than the time scale of variation of input. The boundary-forced case is

24 h. In the case of the SCI model, the output interval has only a sensitive to the group velocity of energy parcels. The wind-
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Fig. 2. Comparison of near-realtime CDIP data to model analyses and model forecasts at location TPI (CDIP 101 ). This plot is essentially the same as a plot that was
made by the realtime system at 0938 PDT 15 December (the realtime plot included output from two models that are not described in this paper and are therefore not
shown here).

forced case is sensitive to the magnitude of the wind. Thus, we 8) Wave height output over the entire model domain, every 3 h,
want the input to be as realistic as possible. This is the primary from 1800 UTC 14 October 2003 to through 2100 UTC 15
motivation for using buoy data for forcing. December 2003.

4.1. Idealized tests Characteristics common to all the idealized simulations with

stationary computation:
Simplified long-duration simulations using stationary com-

putations are conducted to study the impact of the stationary 1) 15 iterations per computation
assumption. Wave height root mean square (RMS) error is 2) One computation every 3 h simulated.
calculated over the entire model domain, using simulations

with nonstationary computations for "ground truth". For Characteristics common to all the idealized simulations with
forcing, we use actual buoy data. Thus with these tests, we nonstationary computation:
get an estimate of the typical levels of error under realistic
forcing conditions. The time period of the NCEX experiment is 1) Initialized at state of rest at 1800 UTC 13 October 2003.
used. To get an idea of the impact of local wave climate, we 2) At= 2.5 mai
conduct tests using the climate for the Gulf of Maine as well as
the Southern California Bight. Characteristics common to all 4.2. Idealized wind-forced test
idealized simulations regarding effect of stationary assumption
are: Characteristics common to all the wind-forced idealized

simulations:
1) One dimensional simulations
2) Domain size =300 km 1) These simulations used winds taken from buoy data, converted
3) Ax=0.6 km to 10 m elevation. The scalar buoy wind speed is used for the
4) Directional resolution = 100 along-axis wind speed, U,~. The cross-axis wind speed UI1 is set
5) 33 frequencies in logarithmic distribution to zero. The sign of U, is preserved, so wind direction here is
6) Deep water binary (westerly or easterly)
7) Whitecapping identical to that used in other simulations in 2) Homogeneous winds are used.

this study 3) No boundary forcing is used.
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Table 2 In the stationary results, the only cause ofx-wise variation (not
Error calculations of realtime model results vs. measurements shown) is dissipation; whereas the nonstationary model results

Bias (m) RMSE (m) Begin time End time (properly) also vary due to time-history of the boundary forcing.

Open locations Note that if all energy is traveling the same speed c, and if
B46063 0.06 0.34 0600 UTC 21 -Oct 0600 UTC 16-Dec " is constant, then the wave height error EH at any point x is
B46054 0.12 0.30 0600 UTC 21 -Oct 0600 UTC 16-Dec EH H p x

B46023 0.01 0.38 1800 UTC 14-Nov 0600 UTC 16-Dec '11 c"

B071 0.14 0.40 1800 UTC 14-Nov 0600 UTC 16-Dec
B46047 0.03 0.41 0600 UTC 2 1-Oct 0600 UTC 16-Dec 4.3.1. Southern California Bight case
B46086 0.05 0.32 1800 UTC 14-Nov 0600 UTC 16-Dec Boundary forcing is based on measurements with CDIP buoy
B067 0.16 0.42 1800 UTC 14-Nov 0600 UTC 16-Dec 71 (the "Harvest" buoy) during the time period 0000 UTC 1
average 0.08 0.37 October 2003-0000 UTC 1 January 2004. During the infrequent

"North Shore" locations gaps in data from this buoy, spectra are taken from CDIP buoy 67

B 107 -0.11 0.24 1800 UTC 14-Nov 0600 UTC 16-Dec (the "San Nicholas Island" buoy). The spectra used here are
B46053 -0.03 0.22 0600 UTC 21-Oct 0600 UTC 16-Dec described at a 3 h interval, determined by 3 h moving average of
B 102 0.07 0.19 1800 UTC 14-Nov 0600 UTC 16-Dec data provided by CDIP, which are described at a 0.5 h interval.
BI1l 0.10 0.21 1800 UTC 14-Nov 0600 UTC 16-Dec These 3-hour interval combined wave spectra are denoted in this
B092 -0.05 0.28 1800 UTC 14-Nov 0600 UTC 16-Dec paper as "CDIP/071/067". [We use CDIP data rather than NDBC
B46025 0.03 0.32 0600 UTC 2 1-Oct 0600 UTC 16-Dec
B028 0.01 0.25 1800 UTC 14-Nov 0600 UTC 16-Dec data here due to directional information in the CDIP data.]. Time
average -0.01 0.24 series of wave height, peak period, and directional spreading are

calculated from these spectra. However, the mean direction is
Locations inside SC2 and SC3 always "from west". Wave conditions are passed to the SWAN
DPT 0.01 0.25 0600 UTC 21-Oct 0600 UTC 16-Dec model in this parameterized form.
oSO -0.04 0.21 0600 UTC 21-Oct 0600 UTC 16-Dec
TPO 0.05 0.21 0600 UTC 21 -Oct 0600 UTC 16-Dec
PLJ -0.04 0.22 0600 UTC 22-Oct 0600 UTC 16-Dec 4.3.2. Gulf of Maine case
TPI -0.01 0.19 0600 UTC 22-Oct 0600 UTC 16-Dec Time series of wave height, peak period are taken from data
SCP 0.08 0.21 0600 UTC 22-Oct 0600 UTC 16-Dec for NDBC buoy 44005. However, the mean direction is always
average 0.01 0.21 "from east" and directional spreading (see Holthuijsen et al.,

All locations 2003) is always 47.7' (taken from the mean of the Southern
average 0.03 0.28 California Bight case).

4.4. Results

In this canonical wind-forced case, we are treating the Results are shown in Fig. 3A-D. In these four figures, there
region in question (the Southern California Bight or the Gulf of are four curves and each is presented twice: Fig. 3A,B contrast
Maine) as a rectangular lake of arbitrary north-south the different forcing set (boundary forcing vs. wind-forcing);
dimension, and east-west dimension comparable to that of Fig. 3C,D contrast the different climates (Southern California
the actual region. All energy is generated internally, as op- Bight vs. Gulf of Maine).
posed to the actual situation where local winds add energy to In the wind-forced canonical cases, if one inspects individual
that coming in through the boundaries. The wind-forced cases where the wind shifts directions, the stationary model is
idealized simulations with nonstationary computation included especially inaccurate because it responds too quickly to the
linear wave growth physics, so that simulations could start shift, creating new energy and destroying old. Additionally, the
from rest. wind speeds reach greater extremes over shorter time intervals

For the Southern California Bight idealized wind-forced test, in the Gulf of Maine case than in the Southern California Bight
46047 buoy data is used. In this canonical case, west-to-east case; this variability would not be represented particularly well
airflow is predominant. For the Gulf of Maine idealized wind- in the stationary runs.
forced test, 44005 buoy data is used. Of the boundary-forced canonical cases, error is worse in the

Gulf of Maine case. This may be simply due to larger wave
4.3. Idealized boundar-Jorced test heights (all else being equal, RMS error will tend to be greater

in more energetic wave climates).This may also be affected by
Characteristics common to all the boundary-forced idealized the travel speed of wave energy (the Gulf of Maine tends to

simulations: experience shorter waves, Fig. 4, which will tend to be less well
represented by the assumption of instantaneous propagation).

1) No wind forcing is used.
2) Nonlinear interactions are disabled. 5. Hindcasts
3) A JONSWAP spectrum with peak enhancement factor of 3.3

(see Holthuijsen et al., 2003) is used for boundary forcing Here we build on what was learned in the idealized simu-
along the open-ocean side of grid. lations using long term hindcasts comparable to the realtime
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Fig. 3. A.Wave height RMS error computations for the wind-forced idealized simulation with stationary computations (simulation with nonstationary computations are
taken as ground truth). Cases with forcing corresponding to the Southern California Bight are shown. B. Cases with forcing corresponding to the Gulf of Maine. C.
Cases with wind forcing. D. Cases with boundary forcing.

system. With the hindcast mode, we have a few advantages over 5. 1. Hindcast descriptions
the realtime mode:

The hindcasts are designed to investigate the practical effect
1) In hindcast mode, computation time is not a major constraint of two computational "shortcuts":

on model design.
2) The realtime system was subject to problems with forcing 1) Use of stationary computations for the SC 1 region

arriving late and having to use forecast winds as analyses. 2) Use of coarse geographic resolution for the SC I region
3) In hindcast mode, we can test/estimate the accuracy of

various forcing methods (including forcing with observa- These are the two "shortcuts" described in Section 2.
tions, which wouldn't be possible in a forecast system) and
choose one. 5.1.1. Forcing

4) In hindcast mode, we can pay more careful attention to For forcing on the west boundary, we use the CDIP/071/067
numerical issues, etc. spectral time series described in Section 4.3.1. For forcing on

5) Some settings (such as the garden sprinkler effect correction the south boundary, we use analyses for the NCEP ENP WW3
[Booij and Holthuijsen, 1987]) were changed midway during implementation corresponding to location 46047; this is
the lifetime of the realtime system. With the hindcast system, identical to what we used for forcing the realtime system at
settings are uniform for the duration, leading to more mean- this boundary. For wind forcing, we use the NCEP GFS winds,
ingful comparisons. identical to wind forcing of the realtime system.
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Fig. 4. Peak period of boundary forcing for the idealized cases. Southern California Bight case (upper panel) and Gulf of Maine case (lower panel).

5.1.2. Model settings (note that the lower frequency is changed from the realtime
We perform the hindcast with the outer grid SC 1 at two system).

different resolutions and two different computation methods * In all cases, the dissipation settings are identical to those used
(stationary and nonstationary), so there are four hindcast for the realtime system.
simulations, denoted as * In the "low resolution" SCI simulations, Ax= Ay= 1/200.

This is identical to the geographic resolution of a NAVO
"* "STAT LR", with the SCI grid calculated with stationary WAM implementation for the Southern California Bight.

computations, at relatively low resolution 9 In the "high resolution" SC1 simulation, Ax= Ay= 1'.
"* "STAT HR", with the SC I grid calculated with stationary * In the SC2 nests, Ax=0.3' (longitude) and Ay=0.4' (latitude).

computations, at relatively high resolution * In the SC3 nests, Ax= 1.5" (longitude) and Ay=2.25"
"* "NONS LR", with the SC 1 grid calculated with nonstationary (latitude). (unchanged from the realtime system.)

(time-stepping) computations, at relatively low resolution * For all stationary computations (which includes all SC2 and
"* "NONS HR", with the SC 1 grid calculated with nonstationary SC3 computations), computation at every time interval used a

(time-stepping) computations, at relatively high resolution Table 4
Tirne period of cornparisons to observations

For these four separate hindcasts, only the operation of the p p

outer SWAN nest (SC I) is different. So, the resolution of the Location Begin time End time

"SC2" nest for the "STAT LR" hindcast is the same as the NDBC/46047 18:00 14-Oct-2003 21:00 15-Dec-2003

resolution used for the "SC2" nest for the "STAT HR" hindcast. CDIP/067 18:00 14-Oct-2003 09:00 15-Dec-2003
NDBC/46086 18:00 I 0-Nov-2003 21:00 15-Dec-2003

Similarly, all "SC2" and "SC3" nests are calculated using NDBC/46023 18:00 14-Oct-2003 21:00 15-Dec-2003
stationary computations. Specific settings are as follows: NDBC/46063 18:00 14-Oct-2003 21:00 15-Dec-2003

CDIP/071 18:00 14-Oct-2003 21:00 15-Dec-2003

9 In all cases 36 directional bins (AO= 100), and 34 frequencies NDBC/46054 18:00 14-Oct-2003 21:00 15-Dec-2003

are used, with logarithmic spacing from 0.0418 to 1.00 Hz. NDBC/46053 18:00 14-Oct-2003 21:00 15-Dec-2003
CDIP/107 18:00 14-Oct-2003 21:00 15-Dec-2003
CDIP/I I 1 18:00 14-Oct-2003 21:00 15-Dec-2003

Table 3 NDBC/46025 18:00 14-Oct-2003 21:00 15-Dec-2003
Mean error statistics for the hindcast simulations, with the "NONS, HR" CDIP/102 18:00 14-Oct-2003 21:00 15-Dec-2003
hindcast as "ground truth" CDIP/028 18:00 14-Oct-2003 21:00 15-Dec-2003

Model All locations Open areas North Shore SC2 and SC3 CDIP/092 18:00 14-Oct-2003 21:00 15-Dec-2003
CDIP/DPT 15:00 15-Oct-2003 21:00 15-Dec-2003

Bias RMSE Bias RMSE Bias RMSE Bias RMSE CDIP/OSO 18:00 14-Oct-2003 21:00 15-Dec-2003
(m) (m) (m) (m) (m) (m) (r) (m) CDIP/TPO 18:00 14-Oct-2003 21:00 15-Dec-2003

STAT LR -0.07 0.16 -0.04 0.14 -0.12 0.20 -0.04 0.13 CDIP/PLJ 18:00 14-Oct-2003 21:00 15-Dec-2003
STAT HR -0.02 0.14 -0.01 0.14 -0.04 0.16 +0.00 0.12 CDIP/TPI 18:00 14-Oct-2003 21:00 15-Dec-2003
NONSLR -0.03 0.04 -0.01 0.02 -0.03 0.06 -0.04 0.05 CDIP/SCP 18:00 14-Oct-2003 21:00 15-Dec-2003
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Table 5 Table 7
Mean error statistics for the hindcast simulations Root-mean-square error (m) for each location and each hindcast simulation

Model All locations Open areas North Shore SC2 and SC3 Location STAT LR STAT HR NONS LR NONS HR

Bias RMSE Bias RMSE Bias RMSE Bias RMSE NDBC/46047 0.55 0.55 0.45 0.45
(m) (m) (m) (m) (m) (m) (m) (m) CDIP/067 0.35 0.35 0.30 0.30

STAT LR -0.04 0.28 -0.12 0.31 -0.06 0.26 +0.06 NDBC/46086 0.39 0.37 0.28 U.25

STAT HR +0.01 0.28 -0.09 0.31 +0.02 0.25 +0.01 0.27 NDBC/46023 0.26 0.26 0.25 0.25

NONSLR -0.00 0.24 -0.09 0.27 +0.03 0.23 +0.0(7 0.22 NDBC/46063 0.28 0.27 0.26 0).25

NONSHR +0.03 0.24 -0.08 0.26 +0.06 0.22 +0.10 0.22 CDIP/071 0.14 0.13 0.13 0.13
NDBC/46054 0.24 0.24 0.21 0.20
NDBC/46053 0.33 0.25 0.22 0).21

low energy wave condition as the first guess. This leads to CDIP/107 0.31 0.22 0.23 11.20
slower convergence (increased computation time), but allows CDIP/l II 0.26 0.25 0.25 0.23NDBC/46025 0.25 0.25 0.24 0).24
us to reproduce computations for specific time periods CDIP/102 0.21 0.30 0.20 0.26
precisely (useful for detailed investigations) and prevents CDIP/028 0.23 0.24 0.22 0.21
problems with "drift" in solution that may occur when large CDIP/092 0.26 0.25 0.23 0.22

numbers of stationary computations are performed in CDIP/DPT 0.29 0.28 0.28 0.26
sequence, with each using the prior computation as the first CDIP/OSO 0.23 0.25 0.19 0.20CDIP/TPO 0.26 0.26 0.21 0.21

guess (see Section 6, Discussion). CDIP/PU 0.26 0.27 0.21 0.21
"* For all stationary computations, default numerical settings CDIP/TPI 0.23 0.26 0.18 0.19

are used. CDIP/SCP 0.29 0.28 0.24 0.24
"* For nonstationary computations (SCI only), the default

second order propagation scheme is used, with a "garden
sprinkler correction wave age" of 2.0 h (see Holthuijsen et al.,
2003). nonstationary, high resolution outer nest "NONS HR" as

"* Time step sizes for the nonstationary (SC 1) cases: "NONS "ground truth". Bias and RMS error computed in this manner
HR": a time step of 2.5 min is used, dictated by the garden are given in Table 3. The results suggest the following:
sprinkler correction scheme; "NONS LR": a time step of
6.0 min is used. I) Both computational shortcuts lead to slight negative bias. A

"* Wind forcing, wind sea growth, and four-wave nonlinear decrease in energy reaching the nearshore areas is not an
interactions are not included in the SC3 computations. expected side effect of the stationary assumption. Differ-

ences in numerics (e.g. diffusion) may be the cause, but the
5.2. Model sensitivity to computational shortcuts variability in the offshore wave climate would make bias

associated with numerics less likely.
In this section, model-based sensitivity to the two compu- 2) Biases from the two shortcuts combine in a clearly nonlinear

tational shortcuts is estimated by use of the simulation with fashion. Combined, the effect is significant in some places
(- 12 cm bias for the locations on the north shore of the

Table 6 Bight).

Bias (m) for each location and each hindcast simulation 3) As expected, the stationary assumption has a greater impact
on RMS error than bias: RMS error is greater than 12 cm at

Location STAT LR STAT HR NONS LR NONS HR all four location groupings. This is presumably due to phase

NDBC/46047 -0.21 -0.20 -0.19 -0.19 shift in swell time series (i.e. error in arrival time with the
CDIP/067 -0.03 -0.02 -0.01 -0.00 stationary assumption). RMS error associated with coarse
NDBC/46086 -0.14 -0.01 -0.10 -0.02
NDBC/46023 -0.07 -0.07 -0.06 -0.05 resolution is not large (less than 7 cm at all four location
NDBC/46063 -0.16 -0.14 -0.13 -0.13 groupings).
CDIP/071 -0.11 -0.10 -0.08 -0.08
NDBC/46054 -0.11 -0.11 -0.08 -0.08
NDBC/46053 -0.23 -0.09 -0.06 -0.02
CDIP/107 -0.23 -0.09 -0.11 -0.03 Table 8

CDIP/Il1 0.01 0.02 0.12 0.08 Bias (m) for "partial wave height" for four frequency bands, for the "NONS,
NDBC/46025 0.00 0.03 0.08 0.08 HR" hindcast

CDIP/102 0.03 0.20 0.08 0.18 Frequency band
CDIP/028 0.07 0.10 0.11 0.12
CDIP/092 -0.06 -0.01 -0.02 0.02 Locat. 0.04 to 0.08 Hz 0.08 to 0.12 Hz 0.12 to 0.15 Hz 0.15 to 0.35 Hz

CDIP/DPT -0.02 0.07 -0.02 0.07 B46023 -0.15 -0.03 +0.03 +0.12
CDIP/OSO 0.04 0.11 0.07 0.09 B46047 -0,23 --0.12 -0.03 -0.04
CDIP/TPO 0.09 0.11 0.09 0.12 B46086 -0.06 40.02 1 0.00 + 0.04
CDIPiPLJ 0.06 0.07 0.05 0.08 OSO +0.06 +0.06 0.02 1 0.05
CDIP/TPI 0.04 0.12 0.06 0.10 TPO +0.03 + 0.t)0 40.02 1 0.07
CDIP/SCP 0.17 0.16 0.16 0.16 TPI +0.03 40.07 10.01 +1)07
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Table 9 tion is allowing too much energy through the islands,
Root-mean-square error (m) for "partial wave height" for four frequency bands, reaching the NCEX area. (This speculation turns out to be
for the "NONS, HR" hindcast incorrect, see below.)

Frequency band 2) The bias patterns observed in the hindcast system are

Locat. 0.04 to 0.08 Hz 0.08 to 0.12 Hz 0.12 to 0.15 Hz 0.15 to 0.35 Hz generally quite different from those observed in the realtime

B46023 0.25 0.16 0.11 0.18 system. For example, at the offshore locations, the realtime
B46047 0.38 0.29 0.18 0.22 model has a positive bias and the hindcast models have
B46086 0.25 0.20 0.14 0.18 negative bias; this is directly attributable to differences in
OSO 0.11 0.11 0.09 0.17 bias in wave forcing at the west boundary.
TPO 0,12 0.14 0.10 0.19

TPI 0.09 0.11 0.09 0.18 3) For the open locations, RMS error is much lower in the hindcast
(NONS HR) simulation than in the realtime system. This
probably reflects a benefit from using measured buoy spectra
for forcing on the west boundary.

5.3. Comparison of hindcasts to observations 4) For the "north shore" and "SC2/3" locations, results from the
hindcast (NONS HR) are more energetic than results from

Table 4 lists the time period used for error statistic the realtime systems. Since bias tends to be positive at these
calculations for the comparison of the hindcasts to observations. locations, this means that bias is worse in the hindcasts than
Tables 5-9 summarize the results from the hindcast simulations. in the blindfold realtime system, which is not expected.
The geographic grouping and averaging is the same as described 5) Use of nonstationary computations significantly improved
in Section 3. Fig. 5 shows the geographical distribution of error RMS error. This is expected, since arrival times will be more
of the NONS HR case. Tables 8 and 9 indicate the bias calculated accurately predicted without the stationary assumption, and
from time series of "partial wave height" calculated for four duration-limited windsea generation may be more accurate.
frequency bands, at six locations for the NONS HR hindcast. 6) Use of higher resolution in the outer grid (SC 1) does not have
The "partial wave height" is calculated from the variance (i.e. a significant effect on RMSE. Thus, from these statistics, one
energy) of the wave spectrum over a frequency range defined by can conclude that other types of errors, such as boundary
lower and upper bounds fi and Jý: Hm0,partial = 4 Upajai and forcing errors, need to be reduced in order to see practical
Uparrial F(f)df, the "partial variance", benefit from high geographic resolution.

From these results, we can make the following observations: 7) At the lowest frequency band the hindcast bias is negative at
open locations (as high as-23 cm at buoy 46047) and

I) For the hindcasts, bias tends to be negative at the open positive on the east shore of the Bight (3 to 6 cm). This
locations and positive at the SC2/3 locations. One might clearly suggests that swell energy transmittance through the
speculate that some problem with the SWAN implementa- islands is overpredicted.

itours 0, 25, 100, 300 m depth

Contours: 0, 25, 100, 300 mn depth

34.5 -

34-

33 -

32.5

32 _________________________________________________

239 239.5 240 240.5 241 241.5 242 242.5

degrees E

Fig. 5. Bias and root-mean-square error for the "NONS HR" case. The size of symbols indicates magnitude of bias (triangles) and root-mean-square error (plusses). The

orientation of the triangles indicates sign of bias. [For the numeric values, see Tables 6 and 7.]
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8) In the highest frequency band, the hindcast bias is positive at prediction of swell from the northwest). To put this another
all six locations for which this calculation was made. Prior way: the geography of the Bight is such that energy from the
experience with this model in similar wind speed regimes- southwest will tend to reach the NCEX (SC3) area, whereas
see discussion of the whitecapping term in Section 3.1-- energy from the northwest tends to be blocked more before
suggests that this bias is unlikely to be due to wave model reaching this area. If a model uses forcing which overpredicts
physics. Taken together, this suggests that, in the atmo- swells from the southwest and underpredicts swells from the
spheric forcing, the wind speed is overpredicted for the low northwest, then the total energy at the boundary may be well
to moderate wind speed events. predicted (due to balancing of errors), while the total energy

that the NCEX area will be overpredicted. This is demon-
From careful study of specific cases, we can make the strated in Fig. 6. Here, the upper panel shows a time series of

following additional conclusions: total wave height in the boundary forcing (input to SCI);
based on this, the forcing appears fairly accurate. The center

1) As mentioned in (1) above, bias patterns suggest a scenario in panel shows the same time series, except only the low
which swell forcing of the SWAN models is too low and the frequency energy from the southwest is included in the
amount of swell energy getting through islands is too high. integration to calculate wave height; in this comparison, the
This is an oversimplification however. In fact, there exists at forcing is too high. The lower panel shows the wave height
least one case during the hindcast where too much energy is prediction near the NCEX location (output from SC3); this
getting through because swell from southwest is over- shows a clear overprediction, which is at least partially at-
predicted (compensated at the Open Areas by an under- tributable to the overprediction in the forcing (center panel).
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Fig. 6. Wave height time series for 26 October-7 November. See text for explanation.
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Nspectra were interpolated across frequencies to put them on
STATHR similar frequency grids (38 frequencies, linearly spaced from

2.5 0 0.03 to 0.4 Hz), and 4) The dimensional forcing spectrum was

o calculated as S(fO)=D(O)E(f). However, this approach was

2 -prone to a specific problem: if a frequency band is energetic in
0o the buoy measurement (say strong swell from northwest), but

0 Oo 0 not energetic in the WW3 spectra (for instance, if the latter
1.5 0% ° contains weak swell from northwest and weak swell from

0o °,ao ao southwest), the result of combination is a spectrum with fairly
1 0 strong swell from northwest and southwest. The swell from

b 0southwest results in overprediction of energy at the sheltered,

0.5- coastal locations. For practical purposes, this approach is less
accurate than using unmodified WW3 spectra for forcing (as
was done for the southern boundary in the hindcasts presented

12/01 12/03 12/05 12/07 12/09 12/11 12/13 12/15 above). We still feel that this method (blended boundary
forcing) holds promise, but we strongly recommend quality

Fig. 7. Wave height time series at TPI buoy, fbr I December- 16 December. control procedures to ensure that the blending is only performed

at times at which the measured E(f) is similar to the modeled
(WW3) E(f): at other times, the methodology should default to

2) Use of higher resolution in the outer grid SC 1 (for the purpose simple modeled (WW3) two-dimensional spectra.
of better representing sheltering by islands) increases the
energy level at the SC2/3 locations. This is probably due to the 6.3. Sensitivity to directional characteristics ofboundary forcing
following: when a neighboring grid cell is a land cell, this tends
to block energy traveling parallel to the coast; with a coarser Based on specific studies of the hindcast results, it is
grid, there are fewer wet grid points across a constriction, so apparent that the directional characteristics of boundary forcing
blocking by neighboring land points is increased, play a dominant role in the predictions of energy levels at the

3) By inspection of time series, we can confirm that the lower NCEX area. Unfortunately, the spectra used for forcing on the
RMS error with nonstationary computations (see (6) above) southern boundary have the usual limitations of a global wave
is due to better predictions of arrival/departure times of swell model, and the spectra used for forcing on the western boundary
events. An example of this is shown in Fig. 7 (a time series are subject to the limitations of what a buoy measures (a
from the SC3 grid, near the NCEX area). truncated Fourier series describing the directional distribution at

each frequency) and the Maximum Likelihood Method.
6. Discussion Problems with wave direction are likely to produce random

errors in predictions at the NCEX site, whereas problems with
6.1. Output interval consistent overprediction of directional spreading or smooth-

ness of peaks could conceivably lead to bias at the NCEX area
SC2 and SC3 grids were run on workstation in serial mode, (too much or too little energy propagating past the islands). The

with a very large time interval between computations (24 h ability of MLM to correctly reproduce multiple swells arriving
intervals between stationary computations, 12 h effective output from different directions at the same frequency is suspect. Also,
interval due to staggering). Of course, this interval could have finite directional resolution will tend to make accurate
been more frequent, had we run these nests using OpenMP, with propagation through narrow channels difficult for a model.
more processors. The large interval has no effect on error
metrics, but when output is plotted as a time series, it would 6.4. Wave prediction error due to errors in bathymetry
cause the SWAN output to appear excessively smooth relative
to that from a model with higher temporal resolution. One probable cause for error is the uncertainty in the

bathymetry, particularly over the canyon and particularly for
6.2. Blending model and buoy spectra for southern boundary northwesterly waves. The bathymetric database used is comprised

.forcing of data ranging from National Ocean Survey (NOS) data, to more
recent ship surveys over the canyon, to nearshore surveys from

For the southern boundary of the hindcast region, non- airborne lidar from the US Geological Survey (USGS) measure-
directional buoy data (46047) were available, but not directional ment system. Each has different coverage and quality. Kaihatu
buoy data. A strategy of blending model and buoy spectra for and O'Reilly (2002) performed some sensitivity studies for model
boundary forcing was tested. This worked as follows: 1) at each runs over various bathymetric databases and demonstrated
time interval and at frequency in the model (WW3 ENP), a significant sensitivity of the nearshore waveheights on the details
normalized directional spectrum D(O) was calculated (this of the canyon bathymetry. Additionally, Long et al. (2004)
function integrates to unity), 2) Non-directional buoy data E(f) showed that modeled nearshore wave and circulation fields were
within I h of the time interval were time-averaged, 3) The strongly dependent on the details of the canyon, particularly the
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crenellations of the depth contours. The biases seen in Table 2 are 6.8. Other forcing sets
generally lower than the above estimates, however, and may
indicate that the wave model is less sensitive to bathymetry errors There was some interest in using operational Navy products to
than other types of errors, at least over the shelf We do not force the hindcasts (rather than NCEP products). The regional
specifically investigate sensitivity to bathymetric errors herein; to ("EPAC" or "East Pacific") wind and wave products were
do this properly, it would be necessary to adjust the bathymetry assembled for this purpose. The NCEP ("GFS") and FNMOC
while keeping the resolution fixed. wind products ("COAMPS") were compared directly to winds

measured at buoy 46047. This comparison suggested a possible
6.5. Underconvergence slight advantage with the NCEP wind product, though the metrics

for the two products were too close to be conclusive: one product
While performing stationary, hindcast simulations, with reproduced some wind events better; the other reproduced other

forcing identical to the forcing of the stationary realtime system events better. NCEP GFS had lower RMS error; COAMPS had
(not presented here), it was found that positive bias occurs lower bias (COAMPS bias was positive; GFS bias negative).
which did not occur with the realtime system. By default, Preliminary hindcasts (in stationary computation mode) were
SWAN stationary computations use the prior stationary performed for the outer SWAN grid (SC 1) with various forcing
computation as a "first guess" for the iterative solution combinations (FNMOC waves with NCEP winds, FNMOC
procedure. With many stationary computations in sequence waves with FNMOC winds, etc.) and comparisons were made to
(as with the hindcasts), there is a subtle increase in energy. This measurements at the "open locations". FNMOC boundary
tendency was overridden in the hindcasts presented by forcing had the advantage of being non-uniform along the
initializing each stationary computation with a low energy boundaries (described at 1F resolution). However, the compar-
condition as the "first guess", as mentioned above in Section 5. isons to data indicated a moderate advantage to using the NCEP
The problem with under-convergence was confirmed by forcing. This is the primary reason why NCEP forcing is used for
running two hindcasts, identical except for method of the hindcasts presented in this paper (except at the western
initializing computations (at each time interval): dramatic boundary, where buoy spectra were used). However, these
difference in bias occurs. Note that we have not proven that preliminary hindcasts were subject to problems that were
hindcast results are fully converged; it is entirely possible that addressed in the hindcasts presented here (such as the under-
our method of initialization leads to energy levels that are convergence issue: the preliminary hindcasts were not hotstarted
artificially slightly low. The reader is referred to Zijlema and [re-initialized with low sea state] prior to each computation).
van der Westhuysen (2005) for further reading. Thus, these simulations would need to be repeated to confirm an

actual advantage to the NCEP forcing.
6.6. Dissipation

6.9. Refraction computations at coarse resolution
At specific times during the hindcasts (e.g. 25 November,

2003), there is significant local wind sea generated inside, and SWAN has known problems calculating refraction in cases
just west of, the SC 1 grid. Energy from this wind sea is well where waves turn a large amount (e.g. 500) when propagating
predicted outside the islands of the Bight, but is overpredicted at from one grid cell to another. In the Southern Calitbrnia Bight
the NCEX region. Unfortunately, it is very difficult to determine case, this is especially noticeable in the lee of the shoals east of
whether this overprediction is due to a) not enough energy being 46047, where aphysical increase in wave height is predicted by
blocked by bathymetry/topography or b) not enough dissipation SWAN. The refraction issue was confirmed to be the culprit: the
of these relatively short waves as they propagate from west to high wave heights do not occur if either a) high geographic
east across the grid (i.e. deficiency in the Sd, term of SWAN). resolution is used, or b) refraction is disabled. Of course, neither

is a good solution for a wave model (one is too expensive and the
6.7. More comprehensive metrics other removes physics). A test case was created which covers

only the vicinity of the shoals, with geographic resolution
It is obviously desirable to evaluate model performance equivalent to that used in the SC 1 grid. The test case was run

based on metrics other than total energy (wave height). In fact, with a number of refraction limiters ("CDLIM", see SWAN
for both the post-NCEX realtime system validation and the manual, Holthuijsen et al., 2003), and a limiter of 1.25 was
hindcast validations, peak period and mean wave direction is chosen as best replicating the results obtained with high
also included. However, due to the very large quantity of mea- geographic resolution ("ground truth"). This limiter was used
surement locations and the duration of the time series, it was not in some of the preliminary hindcasts, but was not used in the
possible to perform more than cursory inspection of these hindcasts presented, since it was felt that more study of the
comparisons. Validation of directional spreading for long time practical effect of this limiter is required.
series is possible, but is difficult to reduce to average quantities.
Directional spreading is not very meaningful in cases where 6.10. Model handoff (WAM/WW3 to SWAN)
distinct wave components from multiple directions are inte-
grated together, a probable occurrence with the wave climate of The outer grid (SC 1) could have been computed with a large
this region. scale wave model such as WW3 (and probably WAM4). We
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expect that WW3 would be a bit more efficient than non- Systems"). The insightful recommendations by the anonymous
stationary SWAN at this geographic resolution (1 '-2'). Note reviewers are greatly appreciated. This is contribution NRL/JA/
that in our hindcast nonstationary hindcasts, SWAN is a 7320/05/5190.
conditionally stable model, since the conditionally stable gar-
den sprinkler correction is employed. For the high resolution References
model, the time step size (2.5 min) was dictated by this
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