Comparing the Performance of Collection
Selection Algorithms

ALLISON L. POWELL and JAMES C. FRENCH
University of Virginia

The proliferation of online information resources increases the importance of effective and efficient
information retrieval in a multicollection environment. Multicollection searching is cast in three
parts: collection selection (also referred to as database selection), query processing and results
merging. In this work, we focus our attention on the evaluation of the first step, collection selection.

In this article, we present a detailed discussion of the methodology that we used to evalu-
ate and compare collection selection approaches, covering both test environments and evaluation
measures. We compare the CORI, CVV and gGILOSS collection selection approaches using six test
environments utilizing three document testbeds. We note similar trends in performance among
the collection selection approaches, but the CORI approach consistently outperforms the other ap-
proaches, suggesting that effective collection selection can be achieved using limited information
about each collection.

The contributions of this work are both the assembled evaluation methodology as well as the
application of that methodology to compare collection selection approaches in a standardized envi-
ronment.

Categories and Subject Descriptors: H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval—selection process; H.3.4 [Information Storage and Retrieval]: Systems
and Software—performance evaluation (efficiency and effectiveness)

General Terms: Experimentation, Measurement, Performance

Additional Key Words and Phrases: Collection selection, distributed information retrieval, database
selection, distributed text retrieval, metasearch engine, resource discovery, resource ranking,
resource selection, server selection, server ranking, text retrieval

1. INTRODUCTION

The growth of the Internet and federated digital libraries has increased
attention on the problem of retrieving data items found in multicollection
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Fig. 1. Anillustration of multicollection retrieval. The collection selection mechanism routes query
g to collections C; and C3. Query ¢ is executed at those collections, then the two results lists are
merged into a single, coherent list for presentation to the user.

environments. For reasons of efficiency, intellectual property or copyright, it
may not be feasible or desirable to assemble all data items of interest at a
central storage location or even to provide access through a centralized index.
Within the information retrieval community, the problem of retrieving data
items from a set of collections has typically been referred to as distributed
information retrieval. We will refer to the problem as multicollection informa-
tion retrieval to emphasize the fact that collections may or may not be physi-
cally distributed. While physical distribution is a common scenario, it is not a
requirement.

The problem of data item retrieval in a multicollection environment can be
broken down into three major subproblems, illustrated in a simplified fashion
in Figure 1. Given a set of collections to which a user’s query might be sent,
the first subproblem is to choose the collections to be searched. We refer to this
subproblem as the collection selection step. In our example, collections C; and
Cs3 are selected. This step becomes increasingly important as the number of
collections grows or if the collections charge for access. The second subproblem
is to forward the user’s query to the selected collections. This step is challenging
on several fronts. First there are the challenges faced in traditional information
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retrieval—effectively and efficiently retrieving high-quality results from each
of the collections. Additional challenges may be presented by heterogeneous
environments where the underlying collections may use different query syntax
or different retrieval models. The third subproblem is to take the individual
results lists from each of the selected collections and to merge those results
into a single coherent list of results to be presented to the user. In this article,
we focus upon the collection selection subproblem.

The basic subproblems are similar between World Wide Web metasearch and
multicollection retrieval over more stable collections; however, there are impor-
tant differences. For example, in WWW metasearch, the problem of identifying
the set of candidate collections may be more challenging and the contents of
the collections may change. Collection selection has been applied to WWW envi-
ronments [Gauch et al. 1996; Dreilinger and Howe 1997; Craswell et al. 2000];
however, our work focuses on a comparison of different collection selection ap-
proaches in an environment made up of stable and accessible collections.

At the time that we began this work, a number of techniques for collection
selection had been proposed and independently evaluated; however, the evalu-
ations varied in the underlying data, the performance goals and the evaluation
methods. Due to the wide variety of test environments, it was difficult to di-
rectly compare the different published evaluation results. We had a number of
goals for this work. The first goal was to demonstrate a uniform methodology for
the study of collection selection approaches and their relative performance. The
second, and more important, goal was to gain insight into both the collective
and individual behavior of these algorithms. This article reports efforts to facili-
tate and perform direct comparisons of collection selection techniques. Compar-
isons of three collection selection techniques, CORI [Callan et al. 1995], gGIOSS
[Gravano and Garcia-Molina 1995; Gravano et al. 1999] and CVV [Yuwono and
Lee 1997], using six test environments made up of three sets of collections and
two query formulations, are reported.!

We begin in Section 2 with a discussion of related work. In Section 3, we
describe our experimental environment, including the testbeds and queries, in
considerable detail so that anyone interested in using these testbeds will have
full information. Section 4 provides a summary of evaluation approaches and
measures that were detailed in previous work. In Section 5, we describe the
CORI, gGlOSS and CVV approaches in detail then present direct comparison
results and analysis, including the effect of testbed features on performance.
Section 6 concludes. The contributions of this work are both the assembled eval-
uation methodology as well as the application of that methodology to compare
collection selection approaches in a standardized environment. The methodol-
ogy and environments can be used to place any new collection selection approach
in context.

1This article expands upon a previously-reported comparison of the gGIOSS and CORI collection
selection approaches in a single test environment using a single query formulation [French et al.
1999b].
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2. RELATED WORK

A number of different approaches for database or collection selection have been
proposed and individually evaluated. Direct comparisons of these collection se-
lection approaches is complicated by the variety of experimental environments
and evaluation measures that have been used by different research groups.
In addition, the methodology for evaluating collection selection is not yet as
standardized as the methodology for evaluating document retrieval.

Collection selection approaches can be divided into three major classes based
on their overall approach or evaluation approach. One group of approaches at-
tempts to characterize the document-query similarities of the documents that
would be returned if a query were sent to a collection C. These approaches typ-
ically have the stated goal of locating collections with a large number of similar
documents or with highly similar documents. A second group of approaches use
a relevance-based evaluation methodology, measuring the degree to which ap-
proaches identify collections that have a large number of relevant documents
with respect to the query. Finally, a third group of approaches incorporates addi-
tional considerations, for example the cost to search a collection or the expected
response time of a collection.

We will discuss a number of different collection selection approaches indi-
vidually below, grouped by the three classes described above. Three of the ap-
proaches, CORI [Callan et al. 1995], CVV [Yuwono and Lee 1997] and gGIOSS?
[Gravano and Garcia-Molina 1995; Gravano et al. 1999] were evaluated in a
common environment by French et al. [1998, 1999b] and [Callan et al. 2000],
who found that there was significant room for improvement in all approaches,
especially when very few collections were selected. Expanded versions of those
experiments are presented in this article. When introducing those experiments,
we will present a much more detailed discussion and analysis of the CORI,
CVV and gGIOSS algorithms; summaries are provided here to place those ap-
proaches in the context of other related work.

2.1 Selecting Collections with Matching or Highly Similar Documents

The philosophy behind approaches that attempt to characterize the query-
document similarities of documents within a collection was stated by Gravano
and Garcia-Molina [1995], who argued that “the best we can hope for any
tool like gGIOSS is that it predicts the answers that the databases will give
when presented with a query” A number of approaches have a similar goal.
We summarize some of those approaches here, then briefly discuss environ-
ments in which they are applicable and environments for which they are less
well suited.

Gravano et al. [1994] introduced GIOSS, the Glossary of Servers Server,
which operates in an environment of Boolean information retrieval systems.
GIOSS was later generalized to gGIOSS to handle the vector space informa-
tion retrieval model [Gravano and Garcia-Molina 1995]. gGIOSS consists of

2gGIOSS was later renamed vGIOSS [Gravano et al. 1999], but we will continue to refer to it as
2GIOSS for consistency with our previously published work.

ACM Transactions on Information Systems, Vol. 21, No. 4, October 2003.



416 o A. L. Powell and J. C. French

multiple parameterized collection selection algorithm implementations with
the goal of estimating the sum of query-document similarities for a collection.
2GlOSS needs two vectors of information from each collection in order to make
its estimates: the document frequency df; for each term ¢; and the sum of the
term weights w;; of each term over all documents d; in the collection.

The D-WISE multicollection retrieval system considered collection selection,
query forwarding and results merging [Yuwono and Lee 1997]. Yuwono and
Lee referred to the collection selection portion of their work as the Cue Validity
Variance (CVV) ranking method. The goal of the CVV ranking method is to
identify collections with a high concentration of query terms.

Meng et al. [1998] proposed a collection selection approach with goals
that were similar to those of Gravano and Garcia-Molina [1995]. Given a
multicollection environment, their goal was to estimate the number of docu-
ments in the collection that would have a similarity to query q greater than
some threshold if a global similarity function had been employed. While they
use the information differently, Meng et al. require the same statistical in-
formation about each collection as Gravano and Garcia-Molina—both docu-
ment frequency information and average term weight information is required.
In a series of papers, this work was later expanded and some assumptions
were relaxed or modified [Liu et al. 1999; Meng et al. 1999; Yu et al. 1999a,
1999b].

The work of Baumgarten falls somewhat between the class of experiments
described here and the class described in the next section. Baumgarten [1997]
proposed a probabilistic model for multicollection information retrieval, assum-
ing that the underlying collections make use of probabilistic information re-
trieval systems [Baumgarten 1997]. While document relevance is later used
for evaluation [Baumgarten 1999], the goal of the overall approach is to main-
tain the overall top-ranked [ documents that would be retrieved in a search of a
single collection containing all documents or by selecting all collections, while
at the same time restricting search to the collections that actually contribute
documents to the set of / documents.

The majority of our experiments evaluate the degree to which collection se-
lection approaches can locate collections with relevant documents instead of
highly similar documents. However, we have studied the gGIOSS approach in
detail [French et al. 1998; Powell 2001] and use it as a representative for ap-
proaches that utilize document term weight information and that attempt to
locate collections with highly similar documents.

Traditionally, multicollection information retrieval performance has been
compared to single-collection performance. While operational multicollection
environments have yet to exceed the performance seen in equivalent single col-
lection environments, recent experiments have shown that multi-collection re-
trieval performance has the potential to outperform single-collection retrieval
[Powell et al. 2000; Craswell et al. 2000]. Approaches that are designed to
replicate single-collection performance have two potential weaknesses. First,
these approaches may search a large subset of the collections if the globally
most similar documents are widely spread across the collections. Second, de-
pending on the degree to which they are capable of replicating single-collection
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performance, these approaches may also not be able to take advantage of the
potential for higher multicollection performance.

2.2 Selecting Collections with Relevant Documents

The next group of collection selection approaches were proposed with the goal of
identifying collections containing relevant documents. These approaches typ-
ically (but do not always) require less statistical information than collection
selection approaches with the goal of identifying collections with highly similar
documents.

CORI [Callan et al. 1995] is the collection selection mechanism associated
with the Inquery [Callan et al. 1992] information retrieval system. In general,
CORI treats collections as virtual documents using document frequency (df)
and inverse collection frequency (icf) information. Collection selection can be
considered as a sort of “document retrieval” over the set of virtual documents.

The work of Voorhees et al. [Voorhees et al. 1994, 1995; Voorhees 1995;
Voorhees and Tong 1997] is more closely associated with results-merging; how-
ever, this work also has interesting collection selection aspects. Most selec-
tion approaches do not specify the number of documents to be retrieved from
a selected collection. Instead, the proportion of documents from a given col-
lection present in the merged results list is an artifact of the merge strat-
egy. In contrast, Voorhees et al. [1995] defined two approaches for determin-
ing the number of documents to be retrieved from each collection. Because
that number may be zero, these approaches serve as a collection selection
step.

Xu and Callan [1998] focused on the nature of queries used for collection
selection. Their premise was that queries intended for document retrieval (often
containing only a few terms) are not appropriate for collection selection and
that poor collection selection performance hinders multicollection document
retrieval performance. They investigated the inclusion of phrase information
and the use of query expansion for collection selection.

Xu and Croft [1999] argued that clustering may be necessary to create multi-
collection environments suitable for effective collection selection. They com-
pared single-collection performance to four different approaches for construct-
ing collections and collection representations.

2.3 Additional Considerations

Most collection selection approaches are based upon statistical information
about the collections and are concerned primarily with locating relevant or
highly similar documents. However, there are approaches that incorporate ad-
ditional information; for example, considering both textual and nontextual in-
formation Dolin et al. [1997, 1998, 1999] or set different goals, for example,
efficiency [Moffat and Zobel 1995], minimizing the cost of retrieving documents
[Fuhr 1999] or accessing collections [Hawking and Thistlewaite 1999]. Craswell
et al. [2000] argued that the retrieval performance at a collection should be
incorporated into the collection selection step.
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2.4 Additional Issues in Multicollection Retrieval

There are a number of issues that cut across many multicollection retrieval
approaches, although they are not always explictly mentioned. These issues
include the effect of the use of different information retrieval systems at the
underlying collections and information used for indexing collections. Of par-
ticular interest to us is the issue of collection representations for collection
selection, the information used for those representations and how that infor-
mation is acquired. If applying collection selection approaches to an operational
environment, it is easier to obtain simple information such as df values than
more detailed document indexing information.

2.4.1 Heterogeneous Collections. There are many ways in which the indi-
vidual collections in a multicollection environment might differ. Collections can
employ different document indexing techniques and different query processing
techniques. The underlying search engine at one collection might support op-
tions not allowed by others. The acceptable query formats may differ among the
search engines at the collections. The range of document scores can also vary
by collection. In the context of describing the STARTS Internet metasearch-
ing protocol, Gravano et al. discussed these issues in detail [Gravano et al.
1997]. Here, we mention a few specific issues that have implications for our
experiments.

Some approaches assume homogeneous underlying search engines, for ex-
ample, gGIOSS assumes that all collections use the same similarity function
to compute query-document similarities [Gravano and Garcia-Molina 1995].
The general approaches that we consider do not assume homogeneous collec-
tions. In practice, this assumption is only feasible when the same individual or
organization controls all collections in the multi-collection environment.

With the exception of gGIOSS, the approaches that we study in this work do
not require document term weight information. In general, the approaches we
study require only document frequency information (the number of documents
containing each term) and other information that remains consistent even if
different search engines or query formats are used at the underlying collections.
However, there is still one issue that we must be aware of. Because collection
selection indexes may be built from information provided by collection indexes,
tokenizing, stopping and stemming can have implications for collection selec-
tion. Differences here can lead to incompatible vocabularies.

2.4.2 Collection Representations. Collection selection is difficult partly be-
cause collection selection algorithms do not typically have access to the full con-
tents of a collection. Instead, they utilize summary statistical information about
the collections. This has been referred to as lexicon inspection [Zobel 1997] and
as language modeling [Callan et al. 1999; Xu and Croft 1999]. We will refer to the
summary information about a collection as a language model (LM). For our ex-
periments, each collection C; is represented by a corresponding language model
LM;. We denote the set of language models as LM = {LM, LMo, ..., LMy}.

Collection selection algorithms differ in the type of information that they
require in the language models. For example, as we mentioned earlier, gGIOSS
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needs two vectors of information from each collection in order to make its es-
timates: the document frequency df; for each term ¢; and the sum of the term
weights w;; of each term over all documents d; in the collection. CORI and CVV
also utilize document frequency information.

A number of protocols for describing collections have been proposed, includ-
ing those that assume the cooperation of collections [Gravano et al. 1997; Hawk-
ing and Thistlewaite 1999; Powell and Fox 1998] and those that acquire collec-
tion statistics from collections that are not actively cooperating [Callan et al.
1999; Lin et al. 1999; Liu et al. 1999; Xu et al. 1998; Ipeirotis and Gravano 2002].
Callan et al. [2000], Craswell et al. [2000], and Ipeirotis and Gravano [2002]
have reported comparisons of the effect of sample-based language models on
collection selection approaches.

3. EXPERIMENTAL ENVIRONMENT

One goal for this work was to describe a methodology for the study of collection
selection approaches. Our discussion includes experimental environments and
their features and evaluation measures. We begin here with our experimental
environments and the underlying documents and queries. Later, in Section 3.4,
we discuss the limitations of the test environment and its applicability to
real-world scenarios.

3.1 TREC Data and Queries

Traditional (single collection) information retrieval test collections usually con-
tain a set of data items D, a set of queries O and a set of relevance judgments 7.
In most widely-available information retrieval test collections, the data items
are text documents. Each query represents a statement of a user’s informa-
tion need and for each query, the relevance judgments identify the set of data
items that are relevant to the query, that is, the data items that satisfy the
information need.

Multicollection test environments generally contain the same components
as traditional information retrieval test collections, with the exception that the
documents are organized into more than one collection. The potential exists
for duplicate data items within a collection; however, in most previously re-
ported relevance evaluation-based experiments, the collections are a partition
of the documents. The problem of duplicates is an important one and affects
both collection selection and results merging. This issue bears consideration in
operational environments; however, we chose to focus on partitioned collections
for these experiments.

The large number of documents available in the TREC/TIPSTER data, plus
the availability of relevance judgements have made it a popular choice as a basis
for constructing multicollection test environments. At the time that we began
these experiments, most of the test environments used in published work had
fewer than 100 collections. This, plus an initial interest in a test environment
with a controlled temporal component to the collections led us to construct a
different test environment for our experiments. Because we were interested
in both efficiency and effectiveness, and in evaluating systems using a large
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number of collections, the TREC/TIPSTER data was the only realistic starting
point. Given the availability of TREC topics from which queries could be created
and TREC relevance judgements, we began by constructing a testbed, referred
to here as SYM-236. Over the course of the experiments reported in Section 5,
we noted that some collection selection algorithms have a tendency to prefer
collections with a large number of documents. We created an additional testbed,
UDC-236, to study this effect. We later added a testbed created at the University
of Massachusetts, referred to as UBC-100.

In this section, we will describe and characterize the test environments that
are used in the experiments presented in Section 5. We will focus mostly on
the three testbeds that are components of the test environments. We start by
describing the underlying TREC data from which each set of documents D will
be drawn. The three testbeds described in this section contain no duplicate doc-
uments. We then discuss the TREC topics, the subset of the topics used for our
experiments and the two sets of queries constructed using those topics. Finally,
we describe the three testbeds (sets of collections) used in our experiments and
discuss features of those testbeds.

3.1.1 TREC Data. The Text REtrieval Conferences (TREC) are a series
of annual conferences co-sponsored by the National Institute of Standards and
Technology (NIST) and DARPA. Each year, groups from industry, academia and
government undertake a set of retrieval tasks, using a supplied set of documents
and queries,? then meet to discuss the results.

The SYM-236, UDC-236 and UBC-100 testbeds were all constructed us-
ing data available to participants in the TREC-4 [Harman 1995] conference.
To summarize, this data is approximately 3 GB of text spread over several
years and from seven primary sources: AP Newswire (AP), Wall Street Jour-
nal (WSJ), Computer Select (ZIFF), the Patent Office (PAT), San Jose Mercury
News (SJMN), Federal Register (FR), and Department of Energy (DOE). This
data was distributed on three CD-ROMs and segments of data are sometimes
referenced using the disk number on which they were distributed. Much of the
TREC data is from news sources and so has easily identifiable date components.
The one undated collection is the set of documents from DOE.

3.1.2 Queries. The TREC data is distributed along with a set of statements
of information need and an accompanying set of relevance judgments. In TREC
parlance, the statements of user information need are referred to as topics.
Unlike average user queries (especially Internet search engine queries), most
TREC topics are very detailed statements of information need. In many cases,
they resemble detailed instructions to a professional searcher. The topics may
also contain instructions to the TREC judges of what constitutes a relevant
document. This information is contained in fields, all or some of which can be
used to construct the query that is actually issued to a collection. As a result, the
formulation of actual queries used in published results can differ widely. Later
in this section, we discuss the approaches that we employed when creating

3The data available to TREC participants is generally referred to as TREC/TIPSTER or simply
TREC collections.
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queries. We will refer to our formulations as queries while retaining the TREC
terminology of topic to refer to the original statement of information need. We
retain the TREC topic numbering for our queries. We will apply the relevance
judgments for a topic to each query generated from that topic.

In many years, the TREC conference has introduced new document sets.
In every year, new topic sets have been introduced, generally in batches of 50
topics per set. Because of the evolutionary nature of the conference, relevance
judgments are not available for all combinations of topic and document sets.
Through TREC-4, there were a total of 250 topics with relevance judgments over
some portion of the TREC documents.* Due to constraints of relevance judgment
coverage, we use only topics 51-150 in our experiments. This maximizes the
number of documents available for collection creation.

In the experiments reported here, we use two query formulation strategies,
producing two sets of 100 queries each. We will refer to these formulations as
“short” and “long”. The short queries, Q,, were constructed using the Title field
of the TREC topics. These queries average 3.5 words per query and are a very
brief description of the information need. The long queries, Q;, were constructed
using the Concepts field of the TREC topics and average 21 words per query.
The Concepts field contains words, phrases and especially proper names that
might be found in relevant documents. The terms found in the Concepts field
have the potential to resemble very well-thought-out user queries; however, our
resulting long queries contained more terms than queries typically received
from real users [Abdulla et al. 1997; Jansen et al. 1998; Silverstein et al. 1999;
Spink and Saracevic 1997]. We chose to use both short and long queries to
account for the cases of longer, more detailed queries while also considering the
shorter queries typically found in operational environments.

In some early experiments [French et al. 1998], we used an even longer query
formulation. Those queries used all of the text available in the TREC topics
and averaged 49 terms per query. We later determined that the short and long
approaches were more commonly used in other research, so switched to those
approaches. As a result, the gGIOSS results reported here differ slightly from
those reported earlier.

3.2 The SYM-236, UDC-236 and UBC-100 Testbeds

Each of our experimental testbeds is a set of N collections, C = {C;, Cs, ..., Cy}.
A testbed can be represented as data items, D, plus a data item to collection
map, Rp_.¢, from which the set of collections, C, can be constructed. The data
item to collection map may be externally supplied, or constructed using some
rule designed to create a testbed with some desired characteristic(s). We will
use the notation |D| to denote the number of data items in the collections.

In this section, we describe the SYM-236, UDC-236 and UBC-100 testbeds.
A more detailed description of the testbeds can be found in Powell [2001]. For
all three testbeds, C is a partition of D.

4A complete discussion of topic coverage can be found in French et al. [1998] and Powell [2001].
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3.2.1 SYM-236 (Source-Year-Month). When constructing the SYM-236
testbed, we were working under a set of goals and requirements that we dis-
cussed in detail in French et al. [1998]. In short, we wanted to create a natural
partition of the documents into collections, while at the same time producing
at least 100 collections. Our decision to use date and source of publication as
simple criteria by which to organize a collection of documents had the most
effect on collection composition. We wanted to maintain the option to create
composite collections containing documents published during the same time
period. We did not do this for the experiments reported here, but the require-
ment affected the creation of the SYM-236 testbed. As a result of these goals and
requirements, there were some special cases in the selection of the documents
in D and in the creation of the mapping relation of documents to collections,
Rp_.c. The general rule for creating Rp_.c was to partition the documents on
TREC CDs 1, 2 and 3 by publishing source, then by year and month of the
publication date. For example, all AP Newswire articles from February of 1988
were placed in the same collection. The exceptions and special cases primarily
affected publication date resolution and which documents from TREC CDs 1,
2 and 3 were included in D. For example, no documents from the Department
of Energy publishing source (DOE) were included in D because the DOE data
is undated.

The net result of combining the particular attributes of the TREC data and
our own requirements was a partition comprised of 236 document collections
derived from some but not all of TREC disks 1, 2, and 3. Summary character-
istics of this partition are given below.

—D—Data items are text documents from TREC CDs 1, 2, and 3 minus DOE
documents (documents contain no date) and ZIFF documents from disk 3
(these documents overlapped temporally with ZIFF documents from disks 1
and 2).

—Rp_.¢c can be found at http://www.cs.virginia.edu/ cyberia/testbed.
html labelled trec123-236-by_source-by_month.

—|D| = 691, 058 documents in the testbed subdivided into
— N = 236 collections.

3.2.2 UDC-236 (Uniform-Document-Count). At the time that SYM-236
was created, an equally viable, alternative partitioning strategy would have
split the data into N equal-sized collections. This partitioning approach has
attractive characteristics in that (1) it is easy to control the number of collec-
tions and (2) collection size is held constant. We chose to pursue the SYM-236
strategy first; however, we noted during early experiments that the vast size
variation of SYM-236 proved interesting during the evaluation of collection
selection algorithms. The UDC-236 (Uniform-Document-Count) testbed was
designed to control for the tendency of some collection selection algorithms to
prefer collections with a large number of documents. The UDC-236 testbed con-
tains exactly the same documents as SYM-236; however, the documents were
organized into collections containing roughly 2,900 documents each, ordered
as they appeared on the TREC CDs, and with the restriction that all of the
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Table I. Summary Statistics for the Testbeds.

Testbed Data Items per coll. Bytes per collection
Min. Avg. Max. Min. Avg. Max.
UBC-100 752 10,782 39,723 | 28,070,646 33,365,514 41,796,822
SYM-236 1 2,928 8,302 7,668 11,789,423 34,782,134
UDC-236 | 2,891 2,928 3,356 7,138,629 11,789,423 133,206,035

documents in a collection were from the same primary source. This testbed
also contains 236 collections.
UDC-236 is summarized below.

—D—Data items are exactly the same as those for SYM-236.

—Rp_.c can be found at http://www.cs.virginia.edu/"cyberia/testbed.
html labelled trec123-236-eq_doc_counts.

—|D| = 691, 058 documents in the testbed subdivided into
— N = 236 collections.

3.2.3 UBC-100 (Uniform-Byte-Count). The UBC-100 testbed was con-
structed at the University of Massachusetts and was not influenced by the
goals and restrictions that affected the construction of SYM-236. All of the doc-
uments from TREC CDs 1, 2 and 3 were included in this testbed. Data items
were organized into collections of roughly 30 megabytes each, ordered as they
appeared on the TREC CDs, and with the restriction that all of the data items
in a collection were from the same primary source. UBC-100 has previously been
used with other testbeds to study the scalability of CORI collection selection
[French et al. 1999b] and the effect of sampled language models on collection
selection [Callan et al. 2000].

UBC-100 is summarized below.

—D—Data items are text documents from TREC CDs 1, 2, and 3.

—Rp_.c can be found at http://www.cs.cmu.edu/"callan/Data/ labelled
trec123-100-bysource-callan99.v2a.

—|D| =1, 078, 166 documents in the testbed subdivided into
—N = 100 collections.

3.2.4 A Summary of the Testbeds. General characteristics of the testbeds
appear in Table I. This table shows both features of the testbeds and the ef-
fects of particular constraints in testbed creation. The UBC-100 and UDC-236
testbeds are constructed to contain collections of approximately 30 MB and
collections of approximately 2,900 documents,® respectively. Depending on in-
dividual document size, fixing one of these values can still result in variability
in the other. Due to the goals and restrictions employed during construction,
there was more variability in the sizes of the SYM-236 collections. For example,
there were generally few Patent Office documents in a given month, but there
were often many articles from the AP Newswire.

5While creating UDC-236, we did not mix documents from different publishing sources in the same
collection. As a result, there are small differences in collection size.
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These three testbeds represent three convenient ways to organize documents
into collections or to partition a large collection into several smaller ones. Xu
and Croft [1999, p. 256] expressed concern that the distribution of relevant
documents in sets of collections such as these may adversely affect the efficiency
or effectiveness of multi-collection retrieval; however, in experiments reported
elsewhere [Powell et al. 2000], we did not experience such difficulties with these
three testbeds.

3.3 Features of the Testbeds

3.3.1 Document Distributions. The upper portions of Figures 2—4 provide
a visual illustration of the distribution of documents in the SYM-236, UDC-236
and UBC-100 testbeds. There are a number of main features to note:

—The distribution of documents in the SYM-236 testbed is very skewed. There
are a number of very large collections with more than 8,000 documents per
collection plus several dozen very small collections 1 to 20 documents in size.
The very small collections are mainly derived from early PAT data. In addi-
tion to the large number of PAT collections with very few documents, the AP
and SJM collections tend to have twice as many documents as the FR, WSJ,
and some of the ZIFF collections. The size variation of the SYM-236 testbed
will prove important for identifying a feature of some collection selection
algorithms.

— While the same documents are used, the distribution of collections per pub-
lishing source is very different in UDC-236 than in SYM-236. There are only
two PAT collections and over fifty each of AP and WSdJ collections.

—The illustrations re-emphasize that there are only 100 UBC-100 collections
as opposed to 236 SYM-236 and UDC-236 collections.

—The distribution of documents in the UBC-100 testbed is skewed, but in a
different way from SYM-236. There are a few small PAT collections, but the
most striking feature are the six DOE collections and two ZIFF collections
that contain a very large number of very small documents.

3.3.2 Relevant Document Distributions. Figures 2—4 also contain graphs
that show the distributions of relevant documents in the collections. Figures 2—
4 should be viewed sideways; the two graphs of each figure are aligned so that
points and bars for each collection line up vertically. In the lower graph for
each figure, we show the number of queries for which each collection con-
tains at least one relevant document. Then, for each of those queries, we
plot the mean number of relevant documents in the collection along with
error bars. Taken together, these values provide a rough characterization of
the distribution of relevant documents in the collections. Some observations
follow:

—For all three testbeds, we found that the PAT collections contain very
few relevant documents and contain relevant documents for relatively few
queries.
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Fig. 2. The distribution of documents and the number of queries for which a collection contains
relevant documents in SYM-236.

—We also note the same feature observed by Voorhees et al. [1995], namely
that many relevant documents are found in AP or WSJ collections. For most
queries, picking AP or WSJ collections is a reasonable heuristic. We also note
that SJM collections qualify for thisobservation.
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Fig. 4. The distribution of documents and the number of queries for which a collection contains
relevant documents in UBC-100.

—A more specific observation is that AP newswire articles published in 1990
tend to have a noticeably higher average number of relevant documents per
query.

—Despite the very large number of documents per collection, the DOE collec-
tions of the UBC-100 testbed tend to contain relevant documents for only a
few queries. However, for those queries, the number of relevant documents
in the DOE collections tends to be large but variable.

—The number of relevant documents in ZIFF collections tends to vary widely
on a query-by-query basis.

We will consider the implications of these distributions of documents and rele-
vant documents when we evaluate collection selection approaches in Sections 5.

3.4 Limitations of Test Environment

There are a number of objections one could raise regarding our test environ-
ment. Specifically these are centered around: (1) the choice of the TREC data;
and (2) the way in which we decomposed the data into subcollections. We treat
these separately below. The discussion is in the context of the TREC ad hoc
retrieval task. That is implicitly the task we are examining in this work.

As we pointed out in Section 3.1, the TREC data was the only practical choice
for our experiments. The TREC data is widely known, and can be used for effec-
tiveness experiments because it includes queries and relevance judgments. An
additional advantage is that the TREC data provides a single-collection envi-
ronment to which we can compare our results. This provides a valuable context
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in which to interpret the results of effectiveness experiments with multiple
collections.

Any real-world environment of interest will typically have significant vari-
ability along many dimensions among which are the following:

Number of Collections. Our testbeds have 100 or 236 collections. We believe
that this is a sufficient number to make direct measurements of effectiveness
over an interesting range of collections. The trends observed also let us reason
about the behavior of specific algorithms when the number of collections is
increased.

One way to reason about the scalability of collection selection algorithms is
to note that each collection is represented as a “document” where document
frequencies have been substituted for term frequencies. Document ranking al-
gorithms are known to be effective for very large collections of documents so
by analogy one would expect collection ranking algorithms to be scalable for at
least two orders of magnitude over our testbed size.

Size of Each Collection. Size may be captured in a variety of ways, for exam-
ple, number of documents or number of bytes. We created testbeds having sim-
ilar size according to each of these definitions. In addition, one of our testbeds
exhibits a large variance in size. While these testbeds cover only a small portion
of the size spectrum we feel that we have appropriately represented reasonable
situations.

Topical Content of Collections. Our testbeds have significant topical hetero-
geneity. Generally one would expect a harder collection selection problem under
these circumstances. We feel that our results are more broadly applicable be-
cause of this choice.

Overlap Among Collections. Our testbeds have no documents in common.
This is representative of many interesting multicollection environments but
even when it is not true the main effect is to require duplicate removal during
the merge phase of searching. We feel that the effect on collection selection
would not generally be appreciable if duplication is not too widespread. How-
ever, this is a conjecture that is open to investigation.

Underlying Query Engine. We make no assumption about the search en-
gine technology used to index and search any specific collection. While that
would certainly affect the outcome of retrieval effectiveness, if accurate collec-
tion statistics can be obtained then the search engine technology plays no role
in collection selection effectiveness. All we assume is that we have access to
document and term frequency statistics.

In summary, although there is really no “typical” multicollection scenario, we
believe that our testbeds are representative of systems containing a few hun-
dred collections such as will be found in medium-sized digital libraries or on
corporate intranets. A recent study [French 2002] has shown that some vocab-
ulary characteristics of categorized web data are very similar to the vocabulary
characteristics of TREC data as measured by Araujo et al. [1997]. Thus, there is
reason to believe that results derived from our testbeds will apply to specialized
collections of web pages as well. Our testbeds do not model large heterogeneous
web collections well. Thus we would not expect our results to apply to selection
of collections held by the large search engines.
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4. EVALUATION

In a multicollection retrieval environment, collection selection and document
retrieval are often performed sequentially. Thus, the effects of collection selec-
tion performance have sometimes been evaluated via the document retrieval
performance of the merged results. However, interpreting those results is not al-
ways straightforward. Poor document retrieval performance could be attributed
to the collection selection step, the document retrieval approach at the selected
collections or the merge step. For these experiments, we want to evaluate col-
lection selection performance independently of other factors. In this section,
we focus on measures used to evaluate collection selection directly. We give an
overview of the evaluation approach, discuss general evaluation issues, then
define the specific measures used in these experiments. A more detailed dis-
cussion of the evaluation measures, their features, the expected performance
of random selection, and relationships among the measures can be found in
French and Powell [2000].

4.1 Baselines and Estimators

Given some query g and a set of collections to which that query might be sent,
the collection selection step may be viewed in two ways. Under one interpreta-
tion, the collection selection mechanism specifies the order in which the collec-
tions are searched. An alternate interpretation is that the collection selection
mechanism chooses a subset of the collections to search. We use the former in-
terpretation and assume that a collection selection mechanism seeking a subset
of n collections would simply use the first n collections in the ranking.

To state the problem more formally, we have a set of IV collections C where
C ={C4,C,,...,Cy)}that we wish to search to satisfy some query q. A collection
selection approach will produce a ranking of the collections in C. The evaluation
measures that we employ determine to what extent the collection ranking pro-
duced by a collection selection approach approximates some desired behavior.

We adopt the terminology of Gravano and Garcia-Molina [1995] and refer to
a ranking produced by a collection selection approach as an estimated ranking.
A baseline ranking represents some desired behavior. Here we discuss base-
lines and estimators in general terms. Specifics of the baselines and estimators
used in our evaluations are covered in much more detail in the context of the
experiments in which they are used (see Section 5).

Baselines and estimators are both simply rankings of collections. The differ-
ence is one of interpretation. If a collection ranking is being used to represent
some desired behavior then it is a baseline. If a collection ranking is being eval-
uated to determine if it exhibits the desired behavior, then it is an estimator.
Generally speaking, baselines are created using information about collections
that is not readily available in an operational setting, while estimators employ
summary statistical information about the collections to create their rankings.
However, the same collection ranking may be used as both a baseline and an
estimator. For example, the Ideal(0) ranking was originally defined as a base-
line for the gGIOSS collection selection algorithm [Gravano and Garcia-Molina
1995]; however, for most experiments we use Ideal(0) as an estimator.
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The purpose of this work is to compare the performance of a set of collection
selection approaches proposed in the literature. The actual collection selection
approaches evaluated are defined in Section 5. These approaches employ sum-
mary statistical information about a set of collections to produce a ranking
of those collections. Given this estimated ranking, we can specify a subset of
collections to be searched or a collection search order.

4.2 Merit

The baseline and estimated rankings can be cast in terms of merit and the
concept of merit is used to define many of the evaluation measures that we use.

We have stated that a baseline ranking represents the desired behavior of a
collection selection approach. Based on the desired behavior, we assume that
each collection C € C has some intrinsic merit, denoted merit(q, C), with respect
to a query g. Merit is related to the desired collection selection performance.
Merit could be defined as the number of relevant documents in a collection, the
proportion of relevant documents in a collection, the number of documents in a
collection, the number of documents that have a given similarity to the query or
any other assignment of values. A baseline ranking can be defined to be sorting
collections in decreasing order of merit(q, C).

Collection selection algorithms do not know the intrinsic merit of a collection
with respect to a query. Rather, collection selection approaches can be viewed
as a means with which to estimate that merit. An estimated ranking can be
defined to be sorting collections in decreasing order of estimated merit.

Because the actual collection merits are not known, these estimated rankings
based on estimated merit may not be the same as the baseline ranking based
on actual (intrinsic) merit. One approach to evaluating a collection selection
technique determines the degree to which the selection technique is able to
produce collection orderings that approximate the baseline rankings.

4.3 General Evaluation Strategy

Before defining the specific evaluation measures we employ, we will cover some
theoretical issues that arise in performing comparisons and some properties of
baselines and estimators that can affect evaluation.

Given some goal baseline B and an algorithm producing an estimate, E, of
that goal, we endeavor to determine the quality of the estimate by means of
some measure m(E, B) comparing the estimate to the goal. To make this dis-
cussion and later definitions of evaluation measures more concrete, we present
an example of baseline and estimated rankings in Figure 5. Our example con-
tains six collections, C = {A, B,C, D, E, F'} and three queries Q = {q1, 92, g3}.
In our example, we assume that the desired behavior is to locate collections
in descending order of the number of relevant documents contained in the col-
lection. Therefore, the intrinsic or baseline merit is the number of relevant
documents in a collection with respect to a query. The estimated merits are pro-
duced by some hypothetical collection selection approach. Collections are sorted
using those estimated merit values to create the estimated rankings shown.
Note that for none of the queries do the estimated rankings exactly match the
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A B C D E F A B C D E F
g1 | 6 2 9 5 1 7 ¢1 |07 04 06 02 01 0.5
q2 4 18 3 9 5 1 g2 | 02 08 04 07 09 0.1
q3 2 1 2 0 4 0 gz | 02 01 03 04 05 0.2
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¢s | E A C B D F g | E D C A F B

Fig. 5. An example baseline and estimate. Rankings are created using the corresponding merits.

baseline rankings. A given measure m(E, B) is used to determine the degree
and effect of the difference in the rankings.

Most evaluations are conducted over a query set Q. The performance of an
estimator with respect to a baseline is evaluated for each query. Overall results
are usually presented as averaged summary measures of the following form:

1
6Zm(Eq,Bq).
191 =3

Note that m(E,, B,) might itself already be an aggregate measure.

4.4 Specific Measures for Comparison

There is no general agreement on how this type of comparison should be done.
The general problem is that we are given a baseline ranking for some query
and a ranking produced by some collection selection algorithm. The goal is to
decide how well the estimated ranking approximates the baseline ranking and
to reveal potential performance implications of the quality of the approxima-
tion. We describe some of the approaches given in the literature and discuss
new measures here.

4.4.1 Recall and Precision Analogs. First, we discuss performance metrics
that are analogous to the well known IR metrics of recall and precision. We
begin by introducing some terminology and notation that tries to make this
analysis neutral and generalizes it to include a variety of baselines.

Recall that for each query we provide a baseline ranking that represents a
desired goal or query plan. Given some algorithm that produces an estimated
ranking, our goal is to decide how well the estimated ranking approximates the
baseline ranking.

To begin, we assume that each collection C in C has some merit, merit(q, C), to
a given query q. We expect the baseline to be expressed in terms of this merit;
we expect the estimated ranking to be formulated by implicitly or explicitly
estimating merit.5

6When we refer to merit and merit(q, C), we mean the actual merit of a collection with respect to
a query. We use the term estimated merit to refer to estimates produced by a collection selection
approach.
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Let Cy, and C,, denote the collection in the ith ranked position of the baseline
and estimated rankings respectively. Next we define two sequences, B and E,
based on the merit of the collections in the two rankings. Let

B; = merit(q, Cy,) and E; = merit(q, C,)

denote the merit associated with the i-th ranked collection in the baseline and
estimated rankings respectively. The total merit, M, is given by M = Zf\il B;.
We note that, for viable baseline rankings, it should always be the case that

BiZBi+1, i1=1.---N —-1.

For the baselines discussed here, this is always true because we assume that the
baseline ranking is determined by sorting the collections in decreasing order
of merit for some appropriate definition of merit. However, it is not generally
the case that E; > E;.;. The performance evaluation problem discussed here
is an attempt to quantify the degree to which this is true for any estimated
ranking.

This point needs a bit of explanation. The estimators will rank collections in
decreasing order of estimated merit (as calculated by the estimator). However,
note that E; is the actual merit associated with C,,, that is, the merit used to
create the baseline ranking. The degree to which E; > E; . reflects the accuracy
of the algorithm’s estimates of E;.

Gravano and Garcia-Molina [1995] defined R,, as follows:

le E;
R.(E,B)==2=2—, 1
n( ) ST B (1)
Rn(E, B) is a measure of how much of the available merit in the top n ranked
collections of the baseline has been accumulated via the top n collections in
the estimated ranking. This is a variant of the normalized cumulative recall
measure defined by Tomasic et al. [1992] and later generalized by Gravano
et al. [Gravano and Garcia-Molina 1995; Gravano et al. 1999].

We propose an alternate definition of a recall-like measure that can be used

to present performance results. First, we need one more definition. Let

n* = k such that B, # 0 and B, = 0.

Intuitively, n* is the ordinal position in the ranking of the last collection with
non-zero merit; it is the breakpoint between the useful and useless collections.
Clearly, n* < N and, moreover, the total merit, M, of a baseline is given by
M = S| B;. With this definition we define our alternative recall metric as
follows:

A n Ei n Ei
Rn(E, B) — Zznfl — Zl:l ) (2)
> i—1 Bi M

The denominator is just the total merit contributed by all the collections that
are useful to the query. Thus, R,(E, B) is a measure of how much of the total
merit has been accumulated via the top n collections in the estimated ranking.
This measure has also been proposed by Lu et al. [1996].
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These two measures are clearly related. Because

%

Ra(E, B)Xn: B; = Ru(E, B)i B;, ®3)

i=1 =1

we have R,(E, B) > R,(E, B) and R,-(E, B) = R,+(E, B).
Gravano and Garcia-Molina [1995] have also proposed a precision-related
measure, P,(E, B). It is defined as follows:

{C; € Top, (E)|merit(g, C;) > 0}
|Top,(E)| '

This gives the fraction of the top n collections in the estimated ranking that
have non-zero merit. Top,(E) is just the set of collections given in the first n
ranks. An alternative interpretation for P,(E, B) is that it measures the degree
to which collections with zero merit have been interleaved with those having
nonzero merit.

In the remainder of the article, we simplify the notation by dropping all
arguments to the measures when it is clear that we are referring to a specific
algorithm’s estimates (E) and measuring against a prespecified baseline (B).

To illustrate these recall and precision-based evaluation measures, con-
sider the example shown in Figure 6 in which there are six collections, C =
{A,B,C, D, E, F} and three queries Q = {q1, g2, q3}. This example is an exten-
sion of Figure 5 and Figure 5 is included as the upper portion of Figure 6. For
each query, we wish to visit the collections in order of the number of relevant
documents for that query. Therefore, the merit of a collection will be the number
of relevant documents for a query.

Assume that for queries g1, g2 and g3 there are 30, 40 and 9 relevant docu-
ments respectively, distributed as shown in the Merits-Baseline table in the up-
per left of Figure 6. Sorting the collections using merit produces the Rankings-
Baseline table. Next assume that the estimator being evaluated produces the
estimated merits and rankings shown in the Merits-Estimate and Rankings-
Estimate tables. Note that the ranking produced by the estimator does not
match the baseline ranking exactly; therefore, relevant documents will not be
accumulated as quickly as they could be.

The middle portion of Figure 6 redisplays the baseline and estimate col-
lection rankings and illustrates how the baseline merits are used to evaluate
the estimate. This was alluded to in the definition of B; = merit(q, Cp,) and
E; = merit(q, C,,). Recall that while estimated merits are used to produce the
estimated rankings, the actual merits (as used to compute the baseline) are sub-
stituted in when evaluating the estimator. This is because in our evaluation we
want to determine how quickly we’re accumulating actual merit (approximat-
ing the baseline in terms of the baseline merit). The example of Figure 6 makes
this clearer. In our example, we are interested in locating relevant documents.
So, given the estimated ranking for a query, we want to determine how many
relevant documents are actually available in the n top-ranked collections. We
use the estimated ranking, but substitute in the number of relevant documents
found in the collections when performing the evaluation. Note that the merit

Pu(E, B) = (4)
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Baseline Merits Estimated Merits
A B C D E F A B C D E F
q | 6 2 9 5 1 7 ¢ | 0.7 04 06 02 01 05
g | 4 18 3 9 5 1 g2 | 0.2 0.8 04 0.7 09 0.1
qs | 2 1 2 0 4 0 gs | 0.2 0.1 03 04 05 0.2
Baseline Rankings Estimated Rankings
1 2 3 4 5 6 1 2 3 4 5 6
1| C F A D B E q1 A C F B D E
2| B D E A C F q2 E B D C A F
s | E A C B D F q3 E D C A F B
Merits as Used to Compute R, ﬁn and P,
Ranked Collections Substitute in Merits
q1 q2 q3 q1 q2 q3

B | E | B | E | B | E B | E| B | E | B | E

1/]C A|B E|E E 119 6 | 18 5 4 4

2| F C|D B|A D 2|7 9 9 18 | 2 0

3/A F|E D|C C 3|6 7 5 9 2 2

4/ D B|A C|B A 415 2 4 3 1 2

5/!B D|C A|D F 5| 2 5 3 4 0 0

6 E E F F F B 6 1 1 1 1 0 1

Rn, ﬁn and P, results
n
T [ 2 [ 3 | 4 | 5 | 6

R, | 6/9 15/16 22/22 24/27 29/29 30/30
a1 | Rn | 6/30 15/30 22/30 24/30 29/30  30/30
P | 1/1 2/2 3/3 4/4 5/5 6/6
R, | 5/18 23/27 32/32 35/36 39/39 40/40
@ | Rn | 5/40 23/40 32/40 35/40 39/40  40/40
Po | 1/1 2/2 3/3 4/4 5/5 6/6
R | 4/6  4/6 6/8 8/9 8/9 9/9
a3 | Ra | 4/9  4/9 6/9 8/9 8/9 9/9
Po | 1/1 1/2 2/3 3/4 3/5 4/6

Fig. 6. An example evaluation using the R,, R, and P, evaluation measures. The collection
rankings from the example in Figure 5 are evaluated.

of collection B in the estimated ranking for query g3 is left empty because B is
not selected by the estimator. Also note that the use of baseline merits in the
computation of R,, R, and P, means that, in general, these measures are not
symmetric.

The lower portion of Figure 6 illustrates how the performance of the esti-
mated rankings for g1, g2 and g3 will appear when evaluated using R, R, and
P,. Again, R, shows the rate at which the estimator accrues available rele-
vant documents while %,, shows the rate at which the total number of relevant
documents are accrued. P, shows the fraction of collections that have any rel-
evant documents. Because all collections have relevant documents for queries
g1 and qq, the P, measure doesn’t shed any light on performance for those
queries.
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4.4.2 Spearman Coefficient of Rank Correlation. The majority of our re-
sults are reported using the recall and precision analogs defined above. We also
use the the Spearman coefficient of rank correlation [Gibbons 1976] to report
some query-by-query results. The Spearman coefficient of rank correlation, p,
is given by

p=1—762£1Di2 (5)

NWN2-1)
where D; is the difference in the ith paired ranks. We have —1 < p <1 where
o =1 when two rankings are in perfect agreement and p = —1 when they are in

perfect disagreement. In our work we use the midrank’ method for assigning
ranks when ties are present and we use the Spearman calculation corrected
for ties.

5. COLLECTION SELECTION COMPARISONS

This section presents a comparative evaluation of three collection selection ap-
proaches, CORI,gGIOSS and CVV. When they were proposed, these approaches
were independently evaluated; however, the evaluations were conducted using
a variety of test environments. It was not possible to compare these algorithms
reliably based solely on the published evaluations. Prior to our early compara-
tive experiments [French et al. 1998, 1999b], there had been only one extremely
limited comparison of these approaches. Yuwono and Lee [1997] compared the
ability of CORI, gGIOSS and CVV to identify collections with highly similar doc-
uments using a test environment containing only four collections. This section
represents an expansion of our early comparative experiments.

Here, we present a direct comparison of the CORI, gGIOSS and CVV ap-
proaches using the SYM-236, UDC-236 and UBC-100 testbeds and both the
title and long query formulations of TREC topics 51-150. For this comparison,
we are concerned only with the collection selection performance of these ap-
proaches. The effect that collection selection can have on data item retrieval in
a multicollection environment was studied in other work [Powell et al. 2000].
Our goal for these experiments was to perform a direct comparison of the ap-
proaches in a variety of test environments to determine relative performance,
the effect of test environment on performance, and whether the additional sta-
tistical information used by gGIOSS is beneficial.

In this section, we will first describe the CORI, gGIOSS and CVV collection
selection approaches. We then describe the test environments and cover our
experimental setup. We will present results of our direct comparison of the
three approaches using the R,, R, and P, measures defined in Section 4. We
will also discuss the correlation of these approaches with collection size.

5.1 Approaches Considered

We compare the performance of three collection selection approaches in a vari-
ety of test environments. Here we provide the details of the collection selection
algorithms.

"The mid-rank is simply the mean of the ranks of tied observations. For example, given four collec-
tions with merits 8, 6, 6, 3, the midranks of those four collections would be 1, 2.5, 2.5, 4, respectively.
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5.1.1 gGIOSS. Intheimplementation and evaluation of gGIOSS, Gravano
and Garcia-Molina [1995] assumed that all of the collections in C employ the
same algorithms to compute term weights and similarities. Given a similarity
function sim(q, d) that computes the similarity between a query ¢ and docu-
ment d in a collection, Gravano and Garcia-Molina defined a notion of goodness
for each collection. For similarity threshold I, goodness is defined as the sum
of all document similarities in the collection where sim(q,d) > I. The desired
behavior of gGIOSS is to rank collections in decreasing order of goodness. Hav-
ing established the desired behavior, Gravano and Garcia-Molina then defined
two estimators that estimate goodness using two assumptions of query term
co-occurrence. The Max(l) estimator assumes the highest possible level of co-
occurrence of query terms in documents while the Sum(l) estimator assumes
that two terms appearing in the query do not appear together in a collection
document. gGLOSS requires two vectors of information from each collection C;
in order to make its Max(l) and Sum(l) estimates,

(1) the document frequency df;; for each term ¢; in C;; and
(2) the sum of the weight of each term ¢; over all documents in C;.

The vectors from each collection are stored in two matrices, F' and W where the
F matrix stores the document frequency vectors and the W matrix stores the
term weight vectors. For both estimators, it is assumed that the weight of a term
is distributed uniformly over all documents that contain that term. gGIOSS
uses the assumptions underlying Max(l) (or Sum(l)) to estimate the number
of documents in a collection C having similarity to a query greater than a
threshold /. This forms the basis for the gGIOSS estimate of the goodness of C.
Gravano and Garcia-Molina used the R, and P, evaluation measures (which we
discussed in Section 4) to evaluate the degree to which the Max(l) and Sum(l)
estimators could rank collections in decreasing order of goodness. They found
that both estimators perform well with respect to that evaluation criterion.

In early experiments, we confirmed that the gGIOSS estimators approxi-
mate the gGIOSS baselines very well [French et al. 1998]. We showed that
both the estimators and baselines have very similar performance when used
to approximate a baseline based on the number of relevant documents in each
collection. For this work, we will use the Ideal(0) baseline to represent gGIOSS
in comparisons with other collection selection techniques. Here, we motivate
that decision. There were two other options, (1) using Max(l) or Sum(l), or (2)
using Ideal(l) for some ! > 0. We cover the two cases separately.

An immediate question is why we chose a gGLOSS baseline instead of one
of the estimators as the representative. After all, Gravano and Garcia-Molina
[1995] proposed the Max(l) and Sum(l) estimators for actual use. However, from
the definitions of the gGIOSS baselines and estimators, Max(0) = Sum(0) =
Ideal(0), that is, at threshold I = 0 both estimators and the Ideal(0) baseline
give identical rankings of the collections for all queries.

Given this equivalence, using the Ideal(0) formulation is simpler from an
implementation standpoint. gGIOSS requires two vectors of information from
each collection C; in order to make its Max(l) and Sum(l) estimates, the F and
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W matrices defined above. If the underlying collection cannot be made to di-
vulge this information directly, it is in principle still possible to compute the
estimates. However, the two vectors of information must be recovered in some
way, possibly by issuing a single-term query for each vocabulary term. Our
choice of Ideal(0) obviates this; if the information required to compute Ideal(0)
is not readily available, we can compute Ideal(0) directly from the collections by
simply issuing the test queries. Finally, when used to approximate a baseline
based on the number of relevant documents in each collection, Ideal(0) consis-
tently achieves good performance relative to the Max(l) and Sum(l) estimators
[French et al. 1998; Powell 2001]. Given the general performance equivalence
and the operational advantages of Ideal(0), we chose Ideal(0) over Max(l) or
Sum(l) as the gGLOSS representative.

A second question is whether an alternate choice of I for Ideal(l) would be
more appropriate than Ideal(0). For some experimental environments, this may
very well be the case; however, the choice of I > 0 is problematic for two
reasons. A first difficulty is related to scales of similarity values. Choosing a
value of [ that is too high will incorrectly estimate zero merit for many col-
lections, seriously degrading average performance. Using Ideal(0) avoids this
difficulty. A second difficulty is that as gGIOSS is defined, the value of [ is
a constant across all collections. When all collections use the same indexing
scheme with the same ranges of possible similarity values, the only difficulty
is the one noted above—choosing an appropriate value of /. However, in an op-
erational environment it may be the case that the underlying collections use
different information retrieval systems that produce differently scaled simi-
larity values. This makes ranking collections based on these goodness values
difficult.

When ! = 0is used as a threshold, all documents with non-zero similarity to
the query contribute to the goodness of the collection. This allows a consistent
comparison of collections with different underlying retrieval systems. Note that
while the comparison is consistent, it may still not be straightforward. Gener-
ally speaking, sums of values from 1 to 100 will grow much faster than sums of
1 to 10.

For these reasons, ! = 0 represents the simplest and generally most reliable
choice for a threshold. We use Ideal(0) to represent gGIOSS. Here, we sum-
marize the Ideal(0) baseline that we use as a representative for gGIOSS in all
remaining experiments.

From the original definition of Ideal(l) [Gravano and Garcia-Molina 1995],
Ideal(0) can be computed by sorting collections in decreasing order of Goodness
when [ = 0.

Goodness(0,q, C;) = Z sim(q, d).

{d eC;|sim(q,d)>0}

Because Max(0) = Sum(0) = Ideal(0), Ideal(0) can also be computed using only
the W matrix required by gGIOSS, using the following computation,

n
Estimate(0,q, C;) = qu‘ X Wij.
j=1
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5.1.2 CORI. Given a set of collections to search, the CORI [Callan et al.
1995] collection selection approach creates a collection selection index in which
each collection is represented by its terms and their document frequencies df.
Collections are ranked for a query g by a variant of the Inquery document
ranking algorithm. The belief p(¢;|C;) in collection C; due to observing query
term ¢; is determined by:

T = af
~ df+ 50+ 150 - cw /cw
N+05
I= 710’(;( o )
log (N + 1.0)
pt;|1C;) = 04+06-T -1, (6)

where:
df is the number of documents in C; containing ¢;,

cf  is the number of collections containing ¢;,

N  is the number of collections being ranked,

cw 1s the number of words in C;, and

cw 1is the mean cw of the collections being ranked.

In the general case, the belief in a collection depends upon the query structure;
for our experiments it is the average of the p(¢;|C;) values for each query term
[Callan et al. 1995].

The CORI approach to ranking collections can be summarized as df - icf,
where icf is inverse collection frequency. Given a set of collections to search,
the CORI collection selection index essentially represents each collection as a
virtual document made up of a list of terms and their document frequencies in
the underlying collections. The virtual documents are indexed by the Inquery
information retrieval system [Callan et al. 1992]. A query ¢ is applied to the
collection selection index to rank the virtual documents. The resulting virtual
document ranking is the CORI ranking of the collections.

5.1.3 CVV. Yuwono and Lee [1997] proposed an approach to the broader
problem of distributed search, considering collection selection, query forward-
ing and results merging. They referred to the collection selection portion of their
work as the Cue Validity Variance (CVV) ranking method. CVV refers both to
the ranking method and to a component in their calculation of a collection’s
estimated merit or score.

The CVV ranking method employs a combination of document frequency
(df) information and cue validity variance. Cue validity variance, as defined by
Yuwono and Lee, attempts to characterize the distribution of the density of df
values, that is, the variability of the fraction of documents in a collection that
contain a given term. Document frequency information is used to approximate
how important a term is within a collection; the goal of the CVV component is to
estimate whether a term is useful for differentiating one collection from another.

The CVV estimated merit computation is summarized below. Note that
there are some notational differences between our summary and the version
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presented by Yuwono and Lee. We have modified the notation to be conformant
with the notation used in the rest of this article.

est_merit(C;, q) = Z Cvv; -df;, (7

{tjeq)

where ¢; is a term in query g, df;; is the document frequency of ¢; in collection
C;, and

>, (CVy = CV;)?
CVV, = =
J N
where
df;;
CV;; = ICil
! i Zkl\;i s
ICil Zi\;i |Cs|
and
— SN cv;
CV; = 7]1\, L.

The CVV ranking method uses only information from (or derivable from) the
matrix F' used by gGIOSS. The goal of the CVV merit estimation method is to
identify collections with a high concentration of query terms.

5.2 Relevance-Based Ranking as Baseline

We have chosen to focus on the degree to which collection selection approaches
can locate collections containing relevant documents. Therefore, we use a
relevance-based ranking (RBR) as the primary baseline for our evaluations.
RBR is constructed by ordering the collections in decreasing order of the num-
ber of relevant records contained in the collection. RBR was used by Callan
et al. [1995] for their evaluation of CORIL.

There are other possible baseline rankings. For example, as we discussed in
Section 5.1.1, Ideal(l) was used as a baseline by Gravano and Garcia-Molina
[1995] to report their performance evaluation of gGLOSS. Our choice of RBR as
the desired collection selection performance could be considered controversial,
especially in the evaluation of gGIOSS. gGIOSS was designed to characterize
the similarities of documents in a collection to a query and was not originally
evaluated using relevance. We chose to study the degree to which collection
selection approaches could identify collections containing relevant documents.
We included the gGIOSS Ideal(0) baseline so that we could consider an ap-
proach that focused on document similarity, and to determine if the additional
collection information utilized by the gGIOSS approach would provide an im-
proved ability to locate relevant documents. Even though we are using gGLOSS
in a slightly different context than that for which it was designed, we feel
that its inclusion in the study is appropriate and instructive. While we use the
RBR baseline, the overall methodology described here is compatible with other
choices of baseline.
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5.3 Test Environments and Experimental Setup

We used six test environments for the experiments reported in this section. As
we mentioned earlier, we used the SYM-236, UDC-236 and UBC-100 testbeds
and both the long and short query formulations of TREC topics 51-150. The six
test environments can be specified as:

—(SYM-236, Q;, Jrrecqe), (SYM-236, O, JrrEC4),
—(UDC-236, Q;, JrrEcs), (UDC-236, Qs, JrrREC4),
—(UBC-100, Q;, Jrrece) and (UBC-100, Qs, JTrRECY)-

Note that the relevance judgments for all six test collections are those provided
with the TREC-4 data. When describing the results, we will refer to the test
environments using the testbed and query set names. We found that collec-
tion selection results vary more on a testbed-by-testbed basis than on a query
set basis. Therefore, we present results by testbed, with long and short query
results displayed side-by-side for easier comparison.

We prepared each collection in each testbed using version 11.0 of the SMART
information retrieval system [Buckley 1992]. Statistical information extracted
from the SMART indexes is used to create the F and W matrices that are
the input to gGIOSS. The document frequency (df) information required by
CORI and CVV was taken from the F' matrix used by gGIOSS’s Ideal(0). This
provides a consistent indexing vocabulary for all competing methods and elim-
inates potential differences due to lexical processing steps such as stopping
and stemming.? To facilitate the use of external df information, we use our
own implementation of the published CORI algorithm. The versions of Ideal(0)
and CVV that we use are also our own implementations of the published
algorithms.

Queries were processed using SMART to convert them into term lists com-
patible with the vocabularies used by the collection selection approaches. How-
ever, SMART was not used for the implementations of the collection selection
approaches or for actually issuing the queries for collection selection.

5.4 Correlation with a Size-Based Ranking

Before we present the results of our comparative experiments, we need to dis-
cuss a feature that the three collection selection approaches share to varying
degrees-a tendency to select collections with large numbers of documents.

Asbackground, our interest in the tendency of collection selection approaches
to select large collections started with a detailed analysis of the Ideal(0) results
reported in French et al. [1998, 1999b]. We were attempting to isolate the cause
of the observed performance difference between Ideal(0) and CORI.® A detailed
examination of the collection rankings revealed that many of the same col-
lections were highly ranked by Ideal(0) for a startling number of the queries.
Further examination revealed that the highly-ranked collections tended to be
the collections with the largest number of documents.

8More detail on this aspect of our research can be found elsewhere [Powell 2001].
9Recall that these experiments used the very long query formulations.
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We created a new size-based collection ranking (SBR) to provide a means to
examine the tendency of Ideal(0) and other algorithms to prefer larger collec-
tions. SBR is defined by ordering collections in descending order of the total
number of documents they contain. Note that this ranking is constant for all
queries.

SBR is a special case ranking in our experiments because we use it both as
an estimator and as a baseline. As an estimator, SBR is a simple heuristic that
can also serve as a useful lower bound on performance (an effective collection
selection approach should be able to perform at least as well as SBR). Over
the course of our experiments we found that SBR is also useful as a baseline
when studying the tendency of collection selection algorithms to select large
collections.

We use Spearman’s p as defined in Section 4 to measure the correlation
between the SBR rankings and the rankings produced by RBR and the three
collection selection approaches. Figure 7 presents the Spearman correlation
coefficient values for the short and long queries for the SYM-236 and UBC-100
testbeds.!® Each graph of Figure 7 is a scatterplot of p values for a testbed,
query set pair. The values of p are computed for each of the 100 short queries
and each of the 100 long queries and presented as a scatterplot. Each point
represents a query under the labeled approach.

First, consider the Spearman values for the SYM-236 testbed, the testbed
for which a correlation between Ideal(0) and SBR was originally suspected.
The correlations between Ideal(0) and SBR and between CVV and SBR are
very strong for both long and short queries. The correlation between CORI
and SBR is still positive but not as dramatic. For later reference, note that
correlation between RBR and SBR is positive, suggesting that for many queries,
collections containing a large number of documents also tend to contain relevant
documents. The correlations between all of the approaches and SBR for the
UBC-100 testbed are not as pronounced, but are still positive on the whole.

We note that a preference for large collections is not necessarily a liability. If
large collections tend to have high merit, selection based on this heuristic and
selection approaches correlated with collection size can be effective. However,
SBR and approaches highly correlated with it will generally perform poorly if
the largest collections have little or no merit with respect to the queries.

5.5 Results

This section presents the comparison of the CORI, CVV and gGLOSS collection
selection approaches in the test environments described above. We consider
the results on a testbed by testbed basis, using the Rn, R, and P, measures
together in an attempt to present a comprehensive view of performance. We
will discuss the results for each testbed individually, drawing out features of

10Because the UDC-236 testbed was constructed to contain collections with roughly the same
number of documents, SBR is not applicable for this testbed. In fact, SBR essentially devolves
to alphabetical order (our tiebreaker) and comparisons with it are not illuminating. There are no
correlations with SBR for Figure 7 and no SBR.RBR plot presented for any of the later UDC-236
testbed results.

ACM Transactions on Information Systems, Vol. 21, No. 4, October 2003.



442 o A. L. Powell and J. C. French

o 00+ XX XXX o 00+ XX XXX
-0.54 ® Ideal(0).SBR 0.5 ® Ideal(0).SBR
X RBR.SBR X RBR.SBR
o CORLSBR o CORLSBR
© CVV.SBR © CVV.SBR
-1.0 T T T T T -1.0 T T T T T
60 80 100 120 140 60 80 100 120 140
Query ID Query ID
SYM-236 testbed, long queries SYM-236 testbed, short queries
1.0 ° .. 1.0 4
o ® . o Po (1Y %
oo, o o So & e? .‘. e,
N \:!Q& 0t ® S 00 o8
%%o 00 0®%o B o oS &°
o ) F)
05-n® O WEing T @S R T %% 0.5
o 20 o
G0 o8 %o%ﬁa §§ & %
x O 3
3 I
o X %( R X% o %
°
o 004 X x X X x o o 004
-0.54 ® Ideal(0).SBR 0.5 ® Ideal(0).SBR
X RBR.SBR X RBR.SBR
0 CORLSBR 0 CORLSBR
© CVV.SBR © CVV.SBR
-1.0 T T T T T -1.0 T T T T T
60 80 100 120 140 60 80 100 120 140
Query ID Query ID
UBC-100 testbed, long queries UBC-100 testbed, short queries

Fig. 7. Spearman correlation of selection approaches with SBR baseline.

the testbeds that affect performance. In Section 5.6, we will present a more
unified discussion of the overall results.

5.5.1 SYM-236. The first two test environments we consider utilize the
SYM-236 testbed and both short and long queries. These test environments
can be specified as (SYM-236, Q;, Jrrrcs) and (SYM-236, Q,, Jrrecs). The col-
lection selection evaluation results for these environments are presented in
Figure 8. Figure 8 contains six graphs and presents results from two test en-
vironments using three different evaluation measures. Each graph is labeled
with the testbed, evaluation measure and query set it represents. The results
for test environments utilizing the UDC-236 and UBC-100 testbeds will follow
the same organizational approach.

The first thing to note is that the SYM-236 testbed is the same testbed used
for some of our earlier experiments [French et al. 1998, 1999b]. The difference
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Fig. 8. Collection selection results for the SYM-236 testbed, long and short queries, R,, R, and

‘P, evaluation measures.
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between these graphs and the graphs reported in earlier work is that different
query formulations were used. While the query formulations are different, the
distribution of relevant documents is the same. As we discussed in Section 3, the
SYM-236 testbed contains a number of collections that have no merit for most
queries. The “knee” in the RBR.RBR plots on the R, graphs represents the tran-
sition from high- and medium-merit collections to very low-merit collections.
The plateaus in the plots for CORI, CVV, Ideal(0) and SBR at approximately
n = 140 show that all of these approaches do a similarly good job at placing the
very low-merit collections at the bottom of their rankings.

The steep climb of the RBR.RBR curve under the R, evaluation measure
reveals that for most queries, relevant documents are not evenly distributed
across the collections in the SYM-236 testbed. In other words, for many queries,
there are a few collections with a large number of relevant documents as well as
collections with no relevant documents. Any approach that is able to correctly
identify the collections with a large number of relevant documents will perform
very well under the R, and R, measures. Conversely, collection selection ap-
proaches that do not identify high-merit collections will perform poorly. One of
the hallmarks of the SYM-236 testbed is that small perturbations in ranks can
have larger effects under our evaluation measures.

The performance of CORI, CVV and Ideal(0) is best revealed by examining
the R, and P, graphs together. Recall that R, measures the rate at which
approaches have accrued available merit, while P, measures the degree to
which zero merit collections have been interleaved in the ranking. Considered
together, the R, and P, graphs reveal that, especially for small values of n, while
the approaches tend to identify collections with some relevant documents, they
do not identify the collections with the most relevant documents. For example,
consider the “SYM-236, R,, Q;” and “SYM-236, P,, Q;” graphs of Figure 8.
When 10 collections are selected by CORI (n = 10), 88% of those collections
contain relevant documents, but only 58% of the available relevant documents
have been accrued.

Comparisons between the performance of the approaches using the two dif-
ferent query formulations are facilitated by the RBR.RBR and SBR.RBR curves.
These curves are not affected by the query formulation and are the same for
each pair of R, R, and P, graphs. Overall, we note that the relative perfor-
mance of the three approaches is similar under both the long and short query
formulations, but that the overall performance of the approaches is slightly
worse for the short queries. The differences among the approaches are smaller
under the short queries; however, on average, CORI appears to be affected more
by the short query effect.

Overall, the performance curves for CORI, Ideal(0) and CVV appear to be
similar under all three evaluation measures. The tendency of the plots to follow
a similar path can obscure the difference between the curves; the differences
between the curves need to be observed vertically. The vertical differences be-
tween the points are greater than they appear when only the track of the curves
is considered. For example, consider the SYM-236, R,, long queries graph of
Figure 8. Averaged over the values 1 < n < 50, we find that CORI performs
10% better than Ideal(0) and 20% better than CVV.
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Fig.9. Comparison of approaches using the R,, measure, SYM-236 testbed, long and short queries.
The lower graphs show the results of paired Wilcoxon (p = 0.05) significance tests conducted be-
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difference and the fine dotted lines plotted at the NSD points are provided for reference.

Figure 9 presents a pairwise comparison of approaches using a paired
Wilcoxon (p = 0.05) significance test for the evaluation results under the R,
measure. The two R, graphs from Figure 8 are repeated here, aligned with
graphs that show pairwise significance comparisons of the plots for all values
of n. For each comparison, the baseline is no significant difference (NSD); the
plot shifts to one of the approaches when that approach is significantly better
than the approach with which it is paired. Figure 9 reveals that the pairwise
differences between the approaches are significant for most values of n less than
approximately 140. For the SYM-236 testbed, all approaches are equally effec-
tive at placing the very low-merit collections (which also contain a very small
number of documents) at the bottom of the rankings. As a result, there is little
visible (or significant) difference between the approaches for n greater than ap-
proximately 140. We also note that the drop in the performance of CORI for the
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short queries results in no significant difference between CORI and Ideal(0) for
some of the lower values of n.

One additional thing to note about Figure 8 is the slight shift in SBR perfor-
mance for 50 < n < 70. This is due to the presence of a consecutively-ranked
group of ZIFF collections. Note, in Figure 2, that the ZIFF collections contain
a fairly large number of documents. However, there are relatively few queries
for which these documents are relevant. These large, but often nonrelevant
collections adversely affect the performance of SBR.

5.5.2 UDC-236. Thenext pair oftest environments that we consider utilize
the UDC-236 testbed and both long and short queries. These test environments
can be specified as (UDC-236, Q;, Jrrec+) and (UDC-236, Qs, Jrrecs). Results
are presented in Figure 10.

Recall that the UDC-236 testbed uses the same document set D and the same
number of collections N as the SYM-236 testbed, the documents are merely or-
ganized into collections differently. UDC-236 was designed so that the number
of documents per collection is roughly uniform. A related feature, although a
result that was not explicitly designed into the testbed, is that the number
of relevant documents per collection is more uniform for UDC-236 than for
SYM-236. As a result, in Figure 10 we don’t see the pronounced plateaus in the
performance curves for CORI, CVV and Ideal(0) that we saw for the SYM-236
testbed. However, the shape of the RBR.RBR curve under the R, evaluation
measure reveals that for most queries there are collections for which some
query has no relevant documents. The RBR.RBR curve is not as steep as that
seen in the SYM-236 testbed, however it is still much steeper than the curves
for the three collection selection approaches. Similar to what we observed for
SYM-236, UDC-236 contains collections with large numbers of relevant docu-
ments with respect to the queries. The differences in relevant documents per
collection simply are not as pronounced as they were in the SYM-236 testbed
(see Figures 2 and 3).

The R, and P, graphs of Figure 10 reveal comparative performance of CORI,
CVV and Ideal(0) that is similar to that we saw for the SYM-236 testbed. All
three approaches tend to identify collections with some relevant documents
but not the collections containing the highest numbers of relevant documents.
Comparisons between the performance of the approaches using the two differ-
ent query formulations are more difficult because of the lack of an SBR.RBR
curve. The difference between the performance of short and long queries is most
obvious for the R, measure. Overall, we note that the relative performance of
the three approaches is similar under both the long and short query formula-
tions, but that the overall performance is slightly worse for the short queries.
The differences among the approaches are smaller under the short queries.

Figure 11 presents a pairwise comparison of the approaches using a paired
Wilcoxon (p=0.05) significance test for the evaluation results under the R,, mea-
sure. For most values of n, the differences between the three approaches are
significant for the long queries. For the short queries, there is no significant
difference more often, most notably between CORI and Ideal(0) for very small
values of n. However, for most comparisons and most values of n, the pairwise
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Fig. 10. Collection selection results for the UDC-236 testbed, long and short queries, R,,, R, and
‘P, evaluation measures.
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differences are significant. It is interesting to note that the CVV and Ideal(0)
performance curves for short queries cross over at approximately n = 140 and
CVV becomes significantly better at approximately n = 180. However, this is
unlikely to have a large effect due to the very high value of n.

One final thing to note about Figure 10 is that UDC-236 is a more difficult
testbed than SYM-236. As we noted earlier, the relevant documents are more
evenly distributed. While the performance curves for all three approaches are
similar to those seen for SYM-236 the overall values under the performance
measures are lower.

5.5.3 UBC-100. The third pair of test environments that we consider uti-
lize the UBC-100 testbed and both long and short queries. These test environ-
ments can be specified as (UBC-100, Q;, Jrrece) and (UBC-100, Qs, JTrRECY)-
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The results for these test environments using the Rn, Rn and P, evaluation
measures are presented in Figure 12.

When examining the results in Figure 12, recall that there are a few differ-
ences between the UBC-100 testbed and the SYM-236 and UDC-236 testbeds.
The UBC-100 testbed contains more documents spread over fewer collections.
Despite these differences, the shape of the RBR.RBR curve under the R, mea-
sure is similar to that seen for the UDC-236 testbed.

The most striking thing about the results of Figure 12 is the performance of
SBR and Ideal(0). The performance of SBR is much poorer than that seen for the
SYM-236 testbed—while SBR tracked the other approaches closely in SYM-236,
the performance in UBC-100 is obviously much poorer. The P, graphs provide a
first clue as to the cause of the poor performance. The P, graphs reveal that for
very small values of n, SBR chooses collections with zero merit approximately
80% of the time. The source of this difficulty is illustrated by Figure 4. Six DOE
and two ZIFF collections are far larger than the other collections but contain
relevant documents for few queries.!!

While Ideal(0) is somewhat less correlated with SBR in this testbed than in
SYM-236 (see Figure 7), that correlation is enough to adversely affect perfor-
mance. For the UBC-100 testbed, Ideal(0) performs significantly more poorly
than CVV whereas in SYM-236 and UDC-236, Ideal(0) performs better than
CVV. Under the evaluation measures that we use, very poor early performance
can have ramifications for values of n other than those for which poor selection
occurred. The UBC-100 testbed reveals the potential downfall of collection se-
lection approaches that prefer collections with a large number of documents.
The presence of large collections with few relevant documents will often con-
found these approaches.

It is interesting to note that with the exception of Ideal(0) and SBR, the
overall performance trends presented in Figure 12 are similar to those seen
for the SYM-236 and UDC-236 testbeds. The pairwise Wilcoxon (p=0.05) sig-
nificance tests presented in Figure 13 reveal that for most values of n, the
differences between the three approaches are significant for the long and short
queries.

5.6 Discussion

In this section, we have presented a comparative collection selection evaluation
for CORI, CVV and gGIOSS Ideal(0) using six different test environments. We
have also compared the performance of those collection selection approaches to
that of SBR.

Despite the variety of experimental environments, the overall results are
fairly consistent. While there is significant difference between CORI, Ideal(0),
CVV and SBR, they tend to perform similarly when compared to the perfor-
mance of the baseline against itself (RBR.RBR). Some of the observed per-
formance of the approaches is explained by features of the testbeds. The most

HRecall that ZIFF collections as a whole proved problematic for SBR within the SYM-236 testbed.
For UBC-100, the other ZIFF collections are sufficiently scattered through the SBR ranking that
they have no visible effect.
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P, evaluation measures.
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no significant difference and the fine dotted lines plotted at the NSD points are provided for
reference.

dramatic differences were seen in the performance of gGIOSS Ideal(0) and SBR
in the UBC-100 testbed.

SYM-236 exhibits a skewed distribution of documents and relevant docu-
ments. We found that for SYM-236 all approaches performed comparably in
their ability to differentiate collections containing relevant documents from
those containing no relevant documents. However, while all approaches tended
to locate collections containing relevant documents, they tended not to find col-
lections containing the most relevant documents. For all approaches, we also
noted a tendency to locate collections containing relevant documents but not
the greatest number of relevant documents in the UDC-236 testbed. UDC-236
proved to be a more challenging testbed than SYM-236. While it is still the case
that UDC-236 contains collections with large numbers of relevant documents,
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the distribution of relevant documents is more uniform in UDC-236. All ap-
proaches performed less well at differentiating collections containing relevant
documents from those containing no relevant documents. UBC-100 proved to
be an interesting testbed because it illustrates a potential drawback to using
the SBR heuristic. UBC-100 contains six collections with a very large number
of documents, but relatively few relevant documents. The performance of SBR
and Ideal(0) (which is very highly correlated with SBR) was adversely affected
by a tendency to select those very large collections. The performance of CORI
and CVV in the UBC-100 testbed was similar to that seen in SYM-236 and
UDC-236.

When compared to the performance of RBR.RBR, we see that there is sub-
stantial room for improvement for all of the collection selection approaches in
all of our testbeds. Overall, the CORI collection selection approach performs
most accurately and most consistently. For all six experimental environments,
CORI is significantly better than (or not significantly different from) the other
approaches. In work not reported here [French et al. 1999a; Powell 2001], we
examine the influence of the components of df - icf-based approaches, of which
CORI is an instance. We found that on the whole, df - icf collection selection
approaches tend to perform well.

The gGLOSS representative Ideal(0) performed adequately but its correlation
with SBR proved problematic for the UBC-100 testbed. When comparing CORI
and Ideal(0) in a broader scope, the main advantage of CORI is that it requires
less statistical information about the collections. The df information that CORI
requires is also easier to compare across collections using different information
retrieval systems than the term weight information required by gGIOSS. Also,
as shown by Callan et al. [2000] df information can be efficiently approximated
by sampling techniques.

While CVV is an intuitively appealing approach that also requires limited
statistical information, CVV tended to be the worst-performing approach in all
of our experiments.

For all approaches and all testbeds, collection selection performance tended
to decline slightly when shorter queries were used.

6. CONCLUSIONS

This paper reports the results of a large empirical study that has produced a
number of interesting findings that can be usefully applied to the engineering
of multi-collection information retrieval systems. We have presented detailed
results on a number of fronts; unfortunately, this may have obscured the broader
picture.

Our experiments have focused on enabling and performing comparisons of
collection selection techniques. Collection selection is one subproblem of the
larger task of information retrieval in multicollection environments and is con-
cerned with effectively selecting the collections to which queries should be sent.

In preparation for our experiments, we created two testbeds that organized
TREC documents into collections. We have made the assignments of documents
to collections available so that other researchers can use these testbeds. We also
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used an additional existing testbed for comparison. We characterized features
of these testbeds, including document and relevant document distributions,
to provide insight into collection selection performance for those testbeds. To
evaluate collection selection performance, we collected and described a number
of evaluation measures. These measures gauge the degree to which a collection
ranking produced by a collection selection approach approximates a desired
ranking.

We conducted comparisons of three published approaches, CORI [Callan
et al. 1995], gGIOSS [Gravano and Garcia-Molina 1995] and CVV [Yuwono
and Lee 1997] using six test environments consisting of static and accessible
collections. Overall, we found that CORI consistently performed the best for
our test environments, with the performance of gGIOSS and CVV being more
dependent on the test environment. On a more detailed front, we found that all
approaches that we considered exhibit some degree of positive correlation with
SBR (the number of documents per collection). A positive correlation with SBR
is not necessarily a detriment; the number of relevant documents per collection
also tends to be correlated with SBR. However, gGIOSS exhibits a very strong
positive correlation with SBR, which led to performance downfalls for some of
our test environments.

We hope that with these experiments we have helped to resolve, or at least
clarify the ongoing debate about whether detailed statistical information about
collections is necessary or useful. There is still substantial room for collection
selection improvement, so an as-yet-unforeseen use of detailed information may
eventually prove to be useful. However, our experiments showed simpler ap-
proaches to be more effective.

For future work, through careful examination of our collection selection re-
sults, we have noted instances where query-specific issues have affected average
performance. For example, some queries have very few relevant documents or
have relevant documents in few collections. We also noted that that collection
selection and document retrieval performance can vary significantly on a query-
by-query basis. We believe that an in-depth study of query-specific performance
would be instructive.
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