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Abstract

The major barrier constraining the successful management and design of large-scale distributed

infrastructures is the conspicuous lack of knowledge about their dynamical features and behav-

iors. Up until very recently analysis of systems such as the Internet, or the national electricity

distribution system, have primarily relied on the use of non-dynamical models, which neglect

their complex, and frequently subtle, inherent dynamical properties. These traditional ap-

proaches have enjoyed considerable success while systems are run in predominantly cooperative

environments, and provided that their performance boundaries are not approached. With the

current proliferation of applications using and relying on such infrastructures, these infrastruc-

tures are becoming increasingly stressed, and as a result the incentives for malicious attacks

are heightening. The stunning fact is that the fundamental assumptions under which all signifi-

cant large-scale distributed infrastructures have been constructed and analyzed no longer hold;

the invalidity of these non-dynamical assumptions is witnessed with the greater frequency of

catastrophic failures in major infrastructures such as the Internet, the power grid, the air traffic

system, and national-scale telecommunication systems.

This project is about network, reliability and robustness in large-scale systems. The major

vision of this program is ubiquitous: we have distributed computing and information and would

like to link these via secure communications to allow coordination of limited resources to achieve

*This research was supported by AFOSR DoD award number 49620-01-1-0365

20070417184



global objectives that can be both predicted and guaranteed. The objective is to ensure that

incorrect local decisions, due to dynamical effects, do not do not cause large-scale failures.

To address the challenges posed by dynamical behavior of large-scale network infrastructures, we

bring to bear the tools and techniques of control theory together with those from communication

networks and queuing theory. In particular, the algorithms and analytical approaches of control

used for developing control strategies and logic are combined with protocol design methods to

construct new, secure architectures for distributed networks. We focus on the dominant issues

of complex dynamic behavior, local rather than global information and state, distributed rather

than centralized decision making, secure, robust performance in an uncertain environment, and

dynamic network connectivity.
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1 Introduction

The objective of this project is to advance the security and reliability of large-scale network infras-

tructures. The research is specifically targeted at the most critical medium- and long-term security

and performance issues facing current and future military networks, as well as homeland installa-

tions. The program is focused both on fundamental scientific understanding of the mechanisms by

which single attacks can lead to catastrophic cascading failures caused by dynamic effects of prop-

agation, misprioritization and instability, as well as development of new protocols which eliminate

such vulnerabilities. The research of this URI is already having significant impact on the commercial

sector, affecting the router designs of Cisco, and the protocol designs of Microsoft and Nokia, as well

as the open protocols behind TCP and AQM.

The program 1) analyzes the decisions'made by routers and layer protocols to see how they lead

to network-level consequences; 2) studies the propagation dynamics of the network to characterize

instabilities; 3) has developed protocols that eliminate these instabilities; 4) studies the measurable

indicators of high-throughput data streams that can be used to detect attempted attacks in real-

time and monitor network performance; 5) formulates new methods, such as combining routing and

coding over multiple paths, that make certain classes of attack much more difficult; 6) develops

information-based randomized algorithms that prevent attacks which depend on distributd, multi-

source simultaneous attack and response; 7) re-examines the basic protocols of the network to suggest

modifications that can be incrementally deployed, without requiring all users to simultaneously

change software systems; 8) understands the parallels and distinctions between data networks and

transportation and energy networks, noting that each of these three infrastructures has witnessed

large-scale catastrophic failures of similar nature in recent years; and 9) has worked on a fundamental

rethinking of how such networks function, to guide designers of the next generation of systems.

Traditional approaches to increasing network security have primarily focused on protecting the

integrity of nodes at the edge of the network rather than systematic and robust design of the network

itself. In these traditional approaches the emphasis has been on improving encryption, key-exchange

protocols and intelligent attack detection, so as to achieve nodes with extremely fortified defenses.

This does not however protect against the catastrophic failures we have witnessed in recent years

on the Internet and the National Power Grid, where nodes misinform each other, or under- or over-

react to remote events, causing large-scale cascading failures. In current networks knowledge of

which nodes to rely upon to make mission-critical decisions is being passed through and fed back
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via increasingly long chains of intermediaries, each of which inherently decreases the reliability of

the global system. A secure layer is important, but in order to have more than a secure layer on

top of a fragile foundation layer it is necessary to design security and robustness into the system

interactions. The Internet requires end-user protocol-based cooperation, and the Power Grid requires

multiple control centers; the Stanford URI is working on architectures which require neither of these

limitations. In particular, this URI program is developing sophisticated mathematical models and

systematic tools, and using them not only for post-mortem analysis of attacks and failures but also

to design and implement new protocols which are resistant to these modes of failure.

This work is undergoing transition to current communication networks, and will have significant

application to future military mixed wired and wireless command and control networks. The focus

is on attacks at the network infrastructure level, not on attacks on the computers at the edge of the

network.

2 Congestion and Buffering in Wired networks

We have studied the problem of designing globally stable, scalable congestion control algorithms for

the Internet. Prior work primarily used linear stability as the criterion for such a design. Global

stability has been studied only for single node, single source problems. In our work, we have obtained

conditions for a general topology network accessed by sources with heterogeneous delays. We obtain

a sufficient condition for global stability in terms of the increase and decrease parameters of the

congestion control algorithm and the price functions used at the links.

The key idea in our recent work is to first show that the source rates are both upper and lower

bounded, and then use these bounds in Razumikhin's theorem to derive conditions for global stability.

However, a stumbling block in extending earlier results to a general network is the difficulty in

obtaining reasonable bounds on the source rates and in finding an appropriate Lyapunov-Razumikhin

function. We take a significant step in this direction by finding a Lyapunov-Razumikhin function

that provides global stability conditions for a general topology network with heterogeneous delays.

The global stability condition derived thereby is delay-independent, and is given in terms of the

increase and decrease parameters and a parameter of the price function. When the condition holds,

the network is globally stable for all values of fixed communication delays and controller gains. It is

different from most prior works, where the conditions are given in term of the gains and the delays.

Since our global stability condition is delay-independent, the network is robust to the delays and the

gains used by users in the network. On the other hand, our stability condition restricts the possible

choices for the utility functions and the price functions, whereas earlier stability conditions like work

for general utility functions. Characterizing the stability region when our condition is violated, but

the local stability condition still holds, still an open problem. Our simulation results indicate that
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the region of attraction could be large under such a scenario.

We show that one can obtain conditions for global stability that relate the parameters of the

congestion algorithm to the parameters of the price functions used at the links of the network. We

further considered a two-phase algorithm, with a slow-start phase followed by a congestion-avoidance

phase, as in today's version of TCP-Reno, and showed that a three-phase approximation of this two-

phase algorithm is still globally, asymptotically stable under the same conditions on the congestion

control parameters.

2.1 Sizing issues in buffer routers

Large buffers in Internet routers often limit achievable throughput, requiring the use of off-chip

DRAMs. A standard guideline used for buffer size design is B = RTT x C, where C is the capacity

of the link and RTT is the round trip time. Recently, this design rule has been questioned and the

use of small buffer routers validated based on statistical multiplexing effects.

However, these results have been based on static network simulations with fixed number of flows.

In our work, we have completed far more extensive network simulations evaluating the accuracy of

these results in a dynamic environment where file flows arrive and depart, i.e., flows numbers are not

fixed. More specifically, we assess the performance of dynamic networks with very small buffers, with

the end-user in mind. As flows arrive and depart, link utilization should not be considered as the

most important factor in the design of the network. In a static network, where the number of flows is

fixed, utilization and goodput have a direct correspondence as each user sees an average throughput

of --. In a dynamic network, the number of flows is time-varying: there is no such correspondenceN

between the link utilization and the end-to-end throughput. Therefore, we directly calculate end-

to-end throughput seen by the users and use this as a metric for evaluating performance.

For completeness we first completed simulations with fixed number of long flows. We then showed

that in this case smaller buffers can indeed be used without any significant effects on throughput.

We then further showed that Poisson pacing of TCP is not necessary. In fact, our simulations

demonstrate that the effect of short flows and RTT variations create sufficient randomness to ensure

high link utilization.

The current Internet consists of extremely fast core routers and slow edge routers. The edge

routers switch packets at a rate which is several orders of magnitude smaller than the core routers.

Our simulations show that in this case, very small buffers can be used without affecting the through-

put, even in a dynamic network.

We have also considered the case where edge routers switch packets at a rate comparable to that

of core routers, that is, there are no access bandwith constraints. In this case, our simulation results

demonstrate that if the network is moderately congested, then increasing the buffer size will in fact

result in a substantial increase in overall throughput. As an example, when the load on a 100Mbps
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link is approximately 80%, we find an increase in average throughput of between 60%-100% as the

buffer size is increased from 20 to 1000 packets. We have now showed that TCP-pacing does not

improve average throughput significantly.

Considering the same architecture as in the preceding discussion, we show that under mildly

loaded conditions (load less than 50%), increased buffer sizes do not lead to increased throughput.

That, is, small buffers are adequate only when the core router is guaranteed to operate at 50% load,

or less. In summary, in contrast to previous work, our simulations show that actual performance of

routers with small buffers depends on the type of Internet architecture assumed.

2.2 Fluid model development and analysis of priority processing schemes

in the Internet

Previous simulation studies have shown that providing a simple priority to short flows in Internet

routers can dramatically reduce their mean delay while having little impact on the long flows that

carry the bulk of the Internet traffic. We have proposed simple fluid models that can be used to

quantify these observations. These fluid models are justified by showing that stochastic models of

resource-sharing among TCP flows converge to these fluid models when the router capacity and the

number of users are large.

We showed that a Shortest Remaining Processing Time (SRPT) scheme dramatically improves

short flow performance, while having little impact on long flows. This scheme requires the router to

estimate whether is flow is short or long, which is not feasible given that routers do not have access

to per-flow information. Alternatively, using simple sampling techniques, it can be determined fairly

accurately whether a flow is long or short. Assuming such a mechanism exists and can be easily

implemented, we evaluate the performance of such priority processing schemes analytically, and

further strengthen our conclusions via simulations.

Without priorities, the nature of bandwidth sharing in the Internet favors long flows. A more eq-

uitable sharing discipline can be approximated by discriminatory processor sharing (DPS). Stochas-

tic analysis of DPS is extremely difficult and closed-form solutions exist only for exponentially

distributed service times. However, in a system with a large number of files and a large server ca-

pacity, such as the Internet, some form of the law of large numbers can be applied and the resulting

stochastic system can be approximated by a deterministic system that can be modeled by a set

of differential equations. We have proposed such fluid flow models to capture the resource sharing

character of TCP flows in the Internet. These models consider the impact of access bandwidth

constraints. Using these models, we showed analytically that a stochastic model for DPS converges

to the fluid limit in a large system. This further characterizes the speed of convergence of the fluid

limit to equilibrium.
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2.3 Connection-level stability analysis in the Internet

In this work, we have studied connection-level models of file transfer requests in the Internet, where

connection arrivals to each route occur according to Poisson processes and the file-sizes have phase-

type distributions. We use Sum-of-Squares techniques to construct Lyapunov functions statisfying

Foster's condition for stochastic stability.

3 Scheduling and Resource Allocation in Wireless Networks

3.1 A Large Deviations Analysis of Scheduling

In [37] we consider a cellular network consisting of a base station and N receivers. The channel

states of the receivers are assumed to be identical and independent of each other. The goal is

to compare the throughput of two different scheduling policies (a queue-length-based policy and

a greedy scheduling policy) given an upper bound on the queue overflow probability or the delay

violation probability. We consider a multi-state channel model, where each channel is assumed to be

in one of L states. Given an upper bound on the queue overflow probability or an upper bound on

the delay violation probability, we show that the total network throughput of the queue-length-based

policy is no less than the throughput of the greedy policy for all N. We also obtain a lower bound on

the throughput of the queue-length-based policy. For sufficiently large N, the lower bound is shown

to be tight, strictly increasing with N, and strictly larger than the throughput of the greedy policy.

Further, for a simple multi-state channel model (on-off channel), we prove that the lower bound is

tight for all N.

Multiuser wireless scheduling has received much attention in recent years. Consider a cellular

network consisting of a base station and N users (receivers), where the base station maintains N

separate queues, one corresponding to each user. Assume time is slotted and the channel states of

the receivers at each time slot are known at the base station. Then, the base station can decide

which queues to serve according to their channel states. We considered the case where the base

station operates in a TDMA fashion, i.e., the base station can serve only one queue in each time

slot. Two scheduling policies have been widely studied in the literature: (i) the base station serves

the user with the best (weighted) channel state (opportunistic scheduling) [34, 19]; or (ii) serve

the one with the best queue-length-weighted channel state (queue-length based (QLB) scheduling)

[31, 11, 26, 27, 7, 4, 21]. While the QLB scheduling is throughput optimal (i.e., can stabilize any

set of user throughputs that can be stabilized by any other algorithm), opportunistic scheduling

maximizes the total network throughput if all queues are continuously backlogged. If the arrival

rates to the users are identical and the channel state distributions to the receivers are identical, then

these two scheduling policies have the same stability region.

While stability is the first concern of scheduling policies, quality-of-service (QoS) is equally
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important in applications. For example, we may require the queue overflow probability to be small

or require small delays. The performance of different scheduling policies under QoS constraints

has received much attention recently. For reasons of analytical tractability, much of the prior work

assumes that the channels to all the receivers are independent and statistically identical. Under this

assumption, and assuming identical user utilities, opportunistic scheduling policies become greedy

policies in which the base station transmits to the receiver with the best channel state. In [25],

the author studies a simple network consisting of two users where the channels are assumed to

be independent, identically distributed ON-OFF channels. Using large-deviations techniques, it is

shown that the total network throughput of the QLB policy is larger than the throughput of the

greedy policy under the queue overflow constraint. In [11], a wireless network with N users and

ON-OFF channels is considered. It is assumed that the arrivals are identical and Poisson, and the

capacity when the channel is ON is one packet per time slot. It is then shown that, when the number

of users increases from N to 2N, the expected sum of queue lengths is non-increasing under the QLB

policy, while it increases linearly under the greedy policy. Further, in [8], the behavior of the greedy

policy for Rayleigh fading channels is studied and it is shown that under a delay constraint, the total

network throughput of the greedy policy increases initially with the number of users, but eventually

decreases and goes to zero when the number of the users is sufficiently large.

Motivated by these prior results, in our work reported in [37], we study the performance of

the two scheduling policies (greedy and QLB) for a wireless network with multi-state channels and

constant arrivals. Using sample-path large-deviations techniques that have been used in [5], [25] and

[29], we obtain the following results:

1. Assuming a multi-state channel model and a constant arrival rate in each time slot, under the

QLB policy, we compute a lower bound on the large-deviations exponent of the probability

that at least one queue in the network exceeds a large threshold. We obtain lower bounds

on the maximum network throughput under the QoS constraints, and for large N, the lower

bounds are tight, strictly increasing, and strictly greater than the throughput of the greedy

policy. For the ON-OFF channel model, we prove that the lower bounds are tight for all N.

It was conjectured that in [25] that, for the ON-OFF channel model, the complexity of the

calculation of the large-deviations exponent increases exponentially with increasing N, but we

show here that a simple closed-form expression can be obtained.

2. Consider ON-OFF channels and the QLB policy. In [11], under the assumption that the

channel capacity is one packet per time slot, for a different model, it is shown the expected

sum of the queue lengths is nondecreasing when the number of users increases from N to 2N.

For the ON-OFF channel model, we show that the maximum network throughput is strictly

increasing in N under the delay-violation constraint or queue overflow constraint. Our result

does not only compare performance with N users and 2N users, but at all intermediate values
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as well. Our result also holds even when the capacity of the network is greater than one

packet-per-slot. Further, for the general multi-state channel model, the maximum throughput

is shown to be strictly increasing with N for large N.

3. For the greedy policy, we analytically show that the throughput goes to a constant under the

queue overflow constraint, and decreases to zero under the delay violation constraint. This

result holds for the general multi-state channel model, and is consistent with the numerical

results for Rayleigh fading channels in [8].

4. Under the QoS constraints, we show that the throughput of the QLB scheduling policy is no

less than the throughput of the greedy policy. This conclusion was also obtained in [25] for a

two-user system and under the queue overflow constraint. Here, we prove that it is true for

networks with N users (N > 2) and multi-state channels.

3.2 Distributed Fair Resource Allocation in Cellular Networks in the

Presence of Heterogeneous Delays

In [38] consider the problem of allocating resources at a base station to many competing flows,

where each flow is intended for a different receiver. The channel conditions may be time-varying and

different for different receivers. It has been shown in [8] that in a delay-free network, a combination

of queue-length-based scheduling at the base station and congestion control at the end users can

guarantee queue-length stability and fair resource allocation. We extended this result to wireless

networks where the congestion information from the base station is received with a feedback delay

at the transmitters. The delays can be heterogenous (i.e., different transmitters may have different

round-trip delays) and time-varying, but are assumed to be upper-bounded, with possibly very large

upper bounds. We showed that the joint congestion control-scheduling algorithm continues to be

stable and continues to provide a fair allocation of the network resources.

ranstntter

Figure 1: Network with feedback delays. The channel from the base station to the receivers is

time-varying.
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We haved studied the problem of fair allocation of resources in the downlink of a cellular wireless

network consisting of a single base station and many receivers (see Figure 1). The data destined for

each receiver is maintained in a separate buffer. The arrivals to the buffers are determined via a

congestion control mechanism. We assume that the time is slotted. The channels between the base

station and the receivers are assumed to have random time-varying gains which are independent from

one time-slot to the next. The independence assumption can be relaxed easily, but we use it here for

ease of exposition. The goal is to allocate the network capacity fairly among the users, in accordance

with the needs of the users, while exploiting the time-variations in the channel conditions. We

associate a utility function with each user that is a concave, increasing function of the mean service

that it receives from the network. In an earlier paper [8], it was shown that a combination of Internet-

style congestion control at the end-users and queue-length based scheduling at the base station

achieves the goal of fair and stabilizing resource allocation. This result is somewhat surprising since

the resource constraints in the case of a wireless network are very different from the linear constraints

in the case of the Internet [28]. The relative merits of congestion control-based resource allocation

scheme as compared to other resource allocation schemes for cellular networks are discussed in [8].

Several other works in the same context are [30, 18, 20]. However, none of these works explicitly

include the effect of feedback delay in their analysis. One of the reasons that delay is not important

in these other works is that a specific scheduling algorithm is used in the network which allows the

congestion control to be based only on the queue length at the entry node of each source. However,

we considered a situation where such scheduling is not used and where the bottleneck is at the

cellular network while the sources may be located far away from the base station. An example of

such a situation is a file transfer from a remote host over the downlink of a cellular network. We

aim to consider the effect of this essential parameter on the fairness and stability properties of the

algorithm presented in [8].

In [8], it is assumed that there are no delays in the transmission of packets from an end-user

(transmitter) to the base station and in the transmission of congestion information from the base

station back to the end users. But if we consider the case where the end users are connected to the

base station through the Internet, then delays exist in both directions: there is a propagation delay

rT from the end user i to the base station - we call it the forward delay of the end user i, and a

propagation delay ib from the base station to the end user i - we call it the backward delay. It

is well-known that the presence of delays may affect the performance of the network. For example,

Internet congestion controllers which are globally stable for the delay-free network may become

unstable if the feedback delays are large [28]. In our problem, when delays exist, the information the

end users obtain will be "outdated" information. So the congestion information the users obtain at

time t does not reflect the queue status at the base station at time t. So it is interesting to study a

wireless network with delays and ask whether the conclusions of [8] still hold for wireless networks
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with heterogeneous delays. We answer this question by showing that for a network with uniformly-

bounded delays, which are potentially heterogeneous and time-varying, the algorithm of [8] is stable

and can be used to approximate weighted-m fair allocation arbitrarily closely. We emphasize that

the results hold for networks with arbitrarily large, but bounded time-varying delays. So even if

the end users can only get very old feedback information from the base station, the network is still

stable and can eventually reach the fair resource allocation.

3.3 Simultaneous Routing and Resource Allocation

In wireless data networks the optimal routing of data depends on the link capacities which, in

turn, are determined by the allocation of communications resources (such as transmit powers and

signal bandwidths) to the links. The optimal performance of the network can only be achieved by

simultaneous optimization of routing and resource allocation.

The paper [120] studies the simultaneous routing and resource allocation problem and exploits

problem structure to derive efficient solution methods. We use a capacitated multicommodity flow

model for the data flows in the network. We assume that the capacity of a wireless link is a concave

and increasing function of the communications resources allocated to the link (TDMA and FDMA

systems), and the communications resources for groups of links are limited. These assumptions allow

us to formulate the simultaneous routing and resource allocation problem as a convex optimization

problem over the network flow variables and the communications variables. These two sets of

variables are coupled only through the link capacity constraints. We exploit this separable structure

by dual decomposition. The resulting solution method attains the optimal coordination of data

routing in the network layer and resource allocation in the radio control layer via pricing on the link

capacities.

In [118], we generalize the simultaneous routing and resource allocation formulation to include

CDMA wireless systems. Although link capacity constraints of CDMA systems are not jointly

convex in rates and powers, we show that by using coordinate projections or transformations, the

simultaneous routing and power allocation problem can still be formulated as (in systems with

interference cancellation) or approximated by (in systems without interference cancellation) a convex

optimization problem which can be solved very efficiently. We also propose a heuristic link-removal

procedure based on the convex approximation to further improve the system performance.

4 Fault Diagnosis over Packet Dropping Networks

There are several challenges that arise when trying to perform management and control over unre-

liable, possibly heterogeneous networks. The major concern is the fact that, due to the nature of

network links, observations may be delayed, lost or received out of order. In such case, diagnosers
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or controllers that use this underlying network infrastructure need to be able to cope with the unre-

liability of the communication links in an effective and reliable manner. Within the context of this

URI project, we have been exploring a number of directions that aim to achieve this ultimate goal.

4.1 Probabilistic Fault Detection and Identification

Another direction that we have been pursuing is along the lines of our work on systematic and

efficient methodologies for fault management in dynamic systems. For example, we have developed

probabilistic schemes for detecting permanent or transient functional changes (faults) in large-scale

discrete event systems that can be modeled as finite-state machines. In one particular setup, the

detector observes the frequencies with which states are occupied and detects faults by analyzing

the deviation between the expected frequencies and the actual measurements. These features can

be useful in distributed or networked settings where the input-state order may not be known and,

at this point, we are considering applications of these ideas in the context of statistical methods

for network security and intrusion detection. This work appeared as an invited paper during the

2002 Conference on Decision and Control; an extended version of it also appeared in the IEEE

Transactions on Automatic Control.

More recently, we have began the investigation of schemes for observing/diagnosing/controlling

systems or networks under unreliable information that might arise due to permanent or transient

faults in the system sensors. More specifically, we have developed a probabilistic methodology

for failure diagnosis in finite state machines given a sequence of unreliable (possibly corrupted)

observations. Assuming prior knowledge of the input probability distribution but no knowledge

of the actual input sequence, the core problem we considered aimed at choosing from a pool of

known, deterministic finite state machines (FSMs) the one that most likely matches a given (output)

sequence of observations. The main challenge is that errors, such as symbol insertions, deletions,

and transpositions, may corrupt the observed output sequence; the cause of these errors could be a

faulty sensor or problems encountered in the communication channels or network links connecting

the system sensors with the diagnoser/observer. Given the possibly erroneous output sequence

of observations, we have proposed an efficient recursive algorithm for obtaining the most likely

underlying FSM. We have illustrated the proposed methodology using as an example the diagnosis

(identification) of a communication protocol.

Along these lines, we have also been able to make connections with the literature on hidden

Markov models. To this end, we are currently trying to understand the role of reduced-order models

and the role of modeling methodologies such as hidden Markov models or the influence model. We

believe that this work will have important practical implications because it relates directly to the

issue of sensor reliability and cost (i.e., the task of determining the required levels of reliability for

the system sensors in order to guarantee a certain level of performance).
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4.2 Distributed Symmetric Function Computation in Noisy Wireless Sen-

sor Networks with Binary Data

With the wide availability of inexpensive wireless technology and sensing hardware, wireless sensor

networks are expected to become commonplace because of their broad range of potential applica-

tions. A wireless sensor network consists of sensors that have sensing, computation and wireless

communication capabilities. Each sensor monitors the environment surrounding it, collects and pro-

cesses data, and when appropriate transmits information so as to cooperatively achieve a global

detection objective. We have considered the common situation where there is a single fusion center,

and the network goal is to cooperatively provide information to this fusion center so it can compute

some function of the sensor measurements.

We have investigated this problem in multi-hop networks with noisy communication channels

where the measurement of each sensor consists of one bit. We consider a sensor network consisting

of n sensors, each having a recorded bit, the sensor's measurement, which has been set to either "0"

or "1". The goal of the fusion center is to compute a symmetric function of these bits; i.e., a function

that depends only on the number of sensors that have a "1". Specifically, distributed symmetric

function computation with binary data, which is also called a counting problem, is as follows: each

node is in either state "1" or "0", and the fusion center needs to decide, using information transmitted

from the network, the number of sensors in state "1,.

The sensors convey information to the fusion center in a multi-hop fashion to enable the function

computation. The problem studied is to minimize the total transmission energy used by the network

when computing this function, subject to the constraint that this computation is correct with high

probability.

When nothing is known about the structure of the function to be computed, all bits must to be

transmitted to the fusion center, and this is purely a routing problem when the channels are reliable.

When the wireless channels are unreliable, the use of channel coding (see, for example, [9]) makes it

possible to convey information in a point-to-point fashion with arbitrarily small amounts of error.

However, the use of point-to-point error-correction coding without any in-network processing may

result in high energy cost and delay. Our focus is computation of symmetric functions in a noisy

wireless sensor network when total energy consumption is a major concern.

The algorithms considered are related to the algorithms for distributed computation over noisy

networks, which are studied in [10, 23, 24, 22, 17], and references within. In both problems, the

goal is to compute the value of some function based on the information of the nodes. Our work

is closely related to parity computation and threshold detection in noisy radio networks studied in

[10] and [17], respectively, where a broadcast network is assumed, in which all nodes can hear all

transmissions, and each node has a "1" or a "0". The goal in [10, 17] was to investigate the minimum

number of transmissions required to compute the parity or decide whether the number of nodes in
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state "1" has exceeded the threshold value. Note that parity and threshold detection are special

cases of counting, since both of these are determined if we know how many nodes have "1".

While the problems considered in [10] and [17] are similar to our problem, a major difference

is that in our model, each node may not be able to hear every other node in the network. The

reason for this is that energy consumption can be an important consideration in wireless networks

and it is well-known that it can be reduced significantly if the transmissions are carried out in

a multi-hop fashion. This is a consequence of the well-known propagation model used to model

wireless communication channels, whereby the energy required to transmit over a distance of r is

proportional to r', where a > 2 is a constant depending upon the environment. Thus, instead of

each sensor sending its information to the fusion center directly, it is more efficient from an energy

consumption point of view to send the information through relay nodes. It may be possible to reduce

energy consumption even further by using some form of in-network data processing. This may have

further benefits; for instance, if all the sensor measurements are to be transmitted from the sensors

to the fusion center, then relay nodes closer to the fusion center would be depleted of their energy

faster than nodes that are further away from the fusion center. Thus, in-network processing to

reduce the number of transmissions could be beneficial for eliminating hotspots. Fundamentally,

this is the distinction between multi-hop wireless networks used for communication and multi-hop

wireless networks used for sensing. In multi-hop wireless communication networks, the protocols are

designed so that they are not application-specific, and therefore the network can support a constantly

evolving set of applications. Contrasting this, in multi-hop sensor networks, the architecture and

protocols can be designed for each specific application, exploiting its structure, to reduce the energy

usage within the network. This is the motivation for the recent works reported in [12] and [15]. In

[12], the authors have designed a block coding scheme to compress the amount of information to

be transmitted in a sensor network computing some functions. In [15], the authors investigate the

optimal computation time and the minimum energy consumption required to compute the maximum

of the sensor measurements. However, the in-network processing that we consider is different from

the processing considered in [12] and [15], where the communication channels are assumed to be

reliable, and the processing is to primarily exploit the spatial correlation [15] or the spatio-temporal

correlations [12]. In our problem, processing is required not only to reduce the redundancy in

the information to be conveyed in the fusion center, but also to introduce some redundancy to

combat the effect of the noisy channels in the sensor network. Our results show that the additional

redundancy required to combat channel errors does not significantly negate the benefits of in-network

computation used to eliminate redundancy in the information, and the combination of in-network

computation and channel coding could reduce the number of transmissions required in multi-hop

networks to the same order as the number required in single-hop networks.

We use the routing protocol in [12] along with ideas from distributed parity computation in
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noisy networks ([10]) to devise near energy-optimal algorithms for counting in sensor networks. A

key difference between our work and the work in [10] is that, in the case of sensor networks, the

fusion center does not communicate directly with each of the sensors. Thus, local computation is

necessary before conveying some aggregate information in a multi-hop fashion to the fusion center.

The local computation in our case is not a simple parity computation as in [10] but as we will see

later, the network needs to compute the number of sensors in each local neighborhood (called a cell)

that have seen a "1T. Further, we require that the computation be accurate uniformly over all cells.

In addition, we will show that error-correction coding is required in the algorithms to minimize the

energy required for counting.

We assume the wireless channels are binary symmetric channels with a probability of error p,

and that each sensor uses ra units of energy to transmit each bit, where r is the transmission

range of the sensor. Using the above ideas, we first study the case where each sensor has only one

observation to report, and show that the amount of energy required for counting (i.e., detecting

the number of sensors seeing a "1") is 0 (n(loglogn , where n is the number of

sensors in the network. We also show that any algorithm satisting the performance constraints

must necessarily have energy usage 1 (n (.io:n) ). Then, we consider the case where the sensor

network observes N events, and each node records one bit per event, thus having N bits to convey.

The fusion center now wants to compute N symmetric functions, one for each of the events. We then

extend to the case where each sensor has N binary observations, and the symmetric function needs

to be computed for each observation. We show that the total transmission energy consumption can

be reduced toO (n max 1, log n I per observation. When N = P(loglogn), the

energy consumption is e (n ( V n ) per observation, which is a tight bound. If we only want

to know roughly (a notion made precise in [39]) how many sensors have "1,. The answer can be

obtained with the transmission energy consumption E (n ( n io n)

5 Decentralized Control

5.1 Control over Networks

The first line of research we have been pursuing relates to the study of the fundamental performance

limitations of control methodologies that use existing network infrastructure as their communications

backbone. For instance, by modeling a packet dropping network as an erasure channel and by

focusing on bounded variance stabilization schemes, one can study the problem of plant stabilization

despite message delays, packet drops, quantization noise and measurement noise. Our initial work

on this problem appeared as an invited paper in the 2002 Conference on Decision and Control and

focused on the case when the system to be stabilized is a discrete-time linear time-invariant system,
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the communication links (between sensors, controller(s) and actuators) are part of a packet dropping

network in which transmissions are independent, and the network packets are large enough so that

the effect of measurement quantization can be modeled by an additive white noise process. This

work, which has been referenced extensively by many researchers, has also been extended to settings

where the system to be stabilized is a continuous-time system, in which case one additional parameter

that needs to be chosen is the sampling rate at which the sample-data controller is operating. We

have been able to determine ways to optimally choose this and other parameters of this control

problem, and our results are currently under revision in the IEE Proceedings on Control Theory

and Applications.

Related to the task described above is our study of the effects of roundoff noise on our ability

to detect and identify transient faults that affect the operation of control systems. This roundoff

noise could arise due to finite precision limitations of our controllers or due to quantization that

takes place when sending information of the underlying communication network (e.g., the Internet).

Our analysis has provided insight that allows us to handle roundoff noise via explicit bounds on

the precision needed to guarantee the correct identification of the number of errors. Our analytical

bounds can be very tight for certain choices of design parameters and can be used to provide guidance

about the design of fault-tolerant systems.

More recently, our group has been focusing its efforts in extending these ideas to settings where

the network delays between different packets are not independent. To this end, we have been trying to

make connections with work on linear jump Markov systems. We are also interested in understanding

how different network protocols (e.g., forward error correction or path diversity techniques) can be

used to enable more effective controllers.

5.2 Decentralized Observation and Monitoring

Another direction that we have been pursuing within the context of this project relates to the

construction of observers for switched systems under unknown or partially known inputs. This is

a situation that arises frequently in practice as unknown inputs are used to represent uncertain

system dynamics and faults or, in the case of decentralized systems, control signals generated by

other controllers. Within this line of work, we have obtained methods for constructing reduced-

order state observers for linear systems with unknown inputs. Apart from making connections with

existing work on system invertibility and fault detection and identification, our approach provides

a characterization of observers with delay, which eases the established necessary conditions for

existence of unknown input observers with zero-delay. Our techniques are quite general in that they

encompass the design of full-order observers via appropriate choices of design matrices.

Our work has also looked at challenges that arise in monitoring and controlling discrete event

systems over unreliable networks. For instance, we have looked at decentralized failure diagnosis
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schemes for systems that can be modeled as finite state machines. The specific scenario we considered

consists of multiple local diagnosers, each with partial access to the outputs of the system under

diagnosis. Our focus has been on designing a global coordinator which synchronizes with the local

diagnosers at unspecified time intervals, and combines the local estimates in order to reach a final

diagnosis. Under the assumption that the system and the local diagnosers are known, we have

been able to analyze the effectiveness of simple types of global coordinators that operate without

knowledge of the functionality of the system or the local diagnosers. In each case, we were able

to derive conditions for finite-delay and zero-delay diagnosability, and to explore the trade-offs

between the various schemes in terms of processing power and memory requirements on the global

coordinator.

5.3 Decentralized Control

In order to develop systems that can coordinate with each other via communication the research

in this program targets many new issues which are not present in the traditional feedback control

scenario. These include distributed control decision based on local rather than global information,

asynchronous information transmission, dynamic network topology, and scalability of algorithms to

networks with large-numbers of nodes. Separate idealizations of the first two of these aspects of

the problem have been possible in the past, although even these model problems lead to substantial

difficulties in analysis. For example, one may use an idealized model of communication, and consider

the simplest decentralized control problem. A general formulation of this problem can be reduced

to one of structured control synthesis, a problem for which a systematic approach is lacking in the

current literature.

Conversely, one may assume a centralized information pattern and consider the centralized con-

trol problem subject to asynchronous communication. In this case, instead of data consisting of

continuous signals, data is now transmitted in packets. Furthermore, packets are subject to loss or

delay, large packets may be fragmented and require reassembly, and packet streams may be received

out of order. Control systems must be designed which are robust to these occurrences.

Given a particular plant and a constraint set of allowable decentralized controllers, one would like

to determine if the associated control problem is, in a certain sense, easily solvable. The paper [121]

develops a clear and precise characterization of when this is so. The notion of quadratic invariance

is introduced in that paper, and is outlined here.

We suppose we have a linear plant G, and a subspace of admissible controllers S, which captures

any sparsity constraints on the controller. The set S is called quadratically invariant if KGK is an

element of S for all K in S. The paper shows that, if the constraint set has this property, then a

controller which minimizes any norm of the closed-loop system may be efficiently found.

The area of decentralized control systems has been a source of challenging problems for many
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years. Starting with work on team theory, there have been many results showing that problems with

certain information structures may be solved, and recently many papers have developed specific

optimization methods to address these problems. Examples include decentralized control where the

systems are chained in a particular way, as well as arrays of systems where information satisfies

certain delay requirements. Our work provides a unifying framework in which to analyze these

systems. So far, all of the known solvable problems to which we have applied this theory have been

found to be quadratically invariant.

There are many links here to other active areas of research within this project, in particular to the

work on the decentralized congestion control mechanisms used by TCP in the Internet. Further work

remains, as there are important questions of computational complexity, since many decentralized

control problems are known to be intractable. It is also known that many decentralized linear

control systems have optimal controllers which are nonlinear. Our work addresses some extremely

fundamental issues which are a central concern, and produces results which are both theoretically

important and practically relevant.

5.4 Monitoring and Control of Power System Dynamics

We have addressed monitoring and control of system-wide electromechanical (or 'swing') dynamics

in power systems, as well as the dynamics of auction-based electricity markets. We showed that

observer-based power system monitors can be used to estimate the full state of the system as well as

identify and isolate a number of events (e.g., faults) using only sparse local measurements, all in the

presence of various system disturbances. This work also develops and exploits a spatio-temporally

integrated view of electromechanical dynamics. This contrasts with the traditional approach of

either studying temporal variations at fixed spatial points or investigating spatial variations of spec-

ified (e.g., modal) temporal behavior. We use a continuum model of the swing dynamics to expose

the wave-like propagation of electromechanical disturbances and to gain insight for the design of

controls. This leads to strategies for decentralized control of these electromechanical waves, drawing

on prototype controllers found in electromagnetic transmission line theory (e.g., matched-impedance

terminations) and active vibration damping (e.g., energy-absorbing controllers and vibration isola-

tors). Finally, we have proposed various controllers to realize quenching or confining-and-quenching

strategies, and tested these in simulations of a 179-bus reduced-order representation of the power

grid of the western US and Canada.

6 Complexity and robustness in complex networks

Recent progress in systems biology and network-based technological systems, together with new

mathematical theories, has revealed generalized principles that shed new light on complex networks,
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and confirmed the observations that an inherent feature of complex multiscale systems is that they

are "robust yet fragile" (RYF). They are both intrinsically robust under most normative conditions

and yet can be extremely sensitive to certain perturbations in their environment and component

parts. This RYF feature provides a new paradigm for thinking about complexity and evolution

across a broad range of phenomena and scales from computer networks to immune systems, from

power grids and cancers to ecosystems, financial markets and human societies. While this research

draws heavily on systems and control theory, most papers have appeared in biology, networking, and

physics journals. In this section, we will review recent progress in theory and applications aimed at

an engineering audience.

This research builds on insights about the fundamental nature of complex biological and techno-

logical networks that can now be drawn from the convergence of three research themes. 1) Molecular

biology has provided a detailed description of much of the components of biological networks, and

with the growing attention to systems biology the organizational principles of these networks are

becoming increasingly apparent. 2) Advanced technology has provided engineering examples of net-

works with complexity approaching that of biology. While the components differ from biology, we

have found striking convergence at the network level of architecture and the role of layering, proto-

cols, and feedback control in structuring complex multiscale modularity. Our research is leading to

new theories of the Internet and to new protocols that are being tested and deployed for high per-

formance scientific computing. 3) Most importantly, there is a new mathematical framework for the

study of complex networks that suggests that this apparent network-level evolutionary convergence

both within biology and between biology and technology is not accidental, but follows necessarily

from the requirements that both biology and technology be efficient, adaptive, evolvable, and robust

to perturbations in their environment and component parts. This theory builds on and integrates

decades of research in pure and applied mathematics with engineering, and specifically with robust

control theory.

Through evolution and natural selection or by deliberate design, such systems exhibit highly func-

tional and symbiotic interactions of extremely heterogeneous components, the very essence of "com-

plexity". At the same time this resulting organization allows, and even facilitates, severe fragility

to cascading failure triggered by relatively small perturbations. Thus robustness and fragility are

deeply intertwined in biological systems, and in fact the mechanisms that create their extraordi-

nary robustness are also responsible for their greatest fragilities. Our highly regulated and efficient

metabolism evolved when life was physical challenging and food was often scarce. In a modern

lifestyle, this robust metabolism can contribute to obesity and diabetes. More generally, our highly

controlled physiology creates an ideal ecosystem for parasites, who hijack our robust cellular machin-

ery for their own purposes. Our immune system prevents most infections but can cause devastating

autoimmune diseases, including a type of diabetes. Our complex physiology requires robust develop-
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ment and regenerative capacity in the adult, but this very robustness at the cellular level is turned

against us in cancer. We protect ourselves in highly organized and complex societies which facilitate

spread of epidemics and destruction of our ecosystems. We rely on ever advancing technologies, but

these confer both benefits and horrors previously unimaginable. This universal "robust yet fragile"

(RYF) nature of complex systems is well-known to experts such as physicians and systems engineers,

but has been systematically studied in any unified way only recently. It is now clear that it must be

treated explicitly in any theory that hopes to explain the emergence of biological complexity, and

indeed is at the heart of complexity itself.

These RYF features appear on all time and space scales, from the tiniest microbes and cellular

subsystems up to global ecosystems, and also -we believe- to human social systems, and from the

oldest known history of the evolution of life through human evolution to our latest technological

innovations. Typically, our networks protect us, which is a major reason for their existence. But in

addition to cancer, epidemics, and chronic auto-immune disease, the rare but catastrophic market

crashes, terrorist attacks, large power outages, computer network virus epidemics, and devastating

fires, etc, remind us that our complexity always comes at a price. Statistics reveal that most dollars

and lives lost in natural and technological disasters happen in just a small subset of the very largest

events, while the typical event is so small as to usually go unreported. The emergence of complexity

can be largely seen as a spiral of new challenges and opportunities which organisms exploit, but

lead to new fragilities, often to novel perturbations. These are met with increasing complexity and

robustness, which in turn creates new opportunities but also new fragilities, and so on. This is

not an inexorable trend to greater complexity, however, as there are numerous examples of lineages

evolving increasing simplicity in response to less uncertain environments. This is particularly true

of parasites that rely on their hosts to control fluctuations in their microenvironment, thus shielding

them from the larger perturbations that their hosts experience.

It is only fairly recently, and particularly the last few decades, that human technology has

become focused not just on robustness, but on architectures that facilitate the evolution of new

capabilities and the scaling to large system sizes. Protocol-based multilayer modular design is

permeating advanced technologies of all kinds, but the Internet remains perhaps the most well-

known example. It is also particularly suitable for our purposes for several reasons. The Internet,

and cybertechnology generally, are unprecedented in the extent to which their features parallel

biology. Their most salient features are often hidden from the user and thus as metaphors are often

terribly misleading, yet are extremely useful when right. Only cybertechnology has the potential to

rival biotechnology in accelerating the human/technology evolution, and the combined RYF spiral

could have profound consequence. The most consistent, coherent, and salient features of all complex

technologies are their protocols. To engineers, the term "protocol" is the set of rules by which

components interact to create system-level functionality. Indeed, in advanced technologies, and
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we believe in the organization of cells and organisms, the protocols are more fundamental than the

modules whose interconnection they facilitate, although they often are obscured by the overwhelming

details that now characterize experimental results in biology. A central feature of efficient, protocol-

based systems is that, provided they obey the protocols, modules can be exchanged. The details are

less important here than the consequences, which are the system-level robustness and evolvability

that these protocols facilitate. New and even radically different hardware is easily incorporated at

the lowest physical layers, and even more radically varying applications are enabled at the highest

layers. Ironically as in biology, it is these transient elements of hardware and application software

that are most visible to the user, while the far more fundamental and persistent infrastructure is

the core protocols, which by design remain largely hidden from the user.

A protocol-based organization facilitates coordination and integration of function to create co-

herent and global adaptation to variations in their components and environments on a vast range

of time scales despite implementation mechanisms that are largely decentralized and asynchronous.

The parallels here between the Internet and biology are particularly striking. The TCP/IP protocol

suite enables adaptation and control on time scale from the sub-microsecond changes in physical me-

dia, to the millisecond-to-second changes in traffic flow, to the daily fluctuations in user interactions,

to evolving hardware and application modules over years and decades. The remarkable robustness

to changing circumstances and evolution of Internet-related technology could only have come about

as the result of a highly structured and organized suite of relatively invariant and universally-shared,

well-engineered protocols.

Similarly, a protocol-based architecture in biology and its control mechanisms facilitate both

robustness and evolvability, despite massive impinging pressures and variation in the environment.

With the most obvious example involving the table of codons, biology's universally shared set of

protocols are more fundamental and invariant than the modules whose control and evolution they

facilitate. Allostery, a huge suite of post-translational modifications, and the rapid changes in

location of macromolecular modules enable adaptive responses to environmental signals or alterations

on rapid time scales. Translational and transcriptional control and regulation of alternative splicing

and editing act on somewhat longer time scales. On still longer time scales within and across

generations, the sequences of the DNA itself can change, not only through random mutation, but

also through highly structured and evolved mechanisms that facilitate the generation of adaptive

diversity. Furthermore, as biologists dig deeper past the superficiality of sequence data into the

complexity of regulation, they unearth additional layers of control that are fundamentally similar

to those in advanced technologies. There is seemingly no limit to the ingenuity that biology uses in

creating additional layers of sophisticated control. Now familiar examples range from RNA editing

and alternative splicing to transposons, mismatch repair, and repetitive sequences to the cutting and

pasting in the "arms race" of the immune system versus spirochete and trypanosome coat proteins.
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Perhaps the most familiar example of lateral gene transfer in bacteria is possible because bacteria

have a shared set of protocols that have even been quite appropriately described by some as the

"bacterial Internet." Bacteria can simply grab DNA encoding new genes from other bacteria and

incorporate it into their genome, just like computer users can buy a new computer and plug it into

home or office networks. This "plug and play" modularity works because there is a shared set of

protocols that allow even novel genetic material to be functional in an entirely new cellular setting.

Plug and play DNA mobility and expression is further facilitated by integrons and plasmids. Thus,

for example, bacteria can acquire antibiotic resistance on time-scales that would be vanishingly

improbable by point mutations, an example of how rapid evolution of complexity is possible by

Darwinian mechanisms. Natural selection can favor the evolution of whole protocol suites, and their

interactions, which in turn massively accelerate the acquisition and sharing of functional adaptive

change. Thus evolvability itself can be seen as the robustness of lineages, rather than organisms, on

long time scales and to possibly large changes in the environment, indeed ones that would be lethal

to organisms if they occurred rapidly. An important insight is that robustness and evolvability are

generally not in conflict, and both are the product of systematic and organized control mechanisms.

The framework being developed here is radical in both its methodology and philosophical impli-

cation. Methodologically it draws on mathematics that is often not well known outside expert circles

and in many cases had not traditionally been thought of as "applied." The mathematics tells us

that robustness and fragility have conserved quantities, and we believe these will ultimately be of as

much importance to understanding biological complexity as energy and entropy were to understand-

ing the steam engine and mitochondria. The above views of "organized complexity" motivated by

biology and engineering contrast sharply with that of "emergent complexity" that is more popular

within the physical sciences. Highly Optimized/Organized Tolerance/Tradeoffs (HOT) has aimed

to explain the issues of organized complexity, but emphasizing models and concepts such as lattices,

cellular automata, spin glasses, phase transitions, criticality, chaos, fractals, scale-free networks,

self-organization, and so on, that have been the inspiration for the "emergent" perspective. A side

benefit of this largely pedagogical effort is it has led to apparently novel insights into RYF aspects

of longstanding mysteries in physics, from coherent structures in shear flow turbulence and coupled

oscillators, to the ubiquity of power laws, to the nature of quantum entanglement, to the origin of

dissipation. Finally, the underlying mathematics may offer new tools to explore other problems in

physics where RYF features may play a role, particularly involving multiple scales and organized

structures and phenomena.
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7 Network Reliability

We have investigated the reliability of networks operated in a distributed manner to changes in the

network. Our work is based on the use of network coding, which allows both distributed coding and

distributed implementations of cost optimization for the subgraphs used for network coding. We

have considered two main issues: 1) the reliability of networks to packet losses 2) the cost efficiency

of distributed coding and optimization under changes of topology, cost and traffic.

Packet losses in networks result from a variety of causes, which include congestion, buffer over-

flows, and, in wireless networks, link outage due to fading. Thus a method to ensure reliable

communication is necessary, and the prevailing approach is for the receiver to send requests for

the retransmission of lost packets over some feedback channel. There are, however, a number of

drawbacks to such an approach, which are evident most notably in high-loss environments and for

multicast connections. In both instances, many requests for retransmissions are usually required,

which place an unnecessary load on the network and which may overwhelm the source. In the lat-

ter instance, there is the additional problem that retransmitted packets are often only of use to a

subset of the receivers and are therefore redundant to the remainder. An approach that overcomes

these drawbacks is to use erasure-correcting codes. Under such an approach, the original packets

are reconstructed from those that are received and little or no feedback is required. This approach

has been recently exemplified by digital fountain codes, which are fast, near-optimal erasure codes.

Such codes can approach the capacity of connections over lossy packet networks, provided that the

connection as a whole is viewed as a single channel and coding is performed only at the source node.

But in lossy packet networks where all nodes have the capability for coding, such as overlay networks

using UDP and wireless networks, there is no compelling reason to adopt this view, and a greater

capacity can in fact be achieved if we do not.

We have developed a capacity-approaching coding scheme for unicast or multicast over lossy

packet networks. In the scheme, all nodes perform coding, but do not wait for a full block of packets

to be received before sending out coded packets. Rather, whenever they have a transmission op-

portunity, they form coded packets with random linear combinations of previously received packets.

All coding and decoding operations in the scheme have polynomial complexity. Our analysis of the

scheme has shown that it is not only capacity-approaching, but that the propagation of packets

carrying innovative information follows that of a queueing network where every node acts as a stable

MM1 queue. We are able consider networks with both lossy point-to-point and broadcast links,

allowing us to model both wireline and wireless packet networks.

In the area of distributed optimization, we have presented decentralized algorithms that compute

minimum-cost subgraphs for establishing multicast connections in networks that use coding. These

algorithms, coupled with existing decentralized schemes for constructing network codes, constitute

a fully decentralized approach for achieving minimum cost multicast. Our approach is in sharp
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contrast to the prevailing approach based on approximation algorithms for the directed Steiner

tree problem, which is suboptimal and generally assumes centralized computation with full network

knowledge. We also have developed extensions beyond the basic problem of fixed-rate multicast in

networks with directed point-to-point links, and consider the case of elastic rate demand as well

as the problem of minimum energy multicast in wireless networks. For the case of optimization

under changing conditions, we have given a formulation of the dynamic multicast problem for coded

networks that lies within the framework of dynamic programming. Our formulation addresses the

desired objective of finding minimum-cost time-varying subgraphs that can deliver continuous ser-

vice to dynamic multicast groups in coded networks and, because it lies within the framework of

dynamic programming, can be approached using methods developed for general dynamic program-

ming problems. The solution that we propose uses such methods to approximate the optimal cost

function, which is used to modify the objective function of an optimization that determines the

multicast subgraph to use during each time interval. Depending upon the approximation that is

used for the optimal cost function, this optimization conducted every time interval may be tractable

and may even be amenable to decentralized computation.

7.1 Graph Structure and Similarity

We have investigated measures of graph similarity, developed a new measure, and applied it to

the matching of graph fragments to their original locations in a parent graph. Measures of graph

similarity have a broad array of applications, including comparing chemical structures, navigating

complex networks like the World Wide Web, and more recently, analyzing different kinds of biologi-

cal data. The research focuses on an interesting class of iterative algorithms that use the structural

similarity of local neighborhoods to derive pairwise similarity scores between graph elements. Our

new similarity measure uses a linear update to generate both node-node and edge-edge similarity

scores, and has desirable convergence properties. The research also explores the application of our

similarity measure to graph matching. We attempt to correctly position a subgraph within a parent

graph using a maximum-weight matching algorithm applied to the similarity scores between the two

graphs. Significant performance improvements are observed when the 'topological' information pro-

vided by the similarity measure is combined with additional information - such as partial labeling

- about the attributes of the graph elements and their local neighborhoods. Further work is needed

to explore various extensions of these ideas, including to the case of dynamically evolving graphs.

In other work, we study synchronization of complex random networks of nonlinear oscillators,

with identical oscillators at the nodes interacting through 'diffusive' coupling across edges of the

interconnection graph. Our random network is constructed by a generalized Erdos-Renyi method,

so as to have specifiable expected-degree distribution. We present a sufficient condition for synchro-

nization and a sufficient condition for desynchronization, stated in terms of the coupling strength
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and the extreme values of the distribution of nontrivial eigenvalues of the graph Laplacian. We then

determine the Laplacian eigenvalue distribution for the case of large random graphs through compu-

tation of the moments of the eigenvalue density function. The analysis is illustrated using a random

network with a power-law expected-degree distribution and chaotic dynamics at each node. The

mathematical structure of our problem is closely related to that of consensus problems in networks

of agents, as well as the task of analyzing flocking/swarming conditions in a group of autonomous

agents.

8 Impact of research and transitions

1) The first important algorithm to be transitioned is Approximate Fair Dropping (AFD). This is a

new randomized algorithm that partitions the bandwidth of a link among the flows traversing the

link. It builds on the CHOKe (choose and keep or choose and kill) algorithm, which is a simple

algorithm for protecting TCP flows from UDP flows and enables the detection of flows which attempt

to take up a disproportionate share of resources. The randomized nature of the algorithms not only

make them simpler to implement, but also prevents users from predicting and attempting to spoof

their behavior. The AFD algorithm is in discussion for implementation in the CISCO GSR12000

series of core routers.

2) Secondly, the FAST (Fast AQM, Scalable TCP) protects the TCP protocol from instabilities

which current occur at high link speeds. These instabilities cause network throughput to drop to

an extremely low level, and affect fast networks dramatically. Building on research from both the

controls and networking community has led to this new protocol, which is both provably robust

and scalable as well as incrementally deployable. In an experiment in November 2002, a speed of

8,609 megabits per second (Mbps) was achieved by using 10 simultaneous flows of data over routed

paths, which is the largest aggregate throughput ever accomplished in such a configuration. FAST

has been developed in significant part by Caltech, and has been transitioned through the Stanford

Linear Accelerator Center (SLAC), workin*g in partnership with the European Organization for

Nuclear Research (CERN), and DataTAG, StarLight, TeraGrid, Cisco, and Level3.

3) This program has developed Distributed Random Coding (DRC), which combines the benefits

of coding and routing into a single protocol. Here, instead of simply forwarding packets, nodes

construct and forward algebraic combinations of inputs. This results in a network which has both

significantly increased throughput as well as making it impossible for an observer to decode data

transmitted by simply observing the network at a single point. This protocol has been implemented

in a large-scale network testbed by Microsoft, working with Sprint.

All of the above protocols are backed up by theoretical analysis, with, for example, associated

proofs of stability and convergence. The program has developed several further protocols for net-
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work security, including mechanisms for covert message transmission via timing channels, protection

against SYN flooding, the SIFT algorithm for prioritization in caches and buffers, and the SHRiNK

method for monitoring extremely large-scale networks.
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