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Abstract

In this paper we consider source-initiated multicast session traffic in an ad hoc wireless network, operating under

hard constraints on the available transmission energy as well as on bandwidth and transceiver resources. We describe

the similarities and differences between energy-limited and energy-efficient communications, and we illustrate the im-

pact of these overlapping (and sometimes conflicting) considerations on network operation. In energy-limited appli-

cations, fundamental objectives include the maximization of a network’s useful lifetime and the maximization of traffic

that is delivered during this lifetime. We demonstrate how the incorporation of residual energy into the cost metric used

for tree construction can provide improved performance based on these criteria. � 2002 Elsevier Science B.V. All

rights reserved.
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1. Introduction

In applications where nodes in an all-wireless
multihop network are equipped with batteries that
cannot be recharged during network operation,
battery energy is a precious resource that must be

carefully managed. In this paper, we consider mul-
ticasting in the context of precisely this kind
of energy limitation. Specifically, we address the
problem of multicasting for session traffic in re-
source-limited all-wireless (i.e., infrastructureless,
peer-to-peer, or ad hoc) multihop networks. At
the same time, we assume limited bandwidth and
transceiver resources, but our emphasis is on
managing the energy resource.
In [1,2] we developed the multicast incre-

mental power (MIP) algorithm for the construc-
tion of multicast trees for such networks, and
demonstrated the energy efficiency of the trees it
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produces. In [3,4] we evaluated its performance
under realistic conditions involving a wide range
of traffic loads and the joint constraints of a finite
number of transceivers at each network node and
a finite number of available frequencies. In this
paper, we introduce the additional hard constraint
of a fixed quantity of energy at each of the network
nodes, and in this setting we compare the perfor-
mance of MIP to that of a more conventional al-
gorithm, which is based on the use of least-cost
paths. We show that the introduction of a hard
constraint on energy (in addition to equipment
and bandwidth constraints) creates a significantly
different networking environment in which even
the choice of a performance measure becomes
unexpectedly complicated.
A crucial aspect of the performance of multi-

casting algorithms is the choice of ‘‘link’’ or
‘‘node’’ metric used in tree construction. This
metric should reflect the specific performance cri-
teria associated with the problem of interest. Here,
we show how the finite available energy at each
node can be factored into an appropriate node
metric, resulting in significant performance en-
hancement. Our earlier work on energy-efficient
multicasting assumed the availability of unlimited
energy, but required its economical use. So, in
addition to considering what constitutes an ap-
propriate overall performance measure (which, as
we will discuss, is a thorny issue in its own right),
we need to consider the ‘‘local’’ metrics that are
expected to relate closely to the chosen perfor-
mance measure.
We first argued in [5] that ‘‘node-based’’ ap-

proaches are needed for wireless networking appli-
cations, and in [1,2] we demonstrated how the
characteristics of the wireless medium can be ex-
ploited, while departing from the conventional
layered protocol structure. For example, MIP is
based on jointly choosing transmitted power levels
(and hence determining connectivity) and con-
structing the multicast tree (a routing function).
We demonstrated that MIP provides considerably
better performance than ‘‘link-based’’ approaches
(which are adaptations of schemes developed for
wired networks) over a wide range of system pa-
rameters. The scope of [1,2] was limited to tree
construction, however, and did not address the

operation of a multicast network over an extended
period of time and with finite resources.
Examples of the few studies that have addressed

multicasting in wireless networks include [6–8], but
these have not addressed energy-related issues.
Virtually all multicasting studies have been limited
to the case of stationary networks that are not
wireless (e.g., [9–11]).
To assess the complex trade-offs in wireless

multicasting, it is necessary to address them one
at a time. For example, in this paper we do not
consider mobility. However, its impact can be in-
corporated later since the choice of transmitter
power is adjustable and its magnitude determines
the connectivity among the neighboring nodes.
Thus, the capability to adjust transmission power
provides a degree of ‘‘elasticity’’ to the topological
connectivity, particularly when the extent of to-
pological change is small, and hence may reduce
the need for immediate hand-offs and accurate
tracking. We also do not consider the protocol
issues associated with determining connectivity and
reserving resources, but rather focus on the basic
problem of energy-efficient multicasting, assuming
the existence of the underlying protocol that sup-
plies the necessary topological connectivity infor-
mation.
In Section 2 we present our basic communica-

tion model, including a characterization of the
resources available at the nodes, and we discuss
some of the characteristics of wireless networks
that distinguish them from wired networks. In
Section 3 we discuss the differences between energy-
limited and energy-efficient communications, in-
cluding their impact on communication problems.
In Section 4 we discuss the multicasting problem,
including performance measures and the algo-
rithms we have developed. In Section 5 we incor-
porate the impact of energy limitations into the
cost function used in tree construction, and pre-
sent performance results for the case in which an
unlimited supply of transceivers and frequencies is
available, thus permitting us to assess the impact
of finite energy on performance. In Section 6 we
show how the impact of finite transceivers and
frequencies is incorporated into our model, and we
present performance results. Finally, in Section 7
we present our conclusions.
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2. The model

We consider source-initiated, circuit-switched,
multicast sessions. 1 The maintenance of a session
(using a multicast tree) requires the dedication of
a transceiver at each participating node (source
node, relay nodes, and destination nodes) through-
out the duration of the session. The network
consists of N nodes, which are randomly distri-
buted over a specified region. A node can transmit
and receive simultaneously, but must do so at
different frequencies. Each node has T transceiv-
ers, and can thus support up to T multicast ses-
sions simultaneously, each using different transmit
and receive frequencies. We assume that there is a
total of F frequencies available to the network.
Frequencies can be reused, provided that doing
so does not create interference. Congestion (and
hence call rejection) may arise when either an in-
sufficient number of transceivers or an insufficient
number of frequencies are available.
As a result of these considerations, an inter-

mediate node in the tree requires two frequencies
(i.e., one for transmission and one for reception)
for each session it participates in. 2 Thus, for a
node to make full use of its T transceivers (by
supporting T sessions), up to 2T frequencies would
be needed. Since other sessions may be active in
the vicinity of the node of interest, the number of
frequencies needed to make full use of the avail-
able transceiver resources may be considerably
larger than this number.
It is also of interest to study systems that use

time-division multiple access (TDMA), rather than
multiple transceivers, to support multiple sessions
simultaneously. In TDMA-based systems, the need
to assign specific time slots creates a much more
difficult problem than that of simply assigning any
(of perhaps several available) transceiver to a new
session. Alternatively, it would be possible to con-
sider a system that uses code-division multiple

access (CDMA) [4]. The study of TDMA- and
CDMA-based systems is not pursued here, since
we want to place emphasis on the energy con-
straint with as little complication from the MAC
layer as possible.
Any node is permitted to initiate multicast ses-

sions. Multicast requests and session durations are
generated randomly at the network nodes. Each
multicast group consists of the source node plus at
least one destination node. Additional nodes may
be used as relays either to provide connectivity to
all members of the multicast group or to reduce
overall energy consumption. The set of nodes that
support a multicast session (the source node, all
destination nodes, and all relay nodes) is referred
to as a multicast tree. Notice the difference between
this definition and the conventional one that is
based on links (or edges); here the links are inci-
dental and their existence depends on the trans-
mission power of each node. Thus it is the nodes
(rather than the links) that are the fundamental
units in constructing the tree.
The connectivity of the network depends on the

transmission power. We assume that each node
can choose its transmission power level pRF, such
that pmin6 pRF6 pmax. The nodes in any particu-
lar multicast tree do not necessarily have to use the
same power levels; moreover, a node may use
different power levels for the various multicast
trees in which it participates.
We assume that the received signal power is

equal to pRFr�a, where r is the distance and a is a
parameter that typically takes on a value between
2 and 4, depending on the characteristics of the
communication medium. Based on this model, the
transmitted power required to support a link be-
tween two nodes separated by distance r is pro-
portional to ra, since the received power must
exceed some threshold. 3 Without loss of general-
ity, we set the threshold constant equal to 1, re-
sulting in:

1 Unicasting (i.e., single-destination communication), which

is a special case of multicasting, also benefits from the

techniques presented in this paper.
2 The source node requires only a single frequency since it is

a transmit-only node; similarly, leaf nodes require a single

frequency because they do not transmit.

3 This threshold depends on factors such as signal param-

eters, detector structure, and noise levels (including other-user

interference). In this paper, we assume that these characteristics

are fixed; thus, the required level of received power is the same

at all nodes. Thus, we neglect fading effects that arise in wireless

channels.
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pRFij ¼ RF power needed for link between
Node i and Node j ¼ maxfra

ij; pming ð1Þ

where rij is the distance between Node i and Node
j. If the maximum permitted transmitter power
pmax is sufficiently large, the network is fully con-
nected. The use of a nonzero value of pmin is a way
to account for the fact that the r�a dependence
applies only in the far-field region (i.e., even when
two nodes are arbitrarily close to each other, a
nonzero power level pmin is required to support
communication between them).
In addition to RF propagation, energy is also

expended for transmission (encoding, modulation,
etc.) and reception (demodulation, decoding, etc.).
We define:

pT ¼ transmission processing power
pR ¼ reception processing power:

We assume that these quantities are the same at
all nodes, and we neglect any energy consumption
occurring when the node is simply ‘‘on’’ without
transmitting or receiving, although it would be
straightforward to incorporate it into our model.
The total power expenditure of Node i, when
transmitting to Node j, is:

pij ¼ pRFij þ pT þ pR1 ðNode i is a receiving nodeÞ
ð2Þ

where the indicator function is included because
the pR term is not needed for the source node. A
leaf node, since it does not transmit but only re-
ceives, has a total power expenditure of pR.
We assume that each node starts with a finite

quantity of battery energy. 4 For example, Node i
has energy Ei (0) at time 0. The residual energy at
Node i at time t is:

EiðtÞ ¼ Eið0Þ �
Z t

0

PiðsÞds ð3Þ

where PiðsÞ is the total power expended at Node i
at time s. 5 We say that a node is ‘‘alive’’ as long
as its residual energy is positive, and that it dies
when its residual energy decreases to zero. Based
on our assumptions, a ‘‘dead’’ node cannot par-
ticipate, even as a receive-only leaf node.
Thus far, we have addressed only point-to-point

(single destination) communication.However, since
we assume the use of omnidirectional antennas, all
nodes within communication range of a transmit-
ting node can receive its transmission. In such
cases, we can exploit the ‘‘wireless multicast ad-
vantage,’’ first described in [5]. For example, con-
sider a situation in which Node i transmits directly
to its neighbors, Node j and Node k; the power
required to reach Node j is pij and the power re-
quired to reach Node k is pik. A single transmission
at power pi;ðj;kÞ ¼ maxfpij; pikg is sufficient to reach
both Node j and Node k (rather than the sum of
these powers, as in wired applications).
As a result of the wireless multicast advantage,

the omnidirectional wireless communication me-
dium can be viewed as a node-based environment.
By contrast, in wired models, as long as there is a
wire or cable link connecting two nodes, the re-
ception is ensured over that link, and the cost of
Node i’s transmission to Node j and Node k would
be the sum of the costs to the individual nodes.
Thus, wired networks are link-based.
The node-based nature of wireless networks

necessitates the development of new networking
techniques, because the models developed for wired
networks do not adequately capture the charac-
teristics of the wireless medium. For example, let
us consider the broadcasting problem, in which a
minimum-cost tree must be found from the source
node to all other nodes in the network. In wired
networks, the broadcasting problem can be for-
mulated as the well-known, and easily solved,
minimum-cost spanning tree (MST) problem.
However, we do not know of any scalable solu-
tions to the node-based version of this problem,
for which we developed the broadcast incre-

4 We assume that the battery has a fixed capacity, i.e., we

neglect the fact that the total energy that can be supplied by a

battery depends in part on the discharge rate and duty cycle

[12]. We also neglect any nonlinear behavior, which may

characterize power amplifiers especially at high output levels.

5 Since Node i may be transmitting as a member of several

trees simultaneously, PiðsÞ is the sum of the powers for all such
trees at time s.
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mental power (BIP) heuristic [1,2]. Related studies
of the complexity of tree construction and energy-
efficient connectivity establishment, which do not
exactly apply to our model, can be found in [13–
15].

3. Energy-limited vs. energy-efficient communica-

tions

When a network of wireless links is deployed
and the energy reserves at each node are hard-
limited, the first question that arises is ‘‘what
constitutes desirable performance?’’. To properly
address this question, we must rethink the usual
premises of energy-efficiency, high throughput,
low blocking probability, etc. For session-oriented
multicast traffic (the focus of this paper), the fol-
lowing conflicting and overlapping requirements
are usually posed:

• Network longevity, i.e., the useful life of the net-
work; several alternative definitions are possible,
including the time at which the first (and/or last)
node in the network runs out of energy, the time
at which performance (as defined below) de-
grades below an acceptable level, the time until
the network becomes disconnected, etc.

• High multicast efficiency (i.e., the ability to
reach as many of the intended destinations in
each multicast session as possible); this quantity
may be measured on an instantaneous (per ses-
sion) basis, averaged over a window of recent
sessions, or evaluated on a cumulative basis over
the lifetime of the network’s operation.

• Low blocking probability (as defined by the per-
centage of session requests that are entirely
blocked at the source, i.e., can reach none of
the intended destinations).

• High throughput volume (i.e., high total num-
ber of bits delivered, which is a quantity that
depends on length of session and number of
reached destinations).

• Economical use of available energy (as a means
for satisfying the previous requirements).

• A specified quality of service, which results in
constraints on one or more of the above require-
ments.

Clearly, all these requirements are interrelated
and have different weight and significance, de-
pending on the applications. For example, in sen-
sor networks (as envisioned in commercial and,
especially, military applications) the primary re-
quirement is longevity (although at the same time
high throughput volume is desired). In other ap-
plications of brief duration, the primary require-
ment is that of high throughput volume (provided
the network does not run out of energy prema-
turely). Any such performance comparisons should
be made on the basis of a given, fixed amount of
offered traffic load (i.e., rate of session establish-
ment requests and average session duration).
The introduction of hard constraints on the

total amount of energy available at each node re-
sults in a problem that is very different from that in
which unlimited energy is available (although en-
ergy efficiency still may be desired). Under such
hard constraints on energy (the problem studied in
this paper), the network is capable of operation for
a limited period of time. A node dies (and hence
can no longer transmit) when its energy is de-
pleted, and the network dies when it is no longer
capable of providing a minimum acceptable level
of service. By contrast, when the goal is energy
efficiency (e.g., delivering the largest number of
bits per unit energy), it is implicitly assumed that
ample energy is available; in such cases, the use of
energy is essentially treated as a cost function.
Energy-efficient operation does not ensure good

performance in energy-constrained applications.
For example, use of the most energy-efficient routes
(or multicast trees) may result in premature de-
pletion of energy at some nodes.
A problem that bears some similarity (although

many significant differences) to ours was addressed
in [16], where the objective was to choose routes
to maximize the lifetime of a network of energy-
constrained sensor nodes, which are required
to deliver their data to any of several gateway
nodes. By contrast, we address the problem of
source-initiated multicasting, where all nodes have
equal capability, and the goal is to form a tree that
reaches all members of the group. Also, their model
involved constant-rate data flows, whereas we study
randomly generated session arrivals and randomly
constituted multicast groups.
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There are numerous control parameters that
can be adjusted to satisfy the requirements listed
above. An important one that we do not consider
here is admission control. To address it prema-
turely would open a Pandora’s box of difficulties,
and we choose to assume that the network tries its
best to greedily accept all session requests it can,
i.e., a session is rejected or a destination is not
reached only if it cannot be reached because of in-
sufficient resources (i.e., transceivers, frequencies,
or energy). Another potential control parameter
is the transmission rate or other transmission
parameter (which can affect session duration, en-
ergy usage, quality of service, etc.). We also choose
to assume that the channel bandwidth and signal
design parameters are set so that the bit rate is fixed.
What remains, and which we do concentrate on

here, is the choice of multicast tree for each ses-
sion. That is, we focus on the selection of multicast
routes, which in the wireless environment translate
to choosing transmission power and set of receiv-
ing neighbor nodes at each level in the multicast
tree.
An important feature of our approach, which is

enabled by the energy limitations and by the na-
ture of the wireless environment, is the possibility
of assigning a ‘‘local’’ metric to each node (and,
indirectly, to each potential link) in the network.
In this fashion, the session routing problem is
amenable to solution methods that are normally
applicable to data routing only (e.g., use of
‘‘shortest’’ path trees, distributed algorithms, etc.).
This, in its own right, is an innovative feature of
our approach.

4. A multicasting problem

We now address the problem of determining an
appropriate multicast tree for each arriving mul-
ticast session request, so that a reward function
(which incorporates throughput, while reflecting
the finite quantity of energy at each node) is maxi-
mized. The establishment of a multicast tree re-
quires the specification of the transmitted power
levels, the frequencies used by each node, and the
commitment of the needed transceiver resources
throughout the duration of the multicast session.

We assume that multicast session requests ar-
rive to each of the N nodes at rate k=N arrivals per
unit time. The set of desired destinations is chosen
randomly for each arrival.
We say that a destination can be reached if the

following conditions are satisfied:

• there exists a path from the source to it (i.e., the
transmitted power required to support the path
does not exceed pmax at any node);

• a transceiver is available (i.e., not already sup-
porting another session) at each node along
the path;

• a suitable frequency assignment can be found
to support the path (i.e., a noninterfering fre-
quency is available to support the link between
each node pair in the network along the path;
these frequency assignments must not interfere
with, or suffer interference from, currently ongo-
ing sessions).

As noted earlier, all multicast requests are ac-
cepted as long as one or more of the intended
destinations can be reached, and paths are estab-
lished to all reachable destinations, regardless of
the cost required to do so (subject to the restriction
that the transmitted power does not exceed pmax at
any node).

4.1. Performance measures

Qualitatively, our goal is to maximize the
amount of communication that is delivered, sub-
ject to the constraint of finite energy at each node,
while operating under the admit-all admission-
control policy discussed above. We consider two
alternative (partially overlapping and partially con-
flicting) views of this objective, namely:

• Maintain operation at (or near) the best possible
performance (i.e., reach most, if not all, destina-
tions) for as long as possible.

• Maximize the total quantity of information that
is delivered to the destinations.

Before defining our performance measures, we
introduce some notation. We assume that, once a
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session (multicast tree) is established, communi-
cation takes place at a constant bit rate of:

R ¼ data rate in bits=s;

which is the same for each session request, and
which is independent of k. The session duration

di ¼ duration of session i

is exponentially distributed with expected duration
1=l ¼ 1.
Since partial multicast sessions may take place

(because some nodes may be unreachable), the
performance metric should provide a reward that
reflects the number of destinations that are actu-
ally reached. We define

ni ¼ # of intended destinations in session i;
mi ¼ # of destinations reached in session i.

The following performance measures are stud-
ied in this paper.

4.1.1. Multicast efficiency
We define the multicast efficiency ei of the ith

multicast session to be the fraction of desired
destinations of that session request that are actu-
ally reached: ei ¼ mi=ni. Then, the cumulative mul-
ticast efficiency over an observation interval of X
multicast requests can be defined as:

e ¼ 1

X

XX
i¼1

ei ¼
1

X

XX
i¼1

mi

ni

� �
: ð4Þ

4.1.2. Delivered traffic volume
Multicast efficiency, which defines performance

in terms of the fraction of destinations that are
reached, does not directly incorporate the duration
of the sessions. Thus, the reward that e associates
with short sessions is equal to that of long sessions,
even though the latter result in the delivery of
more information. It is also of interest to evaluate
the amount of information (i.e., total number of
bits) that is delivered to the desired destinations.
This quantity is directly proportional to both the
number of destinations that are reached and to the

duration of each session. Specifically, each desti-
nation node participating in multicast session i
receives:

bi ¼ Rdi

bits during the course of the session. The total
quantity of data delivered during session i is then
Bi ¼ total number of bits delivered to all reached
destinations in session i ¼ mibi.
Then, the total quantity of information deliv-

ered to all destinations over an observation inter-
val of X multicast requests is:

BtotalX ¼
XX
i¼1

Bi ¼ R
XX
i¼1

midi: ð5Þ

4.2. ‘‘Local’’ cost metrics

It is not feasible to find the multicast trees that
guarantee the optimal values of the global per-
formance measures we have studied, e.g., e and
BtotalX . Therefore, we have focused on the develop-
ment of ‘‘local’’ strategies that depend on ‘‘local’’ 6

metrics, which find the multicast tree that attempts
to minimize an appropriate cost function for each
new multicast request. The cost function has been
chosen with the goal of providing behavior that is
monotonically related to the global performance
measure.
Tree formation consists of the choice of trans-

mitting nodes and their transmitting powers. Our
BIP algorithm (see Section 5) uses node-based
metrics in the construction of the tree, rather than
the more-conventional link-based metrics. Link-
based metrics assign a cost to each link, e.g., the
power needed to maintain the link. The total cost
of a multicast tree is then the sum of the costs of
the links that form the tree. However, such metrics
do not reflect the wireless multicast advantage
property, discussed in Section 2. Instead, the total
cost of a multicast tree should be evaluated as the
sum of the costs of the transmitting nodes that
form the tree, as we do with MIP.

6 ‘‘Local’’ is used here both in the sense of time-local (i.e., for

each arrival of a multicast session request), as well as in the

topological sense (i.e., pertaining to an individual link or node).
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4.3. Algorithms for multicasting

Once a local cost metric has been chosen, the
minimum-cost multicast tree problem is well de-
fined. The multicasting problem is similar to the
broadcasting problem, except that only a specific
subset of the nodes are required to be in the tree. It
is well known that the determination of a mini-
mum-cost multicast tree in wired networks is a
difficult problem, which can be modeled as the NP-
complete Steiner tree problem, even though
the broadcasting problem is easily formulated as
the MST problem, which has low complexity. The
multicasting problem appears to be at least as hard
in wireless networks as it is in wired networks. As
we noted earlier, we know of no scalable algo-
rithms for the minimum-energy broadcast prob-
lem. Thus, heuristics are needed.
We have considered two basic approaches for

multicasting:

• Pruning the broadcast tree.
• Superposing the minimum-cost unicast paths to
each individual destination.

Examples of these approaches, which are de-
scribed more thoroughly in [1,2], are discussed
below.
(1) An approach based on pruning: First, a low-

cost broadcast tree is formed, based on the chosen
local (i.e., link- or node-based) metric. To obtain
the multicast tree, the broadcast tree is pruned by
eliminating all transmissions that are not needed
to reach the members of the multicast group. More
specifically, nodes with no downstream destina-
tions will not transmit, and some nodes will be
able to reduce their transmitted power (i.e., if their
more-distant downstream neighbors have been
pruned from the tree).
In this paper, we focus on the MIP algorithm,

which is a pruned version of the BIP algorithm,
discussed below. We have also applied the same
pruning technique to BLiMST (a link-based MST
algorithm studied in [1,2], resulting in the algo-
rithm MLiMST).
BIP is similar in principle to Prim’s algorithm

for the formation of MSTs, in the sense that new
nodes are added to the tree one at a time (on a

minimum-cost basis) until all nodes are included in
the tree. In fact, the implementation of this algo-
rithm is based on the standard Prim algorithm,
with one fundamental difference. Whereas the in-
puts to Prim’s algorithm are the link costs pij
(which remain unchanged throughout the execu-
tion of the algorithm), BIP must dynamically up-
date the costs at each step (i.e., whenever a new
node is added to the tree) to reflect the fact that the
cost of adding new nodes to a transmitting node’s
list of neighbors is the incremental cost, as defined
below. To facilitate the discussion, we assume in
this section that the local cost metric is transmis-
sion power. Consider an example in which Node i
is already in the tree (it may be either a transmit-
ting node or a leaf node), and Node j is not yet in
the tree. If Node j is already participating in T
sessions, the cost of adding it to the tree is set to
1. 7 Otherwise, for all such Nodes i (i.e., all nodes
already in the tree), and Nodes j (i.e., nodes not yet
in the tree), the following is evaluated:

p0ij ¼ pij � pi; ð6Þ

where pij is the link-based cost (power) of a trans-
mission 8 between Node i and Node j (i.e., it is
ra
ij þ pT), and pi is Node i’s transmission cost prior
to the addition of Node j; (which includes pT if
Node i is already transmitting; if Node i is cur-
rently a leaf node, pi ¼ 0). The quantity p0ij repre-
sents the incremental cost associated with adding
Node j to the set of nodes to which Node i already
transmits. The pair fi; jg that results in the mini-
mum value of p0ij is selected, i.e., Node i transmits
at a power level sufficient to reach Node j.
(2) An approach based on unicast paths: A mini-

mum-cost path is established between the source
and every desired destination separately (as in
the classic routing problem), where the cost of
a path is the sum of the costs (powers) of the links
on the path. The multicast tree consists of the

7 It is also possible to associate a higher cost with nodes that

have low ‘‘residual capacity’’ (i.e., few available transceivers);

however, we do not do so in this paper.
8 The cost of the link is set to 1 if pRFij exceeds pmax. We

neglect the receiver processing power in this cost measure

because it is the same for all possible Node j’s.
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superposition of the appropriate unicast paths. The
three algorithms most often used for finding short-
est paths are the Dijkstra, Bellman–Ford, and
Floyd–Warshall algorithms [17]. We refer to this
as the multicast least-unicast-cost (MLU) algo-
rithm [1,2].
(3) On the effectiveness of alternative schemes: In

[1,2] we evaluated our multicasting schemes on the
basis of the total RF transmitter power of the trees
they produce, i.e., the local cost metric used there
was simply the RF transmission power. Perfor-
mance results (for an unlimited number of fre-
quencies) indicate that multicasting schemes based
on pruning (MIP and MLiMST) tend to work
better than MLU when the number of destinations
is a relatively large fraction of the total number
of nodes (e.g., 25% or greater), whereas MLU
works better than MIP and MLiMST when the
fraction of nodes that are destinations is small
(e.g., 10% or less). In all cases, MIP provides better
performance than MLiMST. We attribute the
superiority of MIP to the fact that it exploits the
node-based wireless multicast advantage property,
whereas MLiMST ignores this property as it forms
trees on the basis of link-based costs. In this paper,
we present results for MLU and MIP.
(4) The sweep: removing unnecessary transmis-

sions: In [1,2] we noted that the performance of
our broadcast algorithms can be improved some-
what 9 by using what we call the ‘‘sweep’’ opera-
tion, which detects redundant transmissions as
well as transmissions that can be reduced in power.
The numerical results presented in this paper are
based on a version of the sweep in which the entire
tree is constructed before searching for opportu-
nities to improve performance. We observed in
[1,2] that this approach typically provides better
performance than an alternative approach in which
a sweep is performed at each step during the tree
construction.

5. Performance results: energy-limited systems with

ample transceiver and frequency resources

In this section, we present performance results
for systems with limited energy at each node, but
an infinite number of transceivers and frequencies.
By studying such systems, we are able to isolate the
impact of energy limitations. We first discuss how
energy limitations are incorporated into the cost
function used to construct trees, and then present
performance results.

5.1. The incorporation of energy limitations

If the cost metric does not reflect the constraint
of finite energy at each node, the greedy nature of
MIP and MLU (both of which construct trees
without regard to the residual energy available at
the nodes) can result in rapid energy depletion at
some nodes. When nodes ‘‘die’’ in this manner, it
may be no longer possible to create energy-efficient
trees, and performance (in the sense of the chosen
performance measure) can rapidly deteriorate, as
we demonstrate in Section 7.
We can discourage the inclusion of energy-

starved nodes in the multicast tree by increasing
the cost associated with their use. In Eq. (1) we
defined the residual energy at Node i at time t to be
EiðtÞ. We now define the cost of a link between
Node i and Node j to be

Cij ¼ pij
Eið0Þ
EiðtÞ

� �b

; ð7Þ

where b is a parameter that reflects the importance
we assign to the impact of residual energy. 10

Clearly, when b ¼ 0, the link cost is simply the
power needed to maintain the link.
For BIP and MIP, we follow the approach used

in the previous section to define Ci to be the nodal
cost associated with Node i prior to the addition of
Node j. We have

Ci ¼ pi
Eið0Þ
EiðtÞ

� �b

: ð8Þ
9 The percentage improvement achieved by the sweep is

somewhat greater for BLU and BLiMST (typically 5–20%) than

for BIP (typically 5–10%), but BIP typically provides better

performance than the other schemes (both pre- and post-

sweep).

10 Residual energy was incorporated into the cost metric in a

similar manner in [16].
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We modify BIP for the finite-energy case by
adding the Node j that results in the smallest in-
cremental cost:

C0
ij ¼ Cij � Ci; ð9Þ

rather than the smallest incremental power. When
b is too small, too much emphasis may be placed
on the construction of energy efficient trees, re-
sulting in the depletion of energy at some of the
nodes. By contrast, when b is too large, too much
emphasis may be placed on balancing energy use
throughout the network, while under-emphasizing
the need for energy efficiency.
The incorporation of residual energy into the

cost metric in this manner is a heuristic approach,
and no claim for optimality is made. Its effective-
ness is demonstrated in the following subsection.

5.2. Performance results

We first discuss our performance results for ex-
amples with unlimited numbers of transceivers and
frequencies, but finite energy at each node. Since
sufficient transceiver and frequency resources are
available, all desired destinations can be reached,
provided that the nodes have sufficient energy to
support the required trees. In particular, we com-
pare the performance of MIP and MLU, and show
that the incorporation of residual energy into the
cost metric has a significant impact on increasing
the useful operating lifetime of the network. In
Section 6 we discuss the incorporation of limited
numbers of frequencies and transceivers into the
model, and we present performance results for
such cases.
We have simulated the performance of MIP and

MLU for a network of N ¼ 50 nodes that are
randomly located in a region with dimensions
5
 5 (arbitrary units of distance); the same node
locations are used in all examples presented in this
paper. We present results for a propagation con-
stant value of a ¼ 2, which results in a required
RF power value of r2 to support a link between
two nodes that are separated by distance r. We
set arbitrary values for transmission processing
power (pT) and reception processing power (pR).
At one extreme, we neglect both of these quanti-
ties by setting them equal to zero; we also consider

‘‘moderate’’ values (pT ¼ 0:01 and pR ¼ 0:1) and
‘‘high’’ values (pT ¼ 0:1 and pR ¼ 1) of these quan-
tities. RF transmission power levels are bounded
by pmin ¼ 0 and pmax ¼ 25 (corresponding to a
maximum communication range of 5); in Section
6.4 we discuss the dependence of performance on
the value of pmax. In all of our experiments, the
initial energy at each node is 200 (arbitrary units,
consistent with the units of distance). 11 We dem-
onstrate the impact of incorporating residual energy
into the cost metric, and compare performance for
several values of b.
In our simulations, multicast requests arrive

with interarrival times that are exponentially dis-
tributed with rate k=N at each node. For the pre-
sent case of an infinite number of transceivers and
frequencies, performance is essentially indepen-
dent of k (except for minor ‘‘end effects’’ related to
the death of nodes during sessions); we have used
k ¼ 1 in all simulations, except for those discussed
in Section 6.3. Session durations are exponen-
tially distributed with mean 1. Multicast groups
are chosen randomly for each session request; the
number of destinations is uniformly distributed
between 1 and N � 1.
Each simulation run consists of X ¼ 5000

multicast sessions, some of which may be blocked
because of lack of resources (which in general in-
clude transceivers, frequencies, and energy). The
same random number sequence is used to drive
each of our experiments, thereby facilitating a
meaningful comparison of results for MLU with
BIP and for different values of b.
(1) Network lifetime and cumulative efficiency: A

fundamental issue in limited-energy applications is
network lifetime, i.e., the interval over which the
network can provide acceptable levels of service.
Clearly, a suitable definition of network lifetime
depends on the specific application. For example,
in some applications one may view network death
as the time at which the first node dies (e.g., see
[16]) because it is no longer possible to reach all of

11 We assume that if a node is alive at the beginning of a

session, it will be able to complete the session (regardless of

whether it is a transmitting or a receive/only node). Thus, we

neglect the minor ‘‘end effects’’ associated with a node’s death

during a session.
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the nodes. Alternatively, network death may be
defined as the death of a specified fraction of the
nodes. In this paper, we don’t specify a particular
definition of network death. Instead, we examine
the time evolution of the number of live nodes.
Fig. 1 shows the evolution of the number of live

nodes as a function of the number of session ar-
rivals for b ¼ 0, 0.5, 1, and 2 for the present case of
an unlimited number of transceivers and frequen-
cies. Results are shown for the cases of zero and
‘‘high’’ processing power, i.e., (pT; pRÞ ¼ ð0; 0Þ
and (0.1, 1), respectively. As noted in Section 5.1,
the use of nonzero values of b tends to discour-
age the use of nodes that have little residual en-
ergy. The use of 0:56 b6 2, rather than 0, results
in a significant delaying of the first node’s death,
and keeps a large fraction (e.g., 80% or 90%) of the
nodes alive for a considerably greater number of
sessions. Specifically, for zero processing power,
when b ¼ 0, the first node dies at arrival 136;
for b ¼ 0:5, 1, and 2, the first node dies at arrival
662, 668, and 716, respectively. 12 The fraction of
live nodes decreases to 90% at arrivals 308, 725,
803, and 857 for b ¼ 0, 0.5, 1, and 2, respectively.
Results are qualitatively similar when ðpT; pRÞ ¼

ð0:1; 1Þ; the first node does at arrival 63, 160, 164,
and 162 for b ¼ 0, 0.5, 1, and 2, respectively.
Moreover, for 0:56 b6 2, once about 10% of

the nodes have died, the fraction of live nodes
decreases to below 10% shortly thereafter. The
rapid death of nodes in this manner is not a
harmful effect. It can be argued that once about
25% of the nodes have died, the network is no
longer providing acceptable performance. Thus,
the fact that use of b ¼ 0 maintains a certain
fraction (say 25%) of the nodes alive considerably
longer than use of larger values of b is not seen as
an advantage.
Therefore, for 0:56 b6 2 we have achieved a

high degree of load balancing that keeps almost all
of the nodes alive for a relatively long time, thereby
maintaining network connectivity and high levels
of throughput much longer than for the case in
which b ¼ 0. In view of the relative insensitivity of
node lifetime to the value of b (in the region 0:56
b6 2) and on the basis of our observations in
additional experiments, we use b ¼ 1 in most of
the examples presented in this paper. No claim of
optimality is made.
We note that, in Fig. 1, the fraction of live nodes

does not decrease to zero, even though the simu-
lation was continued for 5000 arrivals. This be-
havior is a consequence of our use of a finite value
of pmax; thus, it is typical to achieve a final state in
which a number of nodes still have energy, but
further communication is impossible because of a
lack of connectivity among the live nodes. (When
an infinite value is used for pmax, it is typical to be
left with a single live node; it does not transmit
because none of its potential destination nodes are
alive. Of course, if we had included the quiescent
energy used by a node when it is not transmitting or
receiving, all nodes would eventually die.)
In [16], which studied a sensor network with

constant data flow rates, the goal was to maximize
system lifetime, which was defined as the time until
the first node dies. Thus, performance was con-
sidered to be acceptable only as long as all data
flows can be supported. It was shown there that
the incorporation of residual energy into the link
cost metric was able to extend network lifetime.
Our results are similar in principle, in that they
demonstrate that the incorporation of residual

Fig. 1. Evolution of number of live nodes under MIP for 50-

node network [ðpT; pRÞ ¼ ð0; 0Þ and (0.1, 1)].

12 We have also studied the impact of larger values of b.
When b 2 f3; 4; 5; 10; 20g and ðpT; pRÞ ¼ ð0; 0Þ, the first node
dies at arrival 481; when b ¼ 50 the first node dies at arrival
419. The more-rapid death of the first node (as compared with

b ¼ 2) is a consequence of placing too much emphasis in the
cost metric on residual energy, rather than on tree power. Also,

the total delivered traffic volume (to be discussed shortly)

decreases by 8.4% as b is increased from 2 to 20, and by 12.6%
as b is increased from 20 to 50.
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energy into the cost metric delays the death of the
first node, and keeps the fraction of live nodes at a
high level for a longer period of time.
Fig. 2 shows the evolution of cumulative effi-

ciency e for MIP as a function of the number of
session arrivals for the same set of parameters. The
curves are shown dotted after the point at which
90% of the nodes have died to emphasize the fact
that little additional traffic is being supported be-
yond this point. We see that the use of b ¼ 1
maintains e at a significantly higher value than
that for b ¼ 0, as long as at least 10% of the nodes
are still alive.

(2) Delivered traffic volume: We now compare
performance on the basis of cumulative volume of
delivered traffic, BtotalX . Fig. 3(a) shows BtotalX as a
function of the number of arrivals X for MLU and
MIP, and for b ¼ 0 and 1, for the case in which
signal processing power is zero, i.e., ðpT; pRÞ ¼
ð0; 0Þ. Recall that Bi (the traffic volume success-
fully delivered in session i) is proportional to both
the number of destinations reached (mi) and to the
duration of the session (di). The vertical axis rep-
resents the traffic volume in ‘‘units’’ of traffic,
where one unit corresponds to the delivery of a
message of duration 1 (the mean value of message
duration) to a single destination. Again, the curves
are shown dotted after the point at which less than
10% of the nodes are alive.
Performance is very similar for all four cases in

the early part of the simulation (approximately the
first 400 arrivals), when ample energy is available
at all nodes. However, the benefits achieved by
using b ¼ 1 with either MIP or MLU are apparent
as the simulation progresses past this point. When
b ¼ 1, the delivered traffic volume continues to
increase almost linearly, until most of the nodes
are dead. When b ¼ 0, the point at which only 10%
of the nodes remain alive is delayed considerably

Fig. 2. Evolution of cumulative multicast efficiency under MIP

for 50-node network.

Fig. 3. Evolution of cumulative bit volume under MLU and MIP. (a) ðpT; pRÞ ¼ ð0; 0Þ, (b) ðpT; pRÞ ¼ ð0:01; 0:1Þ and (c)
ðpT; pRÞ ¼ ð0:1; 1:0Þ.

124 J.E. Wieselthier et al. / Computer Networks 39 (2002) 113–131



(consistent with the results of Fig. 1), but the total
delivered traffic volume is considerably smaller.
For a given value of b, the delivered traffic

volume provided by MIP is somewhat greater than
that of MLU. We attribute this behavior, at least
in part, to the fact that MIP exploits the node-
based nature of wireless communications. The
superior performance of MIP was pointed out in
[1,2] for the limited context of energy-efficient tree
construction. The present paper verifies that this
advantage is also present for the case of multi-
cast operation over an interval of many randomly
generated sessions, in which hard constraints
on energy are present. For both MIP and MLU,
b ¼ 1 provides a greater delivered traffic volume
than b ¼ 0 for the present case of zero processing
power.
Fig. 3(b) and (c) show similar results for non-

zero values of signal processing power, namely
ðpT; pRÞ ¼ ð0:01; 0:1Þ and ð0:1; 1Þ, respectively. The
total delivered traffic volume decreases as signal
processing power increases. For the ‘‘moderate’’
values of signal-processing power, the RF energy
component dominates energy consumption; for
the ‘‘high’’ values, the signal-processing compo-
nent dominates. Again, use of b ¼ 1 provides
better performance than b ¼ 0. For ‘‘high’’ values
of signal-processing power (Fig. 3(c)), there is
little difference between the curves for MIP and
MLU.

6. Performance results: finite transceiver and fre-

quency resources

The discussions in the previous sections assume
the availability of an infinite number of frequen-
cies. However, in realistic situations the number
of frequencies is finite, and poses a limitation to
overall network throughput. Although, as noted
earlier, it is straightforward to incorporate the
impact of a finite number of transceivers (i.e., by
setting the cost of the node to1), the modeling of
finite frequency resources is much more compli-
cated. In this section, we first discuss the incor-
poration of bandwidth limitations into our model,
and then discuss performance results in such lim-
ited-resource environments.

6.1. The incorporation of bandwidth limitations

Let us consider the case in which Node m wants
to transmit to Node n. Any particular frequency f
may be unusable for one of the following reasons:

• f is already in use (for either transmission or
reception) at either Node m or Node n;

• f is being used by one or more nodes that create
interference at Node n, thereby preventing the
reception of f;

• the use of f by Node m would interfere with on-
going communications at other nodes.

In this section, we discuss the following basic
greedy approaches for frequency assignment:

FA1: Assume the availability of an infinite num-
ber of frequencies when forming the tree
(the approach used in [1,2,5]). Then attempt
to assign the available frequencies to the
tree. The assignment process is complete
when either frequencies have been assigned
to all transmissions, or when no additional
frequencies are available to support por-
tions of the tree.

FA2: At each step of the tree-construction, the
frequency is chosen along with the transmis-
sion power level.

Under FA1, the tree construction process ignores
the possibility that frequencies may not be avail-
able to provide the required connectivity. Thus, if
appropriate frequencies cannot be found along the
paths to all desired destinations, then some desti-
nations will not be reached. By contrast, under
FA2 the tree is formed using only nodes that do, in
fact, have frequencies available. Again, there is no
guarantee that all destinations will be reached.
However, FA2 provides a richer search space than
FA1.
BothFA1andFA2are suitable for usewithMIP;

however, FA2 cannot be used in conjunction with
MLU, which requires well-defined link costs that
cannot be updated during the construction of a tree.
Let us consider the construction of trees under

BIP (which are subsequently pruned to imple-
ment MIP) for the case in which the number of

J.E. Wieselthier et al. / Computer Networks 39 (2002) 113–131 125



frequencies F is finite. Under FA2 the cost of a
transmission is set to infinity if no frequency is
available. Also, when evaluating the incremental
cost of Eq. (5), the multicast advantage applies
only when the same frequency can be used by
Node i to reach all of its intended neighbors.
Note that FA1 and FA2 actually represent

classes of frequency assignment policies. We have
used greedy versions, in which frequencies are as-
signed using an orderly procedure, without the
possibility of backtracking to change assignments
and without the use of exhaustive search (or other
scheme) to determine whether a consistent fre-
quency assignment is possible. Specifically, we
simply assign the lowest-numbered available non-
interfering frequency to each node. Thus, either of
these schemes can result in unreached destinations,
even though they might be reachable through a
better frequency assignment. But this is a common
characteristic of all heuristic procedures.

6.2. Performance results

In this section we address the impact of realistic
constraints on the number of transceivers (T)
available at each node and on the number of fre-
quencies (F) available for communication. Our
modeling assumptions are the same as those of
Section 5. Unlike the case of infinite transceiver
and frequency resources, performance depends
strongly on the arrival rate k because high traffic
loads require a large number of transceivers and
frequencies to support them.
We present results for MIP, which as in the case

for infinite values of T and F, performs better than
MLU. We again demonstrate that the incorpora-
tion of the residual energy into the cost metric
(by using b ¼ 1) increases significantly the period
of time over which the network can support the
highest possible multicast efficiency. Our results are
based on the use frequency assignment scheme
FA1. 13

(1) Cumulative multicast efficiency: Fig. 4 shows
the cumulative multicast efficiency for MIP with
T ¼ 4 and k ¼ 1, for the case in which signal-
processing power is zero, i.e., ðpT; pRÞ ¼ ð0; 0Þ.
Curves are shown for F ¼ 8 and1, for both b ¼ 0
and 1. For F ¼ 1, the primary impact of reducing
T from 1 to 4 is that e cannot be maintained at a
value of 1 even when all nodes are alive. We again
see that use of b ¼ 1 maintains e at its maximum
possible value for a considerably longer time than
the use of b ¼ 0. For F ¼ 8, we observe that the
availability of an insufficient number of frequen-
cies results in a considerable lowering of the value
of e that can be sustained.
(2) Delivered traffic volume: We now consider

the delivered traffic volume Btotal
X . Fig. 5(a) shows

the time evolution of BtotalX under MIP for several
sets of ðF ; T Þ pairs for b ¼ 0, k ¼ 1, and ðpT;
pRÞ ¼ ð0; 0Þ. 14 As before, the initial value of en-
ergy at each node is Eið0Þ ¼ 200. Results for nine
sets of ðF ; T Þ pairs are shown, namely the cases for
which T ¼ 2, 4, and 1 and F ¼ 4, 8, and 1. Re-
sults for ðF ; T Þ ¼ ð4; 4Þ are identical to those for
ð4;1Þ; in view of the discussion of Section 2, it is
never beneficial to have more transceivers at a node
than the total number of frequencies used in the
network. The curves for F ¼ 4 are significantly
lower than the others during the early phase of the
simulation (i.e., for approximately the first 1250

13 Although somewhat better performance is often obtained

by using FA2, space does not permit a complete comparison of

the two schemes in this paper. We present results only for FA1

because FA2 cannot be used in conjunction with MLU. Results

for FA2 are qualitatively similar to those for FA1.

Fig. 4. Evolution of cumulative multicast efficiency under MIP

with FA1 [ðpT; pRÞ ¼ ð0; 0Þ; T ¼ 4; k ¼ 1].

14 Unlike our earlier figures, we do not indicate here the

point at which 90% of the nodes die, simply because doing so

might make it difficult to distinguish between adjacent and

overlapping curves.
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arrivals) because the small number of frequencies
results in a significant level of blocking. There is
virtually no difference among these curves for dif-
ferent values of T, because additional transceivers
cannot increase data volume when only four fre-
quencies are available. When an unlimited number
of frequencies is available (i.e., F ¼ 1), there is
little blocking when T P 4, and T ¼ 4 transceivers
provides performance that is similar to that for
T ¼ 1. The remaining curves are not labeled be-
cause there is relatively little difference among them.
Among the sets of ðF ; T Þ pairs, the highest final

value is achieved for F ¼ 4 (the value in this case is
nearly independent of the value of T). Despite the
strong dependence of BtotalX on T and F during the
first approximately 1250 arrivals, the highest final
value is only 6.5% greater than the lowest final
value, which occurs for ðF ; T Þ ¼ ð1; 2Þ. Thus, al-
though there is significant variation in the ‘‘rate’’
of delivered traffic volume as a function of T and
F in the early stages of the simulation (when all
nodes are still alive), there is relatively little dif-
ference in the final value. We postpone our dis-
cussion of the final value of BtotalX to Section 6.3,
where we address the impact of higher arrival rates
(and hence higher levels of blocking), which result

in a greater dependence of total bit volume on the
values of T and F.
Curves for moderate and high values of process-

ing power, shown in Fig. 5(b) and (c) demonstrate
qualitatively similar behavior. As signal-process-
ing power increases, nodes die sooner and the final
value of BtotalX decreases. It is clear from these fig-
ures that when ðpT; pRÞ ¼ ð0:01; 0:1Þ most of the
energy is expended for RF transmission, whereas
when ðpT; pRÞ ¼ ð0:1; 1:0Þ most of the energy is
expended for signal processing.
Fig. 6 shows similar results for b ¼ 1. Qualita-

tively, performance is similar to that for b ¼ 0 in
some ways. In particular, the three curves for F ¼
4 are again significantly lower than the others in
the early part of the simulation, and somewhat
higher at the end. However there are significant
differences as well. For each ðF ; T Þ pair, the curve
appears to be approximately linear until the final
value is reached, a departure from the asymptotic
performance observed for b ¼ 0. This behavior
can be explained by the fact that the use of b ¼ 1
results in the rapid transition from a state in which
most nodes are alive to one in which most are
dead, as shown in Fig. 1. Thus, there are two
distinct regions of operation. When all (or most)

Fig. 5. Evolution of cumulative bit volume under MIP with FA1 for several sets of ðF ; T Þ pairs ðk ¼ 1;b ¼ 0Þ. (a) ðpT; pRÞ ¼ ð0; 0Þ,
(b) ðpT; pRÞ ¼ ð0:01; 0:1Þ and (c) ðpT; pRÞ ¼ ð0:1; 1:0Þ.
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nodes are alive, the rate of traffic delivery is
maintained at (or near) its maximum value. When
most nodes are dead, the rate of traffic delivery is
close to (or equal to) zero.
The value of multicast efficiency e while all

nodes are alive can be inferred from the behavior
of these curves in their linear region. Consider the
case of ðpT; pRÞ ¼ ð0; 0Þ, shown in Fig. 6(a). At
X ¼ 500 arrivals, the value of BtotalX is 13,796 for
ðF ; T Þ ¼ ð1;1Þ and 7,026 for ð4;1Þ. Since e ¼ 1
when ðF ; T Þ ¼ ð1;1Þ, we can therefore infer that
e ¼ 0:509 when ðF ; T Þ ¼ ð4;1Þ.
We also observe that the highest final value,

which occurs for ðF ; T Þ ¼ ð4; 4Þ and ð4;1Þ, is
14.5% greater than the lowest value, which occurs
for ðF ; T Þ ¼ ð1; 2Þ. This percentage difference is
more than twice that observed for b ¼ 0.

6.3. The impact of arrival rate k

The performance results presented thus far are
based on an arrival rate of k ¼ 1 (in conjunction
with an average session duration of 1=l ¼ 1). As k
increases (when F and/or T are finite), the level of
blocking increases. Fig. 7(a) and (b) show the
evolution of BtotalX for b ¼ 0 and 1, respectively, for

the case of k ¼ 5 and ðpT; pRÞ ¼ ð0; 0Þ. The curves
for T ¼ F ¼ 1 are identical to those for k ¼ 1; as
before, there is no blocking until destinations start

Fig. 6. Evolution of cumulative bit volume under MIP with FA1 for several sets of ðF ; T Þ pairs ðk ¼ 1; b ¼ 1Þ. (a) ðpT; pRÞ ¼ ð0; 0Þ,
(b) ðpT; pRÞ ¼ ð0:01; 0:1Þ and (c) ðpT; pRÞ ¼ ð0:1; 1:0Þ.

Fig. 7. Evolution of cumulative bit volume under MIP with

FA1 for several sets of ðF ; T Þ pairs [k ¼ 5, ðpT; pRÞ ¼ ð0; 0Þ].
(a) b ¼ 0, and (b) b ¼ 1.
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to die. As F and/or T decrease, blocking increases,
resulting in a decreased rate of delivered traffic
volume. Blocking is considerably greater for k ¼ 5
than for k ¼ 1, resulting in a significantly lower
rate of traffic delivery for a given ðF ; T Þ pair (again
referring to the early part of the simulation).
Overall, the rate of traffic delivery is more sensitive
to the values of F and T when the value of k is
high. Also, the nodes stay alive for a greater
number of arrivals (although not a greater time
interval) when k ¼ 5 because a greater number of
destinations are blocked (thus no energy is ex-
pended to reach them).
The sensitivity of the final value of BtotalX to F

and T is also greater for k ¼ 5 than for k ¼ 1. For
b ¼ 0, the largest value (which is obtained for
F ¼ 4, T ¼ 4 or 1) is 38.7% greater than the
smallest; for b ¼ 1, the largest value (which is
obtained for the same values of F and T) is 50%
greater than the smallest. It is also interesting that
the largest values obtained for k ¼ 5 are greater
than those obtained for k ¼ 1, despite the in-
creased level of blocking that is associated with
larger arrival rates. This behavior is not difficult to
explain. When F is small, it is difficult to reach
destinations that are more than one or two hops
away. Thus, those that are in fact reached tend to
be low-cost destinations, thus resulting in a higher
final value of BtotalX . (This is the reason that the
highest values of BtotalX were observed for F ¼ 4 in
Figs. 5 and 6, as well.) When T is small, but F is
moderate to large, the unavailability of transceiv-
ers not only results in blocked destinations, but
also results in the inability to use the best relay
nodes, thus resulting in a lower final value of BtotalX .
When k ¼ 5 and F ¼ 4, the value of multicast

efficiency e in the linear region of the curve is
0.189, which is likely too low for practical appli-
cations. Nevertheless, our observations on opera-
tion for this set of parameters provides insight into
the dependence of performance on arrival rates
and system resources.

6.4. The impact of the value of pmax

The value of pmax determines connectivity. It is
difficult to determine a priori the value of pmax that
would provide optimal performance, based on one

of the criteria we have studied (e.g., total bit vol-
ume). For example, setting pmax ¼ 1 provides the
possibility of direct connectivity between every
pair of nodes, as well as the possibility of reaching
several neighbors with a single transmission. How-
ever, use of pmax ¼ 1 may also permit the use of
excessively long links that result in rapid depletion
of energy (especially since we have assumed that
trees are created to reach all reachable destina-
tions, regardless of the cost required to do so).
Table 1 shows the impact of pmax and b on

performance. The upper entry in each cell shows
the total delivered traffic volume for a simulation
of 5000 arrivals; the lower entry shows the fraction
of nodes that remain alive at the end of the sim-
ulation. Results are provided for T ¼ 1, F ¼ 1,
b ¼ 0, 0.5, 1, and 2, and for pmax ¼ 10, 25, and1.
We note first that use of 0:56 b6 2 provides a
considerable increase in delivered traffic volume
(as compared with b ¼ 0) for all values of pmax
(which is consistent with our results for pmax ¼ 25
presented earlier). For pmax P 25, the highest value
of total bit volume is achieved for b ¼ 2; for
pmax ¼ 10, it is achieved for b ¼ 0.5.
Next we examine the impact of the value of pmax

on total delivered traffic volume. We observe that
for b ¼ 0 and 0.5, use of pmax ¼ 10 provides better
results, whereas for b ¼ 1 or 2 (which are prefera-
ble because they provide increased total traffic
volume), it is better to use pmax ¼ 25 or1. We have
already noted that use of b ¼ 1 results in a good
degree of load balancing, which keeps the vast
majority of nodes alive considerably longer than

Table 1

Total delivered traffic volume and fraction of live nodes after a

simulation of 5000 arrivals ðk ¼ 1Þ
pmax ¼ 10 pmax ¼ 25 pmax ¼ 1

b ¼ 0 18630 18022 18023

0.16 0.04 0.02

b ¼ 0:5 21813 21374 21468

0.22 0.06 0.06

b ¼ 1 21338 21608 21825

0.14 0.02 0.02

b ¼ 2 21723 22206 22043

0.08 0.02 0.02
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use of b ¼ 0. This load balancing makes it ‘‘safe’’
to use larger values of pmax because high levels of
transmitter power are used only when they are
beneficial to overall performance.
Summarizing the above, we conclude that the

use of b P 0:5 has a much greater impact on per-
formance than the value of pmax.
It is also interesting to look at the fraction of

nodes that remain alive at the end of the simula-
tion, which is shown as the lower entry in each of
the cells. When pmax ¼ 10, a significant fraction of
nodes remain alive. Typically, these nodes have
few (if any) live neighbors (i.e., live nodes within
a range of 3.16). This fraction is considerably
smaller for pmax P 25, in which case at most three
of the 50 nodes remain alive. When pmax ¼ 1, if
the simulation is run ‘‘forever,’’ one node will
typically remain alive (corresponding to a fraction
of 0.02 for our example with 50 nodes) because it
has no potential destination nodes. Of course, if
the quiescent energy required to maintain a node in
the ‘‘on’’ state were incorporated into the model
(which would be straightforward to do), all nodes
would eventually die regardless of the value of
pmax.

7. Conclusions

In this paper, we have identified the funda-
mental issues that arise in all-wireless networks
that are subject to hard constraints on energy, and
we have addressed the similarities and differences
between energy-limited and energy-efficient oper-
ation. When the energy available for transmission
at each node is limited, even the definition of per-
formance measures becomes a difficult question to
address, and the relative performance of multicast-
ing schemes depends strongly on the criteria used
to evaluate them.
We have shown that the incorporation of re-

sidual energy into local cost metrics used for tree
construction, which results in spreading the bur-
den of energy use among more of the nodes, has
a considerable impact on network performance.
Most significantly, we have shown that multicast
efficiency can be maintained at high levels signifi-
cantly longer when residual energy is taken into

account, and that the overall volume of delivered
traffic can be increased.
We have demonstrated that our MIP algorithm

(which exploits the node-based nature of wire-
less communications) performs better than MLU
(which is an adaptation of link-based unicast
routing) in the context of limited-energy networks.
Our conclusions reaffirm the results obtained in
our earlier work on energy-efficient multicasting.
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