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Abstract—It is shown that a unidir ectional link of a network canbeused
for routing only if it hasan inclusive cycle,which is a path that can carry
routing updates fr om the downstream node to the upstream node joined
by the unidir ectional link. A new routing algorithm for networks with uni-
dir ectional links is then presented,which incrementally disseminateslink-
state information and selectively utilizes unidir ectional links in networks.
The new algorithm is verified to be correct and its complexity is analyzed.
Simulations on a 20-nodeunidir ectional network show that the new algo-
rithm is more efficient than topologybroadcasting.

I . INTRODUCTION

Although many routing protocolsandalgorithmshave been
proposedandimplementedin thepast,thevastmajorityassume
networkswith bidirectionallinks. However, unidirectionallinks
mayoccurin wirelessnetworksbecauseof radiolink character-
isticsandin mixed-medianetworkswhen,for examplesatellite
transpondersare used. This paperfocuseson routing in net-
workswith unidirectionallinks.

McCurley andScheider[5] presenteda routing protocol for
networkswith unidirectionallinks basedon completetopology
information. The IETF working group on unidirectionallink
routing (UDLR) copesthe unidirectionalpropertyof links in
the network by encapsulatingand tunnelingIP packets in the
link layer, which migratessomerouting functionalitiesto the
link layerandcomplicatesthe link layer [1]. However, UDLR
assumesthat a detourfor a unidirectionallink exists to tunnel
IP packet in the reversedirectionwhenthe link is discovered.
In a mobile network in which every link can changein each
direction,it is hardto guaranteethat the detourfor a unidirec-
tional link exist or benoticedat thetime theunidirectionallink
is discovered.Therefore,UDLR canonly solvespecificcasesin
which thenetwork is stronglyconnectedandrelatively stable.

ErnstandDabbous[2] proposedacircuit-basedlink-stateap-
proachfor unidirectionalrouting. To find out a routeto a des-
tination, a circuit including both sourceanddestinationis first
detected,thenvalidatedby sendinga validationmessagealong
thecircuit. If a validationsuccessfullygoesthroughthecircuit,
a bidirectionalcommunicationcanthusbeestablishedbetween
sourceand destination,using pathson the circuit. However,
when the network grows larger, the numberof circuits main-
tainedin thenetwork becomesformidableandthealgorithmhas
to resortto additionalmechanismsin orderto scale.

In this paper, weproposeandverify ULP (unidirectionallink
stateprotocol),a link-stateroutingalgorithmfor networkswith
unidirectionallinks. SectionII introducesthe network model
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andvariousconceptsandnotationusedthroughoutthis paper.
SectionIII describesULP. SectionIV provesthecorrectnessof
ULP. SectionV addressesULP’s performance,andSectionVI
presentsthe resultsof simulationson a network with 20 nodes
usedto compareULP with topology broadcasting;the results
show thatULP is amoreefficientapproachto supportingrouting
in networkswith unidirectionallinks.

I I . NETWORK MODEL

A network is modeledby adirectedgraph
���������
	��

, where�
includesa setof nodes(routers)with a uniqueID number,

and
	�������

is thesetof directedlinks. A bidirectionallink
betweentwo nodesis representedby two unidirectionallinks.
Link

������������	
if andonly if

�
canreceive informationfrom�

. We assumethelink layerprotocolis well designedsuchthat
informationcanpropagatethrougha link with positive proba-
bility. Node

�
is calledthe head or upstream node of the link

and
�

is calledthe tail or downstream node. A cycle in
�

is a
directedpathwith distinctnodesexceptfor thestartingandend-
ing nodes.An inclusive cycle for a link is a cycle thatcontains
thelink on its path.

Weusethenotationintroducedin TableI to representtopolo-
gies,datastructuresandoperations.

TABLE I

NOTATIONS

��� � Physicallink ! ��"��$#&%(' .)+*,.- / Link stateof �0� � reportedby 1 .2 *,.- / Inclusive cycle for �0� � foundat 1 .3 4 *,.- / Discovery pathfor �0��� at 1 .16587:9 A pathfrom 1 to 9 .16; <>=:9 Theshortestpathfrom 1 to 9 .) % 1�5?7:9 Pathfrom 1 to 9 containslink
)
.@ �0��� @ Thecostof link �0� � .@ 1�587A9 @ The cost of path 1B5?7 9 , i.e.

@ 1B5?7 9 @ 5C ,>- /ED *GFIHKJ @ �0��� @ .L�M * The setof link statesaboutthe network topologyknown
by node1 .N6O L * Shortestpathroutingtreeof node1 built on

L�M * .P0M * Partial topologygraphatnode1 for findingdiscoverypath.L NQO L * Shortestpathgraphof node 1 built on
P0M * .R * Thesetof 1 ’s upstreamnodes.P * Thesetof 1 ’s downstreamnodes.4TSVUW48X

Concatenationof two paths
4�S

and
4YX

.Z =B[ Z implies [ .Z]\ [ Z is assignedthevalueof [ .

A link statê`_8a b containsthefollowing parametersin addition
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to theidentifiersof theheadandtail of thelink:) ,>- />c d Link costof link �0��� ,
) *,>- / c d 5 @ �0� � @ .) ,>- / c d
e Inclusive cyclesize;) ,>- / c e�f Sequencenumberof thelink state;) ,>- />c ZEgEh Theageof thelink state;) ,>- />c ijf Thesetof neighborsreporting

) ,>- / .
For any routingprotocolto work in a network, it is necessary

for a two-way pathto exist betweenany sourceanddestination
of routinginformation.Therefore,for agivenunidirectionallink�lk �

, theremustexist apathfrom
�

to
�

in orderfor
�

to receive
routinginformationfrom

�
.

The inclusive cycle for link
�mk��

is the shortestpath from�
to

�
that can be definedfor the link, and is representedbyn _8a b �o�pk8��qr�tsuwvx�A�y�zk.�{suwvx�

. That is,
n _8a b is the

concatenationof link
��k|�

anda pathfrom
�

to
�

. In caseof a
bidirectionallink, we have

n _8a b �:�}kI�(q~�lkE������k$�lkE�
.

It is obviousthata downstreamnodeshouldnot beusedasa
next-hop in routing if the inclusive cycle of the link is broken,
becauseof theresultinguncertaintyregardingthelink. Theex-
istenceof aninclusivecycle for a link is indicatedby thecycle-
sizepropertyof the link, which is the summationof link costs
on theinclusivecycle, i.e. ^ _8a b?� �$� ��� n _8a b � .

To find out the inclusive cycles for links, cycle discovery
paths for eachlink aremaintainedandpropagatedin the net-
work. A cycle discovery pathis the shortestpathfrom the tail
of thelink to thecurrentnode,denotedby �E�w�_8a b ����suVv��

for
link

��kI�
at node

�
. Links on discoverypathsatnode

�
compose

discovery graph � �
� of

�
. Formally, ^ _8a b � � �

� if it satisfies:

� �E� �_8a b �6� ^ _8a b?� �$� (1)

Supposea link
��k?�

hascycle size ^`_8a b � �E� . It is enoughto
let everynodewithin aradiusof ^ _8a bT� �E� from

�
maintainacycle

discoverypathfor
��kG�

sothattheheadof thelink,
�

, is informed
of the link stateeventually. The cycle sizeof the link is deter-
minedby algorithm (2) when the link statewith its discovery
pathgetsto thehead:

if
� ^ _8a b?� �E�W� � �$� __8a b �$q ^ _8a b?� � �

then ^`_Ya b � �E��� � �$� __8a b �Eq ^`_8a b � ��� (2)

Fig. 1(a)shows a network with unidirectionallinks andFig.
1(b) shows thediscoverygraphfor noden9 in thatnetwork.

�j� �
�j�
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���
���
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Fig. 1. Discovery Graph

Initially, ^ _8a b?� �E� is setto Ä so that the link statepropagates
throughoutthe network. When its inclusive cycle is found at
its head,the link stateonly propagateswithin a radius ^`_8a b � �E�
from

�
. A link canbe usedfor routing by its headonly if the

cycle sizepropertyis setto a finite number, which implies that
the headis ableto know the stateof that link. If the inclusive

cycleis brokenandnootherinclusivecycleis foundfor thelink,
the headof the link would simply reset̂ � �E� � Ä which starts
anothersearchfor theinclusivecycleof thelink.

I I I . ULP

Recentroutingalgorithmsbasedonlink-stateinformation[3],
[4] avoid theoverheadof broadcastingcompletetopologiesand
aresuchthatarouterpropagateslink stateupdatesfor only those
links that it usesto reachdestinations.ULP adaptsthe link-
vectoralgorithm(LVA) [3] to operatein networks with unidi-
rectionallinks. With LVA, eachroutermaintainsits own routing
treeandreportsto its neighborslink stateupdatesfor thoselinks
it usesto reachdestinations,aswell asfor thoselinks it stopsus-
ing in its routingtree.

ULP consistsof threeparts: Neighbor Protocol (NBR), Net-
work Routing Control Algorithm (NET) and Retransmission
Protocol (RET). NBR providesmechanismsfor a nodeto detect
upstreamneighbors,updatecyclesizesof downstreamlinks,and
propagatelink statesthatsatisfy(1). NET calculatestheshortest
pathtree(SPT)basedonDijkstra’salgorithmandsendschanges
in SPTto upstreamneighbors.RET keepsa list of packetsfor
retransmissionupontimeout,until it receivesacknowledgments
from their destinationsor destinationsbecomenon-neighbors.

A. Neighbor Protocol

Threedatastructures,� � , Å � and � �
� , are maintainedby

NBR. Å � containsstatisticsfor detectingandmaintainingincom-
ing links. � � monitorsoutgoing(downstream)links and rec-
ommendstheselinks for routingaslong asthey have inclusive
cycles. � �

� keepslink statesthat satisfyEq. (1) to find their
inclusivecycles.

A.1 Link Detection

With NBR, anodeperiodicallybroadcastsaHELLO packetto
inform neighborsof its existence.However, if otherpacketsare
sentoutduringtheintervalof HELLO packets,thenext HELLO
packet is suppressed.Upondetectionof HELLO packetsfrom a
neighbor

�
by node

�
, a link

�Ækj�
is setupand

�
becomesoneof

Å � . Without lossof generality, thecostof anactive link is setto
1 ( ^ _8a � � �

��Ç
). If thelink disappears,^ _8a � � � is setto Ä by

�
.

A.2 CycleSize

In ULP, both the headand tail of a link canoriginatelink-
stateupdatesfor the link. The cycle sizeof a link stateis de-
cidedby the headof the link. The differencesin link stateat
headandtail is resolved with the following algorithms. For a
link

��k>�
,
�

detectsthe inclusive cycle anddetermineŝ _8a b?� �$� ,
while

�
acceptsany changeon cycle size madeby

�
for ^`_8a b

and generatesa new link statewith higher sequencenumber.

// Found
2 ,.- / in

P0M , at � .
if (

@ 2 ,,>- / @.È5 ) ,,>- / c d�e ) É) ,,.- / c d�e \ @ 2 ,,>- / @ ;) ,,.- / c e�f \ ) ,,.- / c e f U�Ê
;

propagate
) ,,>- / ;Ë

// Received
)Á,,>- / .

if (
) ,,>- / c d
e È5 ) /,>- / c d
e ) É) /,>- / c d
e \ ) ,,.- / c d�e ;) /,>- / c e�f \
max(

) ,,.- / c e f ,
) /,>- / c e�f )+1;

propagate
)Á/,>- / ;Ë

Procedureat � Procedureat �



A link is usedfor routing by its headnodeor an upstream
nodeonly if the link hasassociatedwith it a finite cycle size.
Therefore,thedecisionof cycle sizeby theupstreamnodeper-
mits the nodeto enacta correct responsewhen the inclusive
cycle of the link is brokenandtheupstreamnodehasno infor-
mationaboutthestateof the link. In sectionIV, we prove that
theupstreamnodeanddownstreamnodehold equivalent views
aboutthe link betweenthem(Lemma 1). That is, they either
reliably exchangelink-stateupdatesin NBR andNET, or stop
coordinatinglink-stateinformation.

A.3 NeighborStates

The upstreamnodetable Å � at node
�

is usedto monitor in-
cominglinks. Thestatesof anupstreamneighborareillustrated
in Fig. 2.

WAITING INVALID

NEW CONNECTED

Ì$Í ÎjÏÑÐ6Ò
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Fig. 2. StateTransitionsof UpstreamNode

The WAITING stateof an upstreamnode
��� Å � indicates

thatthelink
�Kkè�

hasbeendetectedby
�
but is still unnoticedby

�
.

A WAITING nodebecomesNEW when
n _8a � is foundby

�
and

thenew link statewith finite ^`_8a � � �E� is receivedby
�
, whosendsa

completeéKê(ë � to
�
. Then,thestateof

�
switchesfrom NEW to

CONNECTEDandstaysin thatstateasfarastheinclusivecycle
is maintained( ^ _Ya � � �$�

� Ä ). Updatesin éìê(ë � aresentto an
upstreamnodereliably only if it is in CONNECTEDstate.An
upstreamnodein CONNECTEDstategoesbackto WAITING
stateif the inclusive cycle is broken. An upstreamnode

�
in

INVALID statemeansthelink
��kE�

disappears.

CONNECTED

INVALID

íÁî²ï`ð ñjò�ó ô¿õöØ÷ ï`ð õ?ø$ùÖñjî²ú

û õÖîjúwü$ý�ò�þ$ÿ�����
ú
ý þ+õTþ+ùTþ��jõ��$ý ó ð

NEW

û õÖîjú ö ù
	��
ð õÖþ+õÿ�� þ+ùTþ��jõ��$ý ó ð
DISCONNECTINGíGîjï`ð ñjò�ó ô¿õöj÷ ï`ð õ��`ù
�ØõÖî
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Fig. 3. StateTransitionsof DownstreamNode

A downstreamnodetable � � is also maintainedfor outgo-
ing links (Fig. 3). A downstreamnodeis initialized INVALID,
andentersNEW stateif theinclusivecycle is foundat

�
, when

�
sendsa complete� �

� to thatdownstreamnodereliably. After-
wards,the downstreamnodebecomesCONNECTEDand the
downstreamlink in CONNECTED stateis given to NET for
routing. If the inclusive cycle of the outgoinglink is broken,
theCONNECTEDdownstreamnodeenterstheDISCONNECT-
ING state,until anotherinclusive cycle is found to changethe
nodebackto NEW state.A downstreamnodein INVALID state

meansthat theoutgoinglink disappears.Outgoinglinks in IN-
VALID andDISCONNECTINGstatecannotbe usedfor rout-
ing.

A.4 Link-StatePropagation

The setof links that satisfyEq. (1) at node
�

is denotedby� � � , i.e.,
� � �

���$��k �z��� �E�w�_Ya b �Ñ� ^��_Ya b � �E��� . This setof links
andother links on the discovery pathsof theselinks compose
ë�éìê(ë � , i.e.,

ë�éìê(ë �
��� ^ ��� ^ � � � �

�����T�}kE��� � � �
� ^ � �$� �_8a b � � (3)

The collection of discovery pathsfrom upstreamnodesis
calledthediscoverygraph,whichwedenoteby � �

� for node
�
,

i.e.,

� �
�
����! �"�# ë�éìê(ë � (4)

� �
� is propagatedto find inclusivecyclesof links. Dijkstra’s

algorithmis runon � �
� to find theshortestpathsto thetails of

links andto decidewhetherlinks satisfy(1) sothatupdatesfor
theselinks arepropagated.

Changesin ë�éìê(ë � arebroadcastto downstreamnodesand
all CONNECTEDdownstreamnodesarerequiredto acknowl-
edgethe update;otherwise,the updatepacket is retransmitted
by RET. Sincethesetof downstreamnodeschangesfrequently
in amobilenetwork, links thatsatisfyEq.(1) andtheircomplete
discoverypathsarealwayspackedinto thesamepacket to avoid
fragmentedview of discoverypathsby new downstreamnodes.
Theformatof NBR packet is depictedby Fig. 4, anda link-state
entryis illustratedin Fig. 5.

Transmitter ID

Destinations

Dest #

Packet Seq #

Link State #

Link States

Fig. 4. Packet Formatsfor NeighborProtocol

Head ID Tail ID CostAge Cycle Size LS Seq#$&%('�)+*�,.-.,0/213'�,0465
Dest ID Next Hop ID78/�9
,0%(':-�,0%<;='>13'�,0465

Fig. 5. Entriesin NeighborPacket

B. Routing Algorithms

In ULP, theshortestpathtree( éìê(ë ) of thenetwork is com-
putedusing Dijkstra’s algorithm on the topology graph. Any
changein éìê(ë is updatedreliably at its CONNECTEDup-
streamneighbors. An operationcode(OpCode)is affixed to
eachlink-stateentry in the updatepacket, If the link stateis
addedor updatedin the routing tree, the OpCodeis set UP-
DATE. If a link stateis deletedfrom routingtree,theOpCodeis
setDELETE to indicateto upstreamnodesthat the link stateis
no longerusedfor routing.



B.1 TopologyGraph

For the purposeof routing, NET maintainsa topological
graph ( ë �

) anda routing table ( ? ) ateachnode. ë �
� atnode

�
containsthe éìê(ë sof its downstreamnodesandinformationin
� �

� , i.e.,

ë �
�
��� ��@ �A:# éìê(ë � �&B � �

� (5)

Node
�

uses� �
� to sendits completeéìê(ë � to anupstream

nodein NEW state,sincelink stateson theinclusivecycle may
not be reportedby

�
’s downstreamnodes. éìê(ë � �DC&E:� � � is

usedfor routingto nodesunreachableby � �
� .

The shortestpath routing tree éìê(ë � of node
�

is not repre-
sentedseparatelyfrom ë �

� ; it is indicatedby anonTree tag in
eachlink statedatastructureof ë �

� . Theroutingpathto a des-
tinationmustuseadownstreamneighborasthenext-hoponly if
thedownstreamneighborreportstheremainingpathto thesame
destination.éìê(ë � is representedby

éìê(ë �
�F� ^ � ^ �:�}kI�G ��E�� � �

���ìs uwv �Æ�A� k@EÆsuwv ��kE�G C ^IH �JE�suVv �w� ^KH � éìê(ë � B � �
�
� �

Source IDTransmitter ID

Destinations

Dest #

Packet Seq #

Link State #

Link States

Fig. 6. Packet Formatsfor RoutingPacket

Whenever éìê(ë � changes,a routing packet containingthe
routing changeswith operationcodesis sent to all upstream
neighborsof

�
in CONNECTEDstate.The routingpacket for-

mat is presentedin Fig. 6. Since Å � may containseveral up-
streamnodesandan updatepacket takesseveral hopsto reach
theseupstreamnodes,asingleupdatepacketis constructedwith
destinationandnext-hop information. Only thosedownstream
nodeswhoseaddressis one of the next-hop addressesin the
packetprocessor forwardthepacket. Thepacketlatersplitsinto
severalpacketson theway to upstreamnodesbecausepathsto
theseupstreamnodesmaydivergeat somepoints. This mech-
anismavoids that every downstreamnodetries to forward the
packet to upstreamnodesandmultiple copiesbegenerated.

The routing table ? � at node
�

is a vectorof entriescontain-
ing following informationderivedfrom éKê(ë � : destination� �ML ,
distance� to � �=L andnext-hopaddressN .

B.2 InformationProcessing

Most link-statealgorithmsusesequencenumbersto decide
which link stateupdatesare up to date. In ULP, we assume
a simplesequencenumberschemefor updatinglink states.A
link state ^ is consideredmore recentthan the one in ë �

� if
( ^PO� ë �

�
� ^ �ª� N � ë �

� � ^ �ª� N ). A new link stateis updatedin
ë �

� accordingto thethreecasesdiscussedbelow.

B.2.a Link CostChanges:. Thecostof a link is monitoredby
thetail of the link in NBR. Link costchangesarepropagatedin
NBR reliablybecausetheupstreamlink is partof ë�éìê(ë accord-
ing to Eq. (1) andchangesin ë�éìê(ë arepropagatedto CON-
NECTEDdownstreamnodesreliably. Thenew link statekeeps
propagatingaslong asthe link satisfiesEq. (1), andeventually
the headof the link is informedof the new link stateby NBR.
Because� �

is part of ë �
by Eq. (5), ë �

also receives the
new link state,which causesanothercalculationof éìê(ë using
Dijkstra’s algorithm. Modificationsto éìê(ë at a nodearesent
reliably to all CONNECTEDupstreamroutersof thatnode,and
everynodeusing ^ _8a � is notifiedof themostrecentlink state.

B.2.b Cycle Size:. The cycle sizeof a link is monitoredby
its headin NBR. Modificationsto � �

resultin re-inspectionof
everydownstreamlink to seeif its cyclesizechanges.Consider
link

�0kQE
, the discovery path �E�w�� a � �RE�suwv �

and link cost
^��� a � � � in � �

� arecombinedto decidethe cycle size ^��� a � � �E� . If� E�suÑv �I�IqA� � k=E¨��� Ä andis differentfrom theold one, ^ � a � � �E�
is assignedthenew inclusivecyclesizeandpropagatedto down-
streamnodes.If the inclusive cycle for link ^ �� a � is broken, i.e.,� E{suwvx�I�8q�� �]k�E¨�ì� Ä ^ � a � � �E�p� Ä andanothersearchfor
inclusivecyclebeginsin thenetwork.

B.2.c Link Deletion:. A downstreamnodeindicatesthedele-
tion of a link stateby settingthe cost of the link to Ä . The
new link stateis propagatedbyNBR to all CONNECTEDdown-
streamnodesreliably, andgetsto theheadof thelink eventually.
Becauseno updatesto a deletedlink will be generatedthere-
after, thelink stateis erasedfinally from all topologygraphsby
aging.Thedeletionof a link statedueto agingis notpropagated
to neighboringnodes.Whena downstreamnodeis deleted,all
link statesreportedby thatnodeshouldbedeleted.Thedeletion
of a link statereportedby a specificnodesimply deletesthat
nodefrom reportingthe nodesetof the link. A link ^ is com-
pletelyerasedfrom ë �

� whenits reportingnodesetis empty. If
thedeletionof a link causeséìê(ë to change,thosechangesare
reportedto upstreamnodesin CONNECTEDstate.

C. Retransmission Protocol

Updatepacketsof bothNET andNBR requirereliabletrans-
missionto CONNECTEDupstreamnodesandCONNECTED
downstreamnodes,respectively. The retransmissionprotocol
(RET) providesthemechanismto keepthesetwo typesof pack-
etsandretransmitthemto neighboringnodesif they arenot ac-
knowledgedupontime-outs. The time-outvalueis setpropor-
tional to the cycle sizeof the link betweenneighborsin CON-
NECTEDstate.

Giventhatlink stateskeepchangingin ë �
� and � �

� , packets
in RET only specifylink-stateidentifiers,which are(head, tail)
pairs. Destinationentriesof packetsarealsosaved in theRET
packet list, aslongasthosedestinationsareCONNECTED.If a
neighborturnsinto astateotherthanCONNECTED,thatneigh-
bor is deletedfrom destinationentriesof packetsin theretrans-
missionlist. If a packetwaiting for retransmissionhasno desti-
nation,it is removedfrom retransmissionqueue.



IV. CORRECTNESS OF ULP

Lemma 1: Theknowledgeaboutthe link at its headandtail
is equivalent.

Proof: Considertwo nodes,
�

and
�
; therearefour possible

casesto consider, basedon the link cost ^`_Ya b � � andcycle size
^ _8a b?� �E� of a link statê _8a b :
1. ^ _8a b8� � � Ä G � n _8a b ���

, which meansan inclusive cy-
cle exists for the link. Changesto ^ _8a b at both

�
and

�
areable

to get to the otheroneby NBR, since
�

acceptŝ __8a b � �E� regard-
less ^ __8a b � � N and always increaseŝ _8a bT� � N . Because

�
updates

^ _8a b only if thereis a differencebetween̂ _8a b?� �$� andthe actual
inclusivecycle,

�
and

�
getconsistent̂ _8a b in this case.

2. ^`_8a b � � � Ä G n _8a bSO�A�
, which meansthe link exists but

the inclusive cycle is broken. Sincethebrokenlink propagates
down thepathon inclusive cycle andgetsto

�
,
�

resetsthecy-
cle sizeandpropagatesthenew link stateto

�
.
�

becomesDIS-
CONNECTING downstreamnodeof

�
and

�
is a WAITING

upstreamneighborof
�
. RET at

�
keepssendingthe new link

stateto
�

for limited timesto insurethat
�

getthenew link state
becauseacknowledgmentfrom

�
is unableto reach

�
.
�

and
�

stopcoordinatinglink-stateupdatesafterafinite time.
3. ^`_8a b � � � Ä G � n _Ya b � �

, which meansthe link is broken.
In this case,thenew link stateis propagateddown theinclusive
cycle in NBR, and

�
getsto know thelink statewithin finite time

afterthelink disappearance.Both
�

and
�

arein INVALID state
at eachother.
4. ^ _8a b8� � � Ä G n _8a b O���

, whichmeansthelink is brokenand
the inclusive cycle alsobreaksbeforethe new link stateprop-
agatesto

�
. In this case,since

�
knows the exact information

about ^`_8a b � �E� , �
is in DISCONNECTINGstateat

�
and

�
is in

INVALID stateat
�
.

�
and

�
do not coordinatelink-stateup-

dates. T
Lemma 2: An upstreamnodereliably getsthe shortestpath

treeof its downstreamnodesin CONNECTEDstate.
Proof: In NBR, an upstreamnodeis CONNECTEDat the

downstreamnodeif the link hasa finite inclusive cycle, which
impliesthatit is adownstreamnodeat its upstreamnode.Since
bothupstreamnodeanddownstreamnodehold equivalentlink
stateaboutthe link betweenthem(Lemma 1), they areboth in
CONNECTEDstateat eachother. Thus, link-stateupdatesin
the éìê(ë of the downstreamnodeare transmittedto the up-
streamnode.By RET, theupdatepacket keepsbeingtransmit-
ted,until it is acknowledgedby theupstreamnodes.Therefore,
the upstreamnodereliably receivesupdatesof éìê(ë from its
downstreamnodesin CONNECTEDstate. T

Theorem 3: ULP stabilizeswithin afinite timewhenthenet-
work topologystopschanging.

Proof: After any sequenceof topologychangesin the net-
work, both theheadandtail of a link keepequivalentlink state
by Lemma 1, andevery upstreamnodereceives link-stateup-
datesfrom its CONNECTEDdownstreamnodesby Lemma 2.
Sincea nodestopspropagatinga link stateonceit alreadyhas
up-to-datelink-stateinformation, the propagationof an up-to-
datelink statehappensonly onceat eachnode. By our finite
modelof a network, it is finite time to stabilizecoordinationof
link-stateupdatesbetweenneighboringnodes.Thatis, thetime
for stabilizingthedistributedalgorithmis finite, andULP stabi-
lizeswithin a finite time. T

Theorem 4: WhenULP stabilizes,thereis noloopin network
routing.

Proof: We prove the claim by contradiction. Assumethat
thereexists an implicit loop at

�
in routing to U . Since

�
runs

Dijkstra’salgorithmbasedon local topologyinformation,
��s uwv

U � éìê(ë � containsno loop. Assume
�µs uwv U �:� k!E�suwv U ��E��

� � ,
E�suÑv U � éìê(ë � . Since

� O����suÑv U , � O�JE�suVv U .
As assumed,

�
staysonaroutingloop,

� � k<V �WE�suVv U , where� O� � s uVv U but
���XVÆsuwv U . Becausethealgorithmstabilizes,

we know that � s uÑv U � � k�Vzsuwv U by its definition, which
implies

��� � s uwv U . This contradictswith
� O� � s uwv U . T

V. PERFORMANCE EVALUATION

The communicationcomplexity of NBR can be analyzed
probabilistically. Assumethe probability of link-statechanges
atany timefor every link is � , thecommunicationcomplexity of
NBR within a time unit in termsof numberof link statespropa-
gatedis: Y

Z�[
\ � � k�]
�  �^

]
_�a�b  `_acb dfe #g!h i b=j>k g!h i!l mDn

� �$� �_8a b � (6)

For example,supposeevery link haslink costof 1 andinclu-
sivecyclesizeof 3, everynodehasin-degreeof 2 andeverytwo
nodeswithin two hopsaredistinct, thenthe link stateis propa-
gatedwithin limited distancesby NBR, andthecommunication
complexity is � kj��Ç]�porqQqJo��so�tVqvu��so�w$�6kI� 	 �8�xu�y�k � kI� 	 �

for
thenetwork, becausenew link stateswith their discovery paths
arepropagatedwithin two hops.

Thecommunicationcomplexity of NET is difficult to estimate
whenthenetwork routing is alreadyestablishedandlink states
changerandomly. However, the overall communicationcom-
plexity of theroutingalgorithmat network start-upcanbeesti-
matedby Eq. (7), becausethedownstreamnodeof a link sends
its completeéKê(ë throughpathon theinclusivecycle to theup-
streamnodewhentheinclusive cycle of thelink is foundat the
upstreamnode,andeachroutingtree éKê(ë contains

�
entries.Y

Z�z0{ ��� ���|k ]k  �_ a�k l mDn j}| � ^ � �E� u ^ � � � (7)

To comparetheefficiency of datacommunicationin thenet-
work,weintroducetheconceptof routing weight to comparethe
datatraffic cost that resultsfrom different routing algorithms.
Theroutingweightis thesummationof finite distancesto other
nodesat every nodein the network. It providesa comparable
metric for efficiency of bidirectionalandunidirectionalrouting
algorithmswhen the network hasthe sameconnectivity from
both bidirectionalandunidirectionalpointsof view. Two net-
works

� q � ��� q ��~ q � and
� t � ��� t ��~ t � have the same con-

nectivity if
�����&� q v � t suchthat

Cw�����z�t� q , �µ�����
is reach-

ablefrom
�µ���&�

in
� t if andonly if

�
is reachablefrom

�
in

� q .
A higher routing weight indicatesthat longer pathsare used,
which is lessefficient. By enablingthe useof unidirectional
links into a network routing protocol,we canshortenthe dis-
tancefor datatraffic from sourceto destinations.If we assume
eachnodegeneratesequaltraffic to every othernodeswith uni-
form rate � , thecostof network datacommunicationwithin a



time unit would be: Y
d�� { � � � k ]

�I� �  �^ ? � � � � (8)

which is proportionalto theroutingweightof thenetwork.
Fig. 7 is a samplenetwork with unidirectionallinks. Within

the network, a spanningtree connectsall nodeswith bidirec-
tional links so that LVA can work correctly in this network.
If any link on this bidirectionallinks breaks,LVA is not com-
parablewith ULP. Therefore,we only illustrate the advantage
of ULP over LVA by calculatingroutingweightswhenno link
breaks.Assumingevery link hasa unit cost,theroutingweight
of LVA is 1898,while theroutingweightof ULP is 1530;hence,
efficiency is improved20%overLVA.

In general,assumingthesamenumberof links in thenetwork,
unidirectionallink decreasesnetwork loadby shrinkingthedis-
tancefrom onenodeto theotheraccordingto Eq.(8). However,
thecommunicationoverheadonNBR andNET in unidirectional
network is morethanthatof bidirectionalnetwork dueto long-
haulneighboringrelationshipasimpliedby Eqs.(6) and(7).

VI . SIMULATIONS

Obviously, ULP consumesmorenetwork resourcesmaintain-
ing long-haulneighborrelationshipsthan transitionalrouting
algorithmsthat operateover bidirectional links only, wherea
node’sneighborhoodlieswithin only one-hopdistance.

We simulatedan ideal link-statealgorithm basedon OSPF,
called EOSPF(extendedOSPF),whoseneighborprotocol in-
corporatesunidirectionallinks like ULP does. The difference
betweenULP andEOSPFis thatEOSPFusesfloodingto prop-
agatelink-stateupdatesto all CONNECTEDupstreamnodes,
while ULP selectively sendlink-stateupdatesto CONNECTED
upstreamnodesif thelink-stateupdatesresultin differentrout-
ing paths.

�
�
���
�K���K�

�
���
�
�
� ����� �
����
�

��� � �
�
��� � ��� �

��� � ��� �
��� �

��� �
��� �

��� �
Fig. 7. A 20-NodeSampleNetwork Topology

Fig. 8 shows simulationresultsof ULP andEOSPFon the
20-nodenetwork of Fig. 7. The effectsof five kinds of single
topologychangesweremeasured,includinglink additions,link
deletions,link cost incrementsby 1, nodeadditionsandnode
deletions.The first columnof Fig. 8 recordsthe accumulated
numberof new link statesatall nodesaftereachsingletopology
changein thenetwork; thesecondcolumnreflectstheaccumu-
latednumberof routingupdatepacketsaftereachsinglechange.
EOSPFconsumedmuchmorenetwork resourcethanULP did
as indicatedby the secondcolumn. ULP consumeslessnet-
work resourcesat theexpenseof longerconvergencetimesthan
EOSPF.
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Fig. 8. SimulationResultsona20-NodeUnidirectionalNetwork

VII . CONCLUSION

Our contribution in this paper is the introduction of the
inclusive-cycle sizepropertyof a link state,which is an impor-
tant criterion in routing and link-statemaintenance.We also
definedtheconceptof routingweightasa measurefor evaluat-
ing theefficiency gainedwith routingalgorithmsthatcanincor-
porateunidirectionallinks over similar algorithmsthat require
bidirectionallinks.

Although ULP requireslessoverheadthan EOSPFin net-
works with unidirectionallinks, thereis muchto improve over
ULP. Onedrawbackof ULP is that thesearchingprocessof in-
clusivecycleconsumesalot of network resourcesby initializing
thecyclesizeof a link to Ä andfloodingthelink statethrough-
out thenetwork. This canbe improvedby limiting thedistance
of thelink-statepropagationin searchfor theinclusivecycle.
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