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Abstract—It is shown that a unidir ectionallink of a network canbe used
for routing only if it hasan inclusive cycle, which is a path that can carry
routing updates from the downstream node to the upstream node joined
by the unidir ectional link. A newrouting algorithm for networks with uni-
directional links is then presentedwhich incrementally disseminatedink-
state information and selectvely utilizes unidir ectional links in networks.
The new algorithm is verified to be correct and its complexity is analyzed.
Simulations on a 20-nodeunidir ectional network show that the new algo-
rithm is more efficient than topology broadcasting

|. INTRODUCTION

Although mary routing protocolsand algorithmshave been
proposedandimplementedn thepast,thevastmajority assume
networkswith bidirectionallinks. However, unidirectionallinks
may occurin wirelessnetworksbecausef radiolink character
isticsandin mixed-medianetworkswhen,for examplesatellite
transpondersre used. This paperfocuseson routing in net-
workswith unidirectionallinks.

McCurley and Scheidef[5] presented routing protocolfor
networkswith unidirectionallinks basedon completetopology
information. The IETF working group on unidirectionallink
routing (UDLR) copesthe unidirectionalproperty of links in
the network by encapsulatingand tunneling IP pacletsin the
link layer, which migratessomerouting functionalitiesto the
link layerandcomplicateghelink layer[1]. However, UDLR
assumeshat a detourfor a unidirectionallink existsto tunnel
IP pacletin the reversedirectionwhenthe link is discovered.
In a mobile network in which every link can changein each
direction, it is hardto guaranteahat the detourfor a unidirec-
tional link exist or be noticedat the time the unidirectionallink
is discovered.Therefore]JUDLR canonly solve specificcasesn
whichthenetwork is stronglyconnectedndrelatively stable.

ErnstandDabbougd?2] proposed circuit-basedink-stateap-
proachfor unidirectionalrouting. To find out a routeto a des-
tination, a circuit including both sourceand destinationis first
detectedthenvalidatedby sendinga validationmessagealong
thecircuit. If avalidationsuccessfullygoesthroughthecircuit,
a bidirectionalcommunicatiorcanthusbe establishedetween
sourceand destination,using pathson the circuit. However,
when the network grows larger, the numberof circuits main-
tainedin thenetwork becomegormidableandthealgorithmhas
to resortto additionalmechanismén orderto scale.

In this paperwe proposeandverify ULP (unidirectionallink
stateprotocol),a link-staterouting algorithmfor networkswith
unidirectionallinks. Sectionll introducesthe network model
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and variousconceptsand notationusedthroughoutthis paper
Sectionlll describesJLP. SectionlV provesthe correctnessf
ULP. SectionV addresset)LP’s performanceand SectionVI
presentghe resultsof simulationson a network with 20 nodes
usedto compareULP with topology broadcastingthe results
shav thatULP is amoreefficientapproacho supportingouting
in networkswith unidirectionallinks.

Il. NETWORK MODEL

A network is modeledby adirectedgraphG = (V, A), where
V' includesa setof nodes(routers)with a uniquelD number
andA C V x V isthesetof directedlinks. A bidirectionallink
betweentwo nodesis representedy two unidirectionallinks.
Link (u,v) € A if andonly if v canreceie informationfrom
u. We assumehelink layerprotocolis well designedsuchthat
information can propagatehrougha link with positive proba-
bility. Nodeuw is calledthe head or upstream node of the link
andv is calledthe tail or downstream node. A cyclein G is a
directedpathwith distinctnodesexceptfor the startingandend-
ing nodes.An inclusive cycle for alink is a cycle thatcontains
thelink onits path.

We usethenotationintroducedn Tablel to representopolo-
gies,datastructuresandoperations.

TABLE |
NOTATIONS

u-v Physicallink (u,v) € A.
lw Link stateof u - v reportedby 4.
0.0 Inclusive cycle for « - v foundat:.

dpi, ., ' Discovery pathfor u - v ati.

=] A pathfrom< to j.

] Theshortespathfrom ¢ to 5.

lei—j Pathfromi to j containdink I.

|- v Thecostof link - v.

|t = j] The cost of path: = j, ie. |i = j| =
wvEI=>] |u ’ 1]‘.

TG, The setof link statesaboutthe network topology known

by nodes.

SPT; Shortespathroutingtreeof nodes built onT'G;.

DG; Partialtopologygraphatnodes for finding discovery path.

TSPT; Shortespathgraphof nodes built on DG;.

i Thesetof i's upstreamrmodes.

D; Thesetof 's downstreanrmodes.

p1 + p2 Concatenationf two pathsp: andps.
a—b a impliesb.

a<+b a is assignedhevalueof b.

A link statel,,.,, containghefollowing parameter@ addition
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to theidentifiersof the headandtail of thelink:

ly.w.C Link costof link w - v, I%,.,.c = |u - v|.
ly-v-CS Inclusive cycle size;

ly-v-ST Sequencaumberof thelink state;
ly.v-age  Theageof thelink state;

ly-v-T00 Thesetof neighborgeportingly,-» .

For any routing protocolto work in anetwork, it is necessary
for atwo-way pathto exist betweerarny sourceanddestination
of routinginformation. Thereforefor agivenunidirectionalink
u - v, theremustexist a pathfrom v to u in orderfor u to receive
routinginformationfrom v.

The inclusive cycle for link u - v is the shortestpath from
v to u that can be definedfor the link, andis representedy
Ouw =u-v+v+— u = u-v+—— u Thatis, d,., is the
concatenationf link « - v anda pathfrom v to u. In caseof a
bidirectionallink, wehave 8y., =u-v+v-u=u-v-u.

It is obviousthata downstrearmodeshouldnot be usedasa
next-hopin routing if the inclusive cycle of thelink is broken,
becausef theresultinguncertaintyregardingthe link. The ex-
istenceof aninclusive cycle for alink is indicatedby thecycle-
size propertyof thelink, which is the summationof link costs
ontheinclusivecycle,i.e. ly.,.cs = |Oy.v]-

To find out the inclusive cycles for links, cycle discovery
paths for eachlink are maintainedand propagatedn the net-
work. A cycle discovery pathis the shortestpathfrom the tail
of thelink to the currentnode,denoteddy dpi,., = v — i for
link u - v atnodei. Links ondiscovery pathsatnodei compose
discovery graph DG; of 4. Formally, .., € DG; if it satisfies:

|dpi, | < lyw-cs (1)

Supposea link « - v hascycle sizel,,.,.cs. It is enoughto
let every nodewithin aradiusof /,,.,,.cs from v maintainacycle
discovery pathfor »-v sothattheheadof thelink, u, isinformed
of thelink stateeventually The cycle sizeof thelink is deter
mined by algorithm (2) whenthe link statewith its discovery
pathgetsto thehead:

if (lyy-cs > |dp¥.,| + ly.v-C) @)
then 1,.,.cs < |dp¥.,| + lyw-C;

Fig. 1(a) shawvs a network with unidirectionallinks andFig.
1(b) shavs the discovery graphfor noden9 in thatnetwork.

n4

(a) Network Example (b) Discovery Graph at n9

Fig. 1. Discovery Graph

Initially, 7,,.,..cs is setto oo sothatthelink statepropagates
throughoutthe network. Whenits inclusive cycle is found at
its head,the link stateonly propagatesvithin a radiusl,.,.cs
from v. A link canbe usedfor routing by its headonly if the
cycle sizepropertyis setto a finite number which implies that
the headis ableto know the stateof thatlink. If the inclusive

cycleis brokenandno otherinclusive cycleis foundfor thelink,
the headof thelink would simply resetl.cs = oo which starts
anothersearcHor theinclusive cycle of thelink.

. ULP

Recentoutingalgorithmsbasednlink-stateinformation[3],
[4] avoid the overheadof broadcastingompletetopologiesand
aresuchthatarouterpropagateink stateupdatedor only those
links that it usesto reachdestinations. ULP adaptsthe link-
vectoralgorithm (LVA) [3] to operatein networks with unidi-
rectionallinks. With LVA, eachroutermaintaingts own routing
treeandreportsto its neighbordink stateupdategor thoselinks
it usego reachdestinationsaswell asfor thoselinks it stopsus-
ing in its routingtree.

ULP consistsof threeparts: Neighbor Protocol (NBR), Net-
work Routing Control Algorithm (NET) and Retransmission
Protocol (RET). NBR providesmechanisms$or a nodeto detect
upstreammeighborsupdatecycle sizesof downstreaniinks, and
propagatdink stateghatsatisfy(1). NET calculategheshortest
pathtree(SPT)basedn Dijkstra’s algorithmandsendshanges
in SPTto upstreanneighbors.RET keepsa list of paclketsfor
retransmissiompontimeout,until it recevesacknavledgments
from their destination®r destinationdecomenon-neighbors.

A. Neighbor Protocol

Threedatastructures,D;, U; and DG;, are maintainedby
NBR. U; containsstatisticfor detectingandmaintainingincom-
ing links. D; monitorsoutgoing (downstream)links and rec-
ommendgheselinks for routing aslong asthey have inclusive
cycles. DG; keepslink statesthat satisfy Eq. (1) to find their
inclusive cycles.

A.1 Link Detection

With NBR, anodeperiodicallybroadcasta HELLO pacletto
inform neighborsof its existence. However, if otherpacletsare
sentoutduringtheinterval of HELLO paclets,thenext HELLO
pacletis suppressedJpondetectionof HELLO pacletsfrom a
neighboru by nodei, alink « - ¢ is setup andu become®neof
U;. Withoutlossof generalitythe costof anactive link is setto
1 (ly.;.c = 1). If thelink disappeard,,.;.c is setto oo by i.

A.2 CycleSize

In ULP, both the headandtail of a link can originatelink-
stateupdatedor the link. The cycle sizeof alink stateis de-
cided by the headof the link. The differencesn link stateat
headandtail is resohed with the following algorithms. For a
link v - v, u detectghe inclusive cycle anddetermined,,.,.cs,
while v acceptsary changeon cycle size madeby u for [,,.,
and generates new link statewith higher sequencenumber

/I Founddy ., in DG, atu.
it (04.0] # Lu-p-cs){
1Y.,.cs < |0%.,|;
¥ s« 1% .sn+1;
propagatel .. ;

Il RecevedlY .
if (1¥.,.cs#£18.,.¢cs){
1y.,-cs < 1% .cs,
1Y ,-8M
max(ly.,.sn, 13, .sn)+1;
propagatel? . ;

Proceduratu Proceduratv



A link is usedfor routing by its headnodeor an upstream
nodeonly if the link hasassociatedvith it a finite cycle size.
Therefore the decisionof cycle sizeby the upstreanmodeper
mits the nodeto enacta correctresponsenvhen the inclusive
cycle of thelink is brokenandthe upstreannodehasno infor-
mationaboutthe stateof thelink. In sectionlV, we prove that
the upstreamnmodeanddownstreannodehold equivalent views
aboutthe link betweenthem (Lemma 1). Thatis, they either
reliably exchangelink-stateupdatesn NBR and NET, or stop
coordinatingink-stateinformation.

A.3 NeighborStates

The upstrearmodetable U; at nodes is usedto monitorin-
cominglinks. Thestatesof anupstrearmeighborareillustrated
in Fig. 2.

Inclusive
Cycle
Found

Send Complete SPT

Fig. 2. StateTransitionsof UpstreaniNode

The WAITING stateof an upstrearmodew € U; indicates
thatthelink u-i hasbheendetectedy butis still unnoticedoy w.
A WAITING nodebecomesNEW wheng,,.; is foundby v and
thenew link statewith finite /,,.;.cs isrecevedby i, whosendsa
completeS PT; to u. Then,thestateof « switchesrom NEW to
CONNECTEDandstaysin thatstateasfarastheinclusivecycle
is maintained(/,,.;.cs < o0). Updatesin SPT; aresentto an
upstrearmodereliably only if it isin CONNECTEDstate.An
upstrearmodein CONNECTEDstategoesbackto WAITING
stateif the inclusive cycle is broken. An upstreamnodew in
INVALID statemeanghelink « - ¢ disappears.

Inclusive
Cycle Found

Inclusive

Send Complete
Cycle Found

DG to the Tail

Link
Broken

Broken

Inclusive
Cycle
Broken

Send Last DG
Update to the Tail

Fig. 3. StateTransitionsof DownstreanNode

A downstreamnodetable D; is also maintainedfor outgo-
ing links (Fig. 3). A downstrearmodeis initialized INVALID,
andentersNEW stateif theinclusive cycleis foundats, whens
sendsa completeDG; to thatdownstreanmodereliably. After-
wards, the dowvnstreamnode becomesSCONNECTED and the
downstreamlink in CONNECTED stateis givento NET for
routing. If the inclusive cycle of the outgoinglink is broken,
the CONNECTEDdownstrearmodeentergsheDISCONNECT
ING state,until anotherinclusive cycle is foundto changethe
nodebackto NEW state.A downstrearmodein INVALID state

meanghatthe outgoinglink disappearsOutgoinglinks in IN-
VALID and DISCONNECTINGstatecannotbe usedfor rout-

ing.
A.4 Link-StatePropagation

The setof links that satisfy Eq. (1) at node: is denotedby
LD;,i.e.,LD; = {u-v | |dp.,| <l.,.cs}. Thissetof links
andotherlinks on the discovery pathsof theselinks compose
TSPT;, i.e.,

TSPT;={l|(l€LD;) v Ju-ve LD;(€dp,)} 3)

The collection of discovery pathsfrom upstreamnodesis
calledthediscovery graph,whichwe denoteby DG; for nodei,
ie.,

DG; = | TSPT
keU;

DG, is propagatedo find inclusive cyclesof links. Dijkstra’s
algorithmis runon DG; to find the shortespathsto thetails of
links andto decidewhetherlinks satisfy (1) sothatupdatedor
thesdinks arepropagated.

Changesn T'SPT; arebroadcasto dowvnstreamnodesand
all CONNECTEDdownstreamnodesarerequiredto acknawl-
edgethe update;otherwise the updatepaclet is retransmitted
by RET. Sincethe setof downstrearmodeschangedrequently
in amobilenetwork, links thatsatisfyEq. (1) andtheir complete
discovery pathsarealwayspacledinto the samepacletto avoid
fragmentedsiew of discovery pathsby new downstreamodes.
Theformatof NBR pacletis depictedby Fig. 4, andalink-state
entryis illustratedin Fig. 5.

(4)

Transmitter ID Packet Seq #
Dest # Link State #
Desti nati ons
Li nk States

Fig. 4. Paclket Formatsfor NeighborProtocol

Head 1D[Tai| ID[Age[Cost[Cycle Size[LS Seq#

Link State Entry

iDest I D [ Next Hop IDi

Destination Entry

Fig.5. Entriesin NeighborPaclet

B. Routing Algorithms

In ULP, the shortespathtree (SPT) of the network is com-
putedusing Dijkstra’s algorithm on the topology graph. Any
changein SPT is updatedreliably at its CONNECTED up-
streamneighbors. An operationcode (OpCode)is affixed to
eachlink-state entry in the updatepaclet, If the link stateis
addedor updatedin the routing tree, the OpCodeis set UP-
DATE. If alink stateis deletedrom routingtree,the OpCodes
setDELETE to indicateto upstrearmodesthatthelink stateis
no longerusedfor routing.



B.1 TopologyGraph

For the purposeof routing, NET maintainsa topological
graph (T'G) andarouting table (R) ateachnode.T'G; atnodei
containsthe S PT's of its downstrearmodesandinformationin
DG,’, i.e.,

TG; = () SPT:) U DG;
keD;

(5)

Nodei usesDG@; to sendits completeS PT; to anupstream
nodein NEW state sincelink statesontheinclusive cycle may
not be reportedby ¢'s downstreamnodes. SPT,Vk € D; is
usedfor routingto nodesunreachabldéy DG;.

The shortestpathrouting tree S PT; of nodes is not repre-
sentedseparatelffrom T'G;; it is indicatedby anonTree tagin
eachlink statedatastructureof T'G;. Theroutingpathto ades-
tinationmustuseadownstrearmeighborasthe next-hoponly if
thedownstreamrmeighbormreportstheremainingpathto thesame
destination.S PT; is representety

SPT;={l|l=u-v
ANIkeDir—v=i-kr—u-v
AVl € k—v,l' € SPT, UDG;) }

Transmitter 1D | Source ID
Packet Seq #

Dest # Link State #
Desti nati ons
Link States

Fig. 6. Paclket Formatsfor RoutingPaclet

Wheneer SPT; changes,a routing paclet containingthe
routing changeswith operationcodesis sentto all upstream
neighborsof ¢ in CONNECTEDstate. The routing paclet for-
matis presentedn Fig. 6. SinceU; may containseveral up-
streamnodesand an updatepaclet takes several hopsto reach
theseupstreammodesasingleupdatepacletis constructedvith
destinationand next-hop information. Only thosedownstream
nodeswhoseaddresss one of the next-hop addresseén the
pacletproces®r forwardthepaclet. Thepaclketlatersplitsinto
several pacletson the way to upstreanmodesbecausepathsto
theseupstreannodesmay diverge at somepoints. This mech-
anismavoids that every downstreamnodetries to forward the
pacletto upstrearmodesandmultiple copiesbe generated.

Theroutingtable R; at nodes is a vectorof entriescontain-
ing following informationderivedfrom S PT;: destinatiordst,
distanced to dst andnext-hopaddressa.

B.2 InformationProcessing

Most link-state algorithmsuse sequencenumbersto decide
which link stateupdatesare up to date. In ULP, we assume
a simple sequenceaumberschemefor updatinglink states.A
link statel is consideredmore recentthanthe onein T'G; if
(I € TG; v l.sn > TG;.l.sn). A naw link stateis updatedn
TG; accordingto the threecasegliscussedbelow.

B.2.a Link CostChanges:. The costof alink is monitoredby

thetail of thelink in NBR. Link costchangesrepropagatedn

NBRreliably becaus¢heupstreantink is partof T'S PT accord-
ing to Eqg. (1) andchangesn T'SPT arepropagatedo CON-

NECTED downstreanrmodesreliably. The new link statekeeps
propagatingaslong asthelink satisfiesEq. (1), andeventually
the headof the link is informed of the new link stateby NBR.

BecauseDG is partof TG by Eq. (5), TG alsorecevesthe
new link state ,which causesnothercalculationof SPT using
Dijkstra’s algorithm. Modificationsto SPT atanodearesent
reliably to all CONNECTEDupstreanroutersof thatnode,and
every nodeusingl,,.; is notified of themostrecentlink state.

B.2.b Cycle Size:. The cycle sizeof alink is monitoredby

its headin NBR. Modificationsto DG resultin re-inspectiorof

every downstreamlink to seeif its cycle sizechangesConsider
link 4 - k, the discovery pathdp?, = k — 4 andlink cost
li ,.c in DG; arecombinedto decidethe cycle sizel? ,.cs. If

|k — i| + |i - k| < oo andis differentfrom theold one,l;...cs

is assignedhenew inclusive cycle sizeandpropagatedo down-

streamnodes. If theinclusive cycle for link 1%, is broken,i.e.,
|k — 4| + |i - k| = oo l;..cs + oo andanothersearchfor

inclusive cycle beginsin the network.

B.2.c Link Deletion:. A downstrearmodeindicatesthe dele-
tion of a link stateby settingthe costof the link to co. The
new link stateis propagatedby NBRto all CONNECTEDdown-
streamnodegeliably, andgetsto theheadof thelink eventually
Becauseno updatesgto a deletedlink will be generatedhere-
after, thelink stateis erasedinally from all topologygraphsby
aging. Thedeletionof alink statedueto agingis notpropagated
to neighboringnodes.Whena downstreamnodeis deleted all
link stategeportedby thatnodeshouldbedeleted.Thedeletion
of alink statereportedby a specificnodesimply deletesthat
nodefrom reportingthe nodesetof thelink. A link [ is com-
pletelyerasedrom T'G; whenits reportingnodesetis empty If
the deletionof alink causesS PT to changethosechangesre
reportedo upstrearmodesn CONNECTEDstate.

C. Retransmission Protocol

Updatepacletsof both NET and NBR requirereliabletrans-
missionto CONNECTEDupstreamrnodesand CONNECTED
downstreamnodes,respectiely. The retransmissiorprotocol
(RET) providesthe mechanismo keepthesetwo typesof pack-
etsandretransmithemto neighboringnodesif they arenot ac-
knowledgedupontime-outs. The time-outvalueis setpropor
tional to the cycle size of the link betweenneighborsin CON-
NECTEDstate.

Giventhatlink statekeepchangingn T'G; andDG;, paclets
in RET only specifylink-stateidentifiers,which are (head, tail)
pairs. Destinationentriesof pacletsarealsosavedin the RET
pacletlist, aslong asthosedestination@are CONNECTED.If a
neighborturnsinto a stateotherthanCONNECTED thatneigh-
boris deletedfrom destinatiorentriesof pacletsin theretrans-
missionlist. If a pacletwaiting for retransmissiomasno desti-
nation,it is removedfrom retransmissiomueue.



IV. CORRECTNESS OF ULP

Lemma 1: Theknowledgeaboutthelink atits headandtail
is equialent.

Proof: Considernwo nodesu andv; therearefour possible
casedo consider basedon the link costl,,.,.c andcycle size
ly-v-cs Of alink statel,,.,,:

1. lyy-c < 00 A J0y., € G, which meansaninclusive cy-
cle existsfor thelink. Changego /,., atboth« andv areable
to getto the otheroneby NBR, sincev acceptd? ., .cs regard-
lessly ,.sn and alwaysincreased,,.,.sn. Becauseu updates
l,.» only if thereis a differencebetween,,.,.cs andthe actual
inclusive cycle,u andv getconsistent,,.,, in this case.

2. lypc < 00 A Oyp € G, which meansthe link exists but
theinclusive cycle is broken. Sincethe brokenlink propagates
down the pathoninclusive cycle andgetsto u, u resetshe cy-
cle sizeandpropagateshe new link stateto v. v become®IS-
CONNECTING downstreamnodeof u andu is a WAITING
upstreammeighborof v. RET at u keepssendingthe new link
stateto v for limited timesto insurethatv getthenew link state
becausacknavledgmentfrom v is unableto reachu. u andv
stopcoordinatingink-stateupdatesafterafinite time.

3. lyy.c =00 A 0y, € G, whichmeanghelink is broken.
In this case the new link stateis propagatediown theinclusive
cyclein NBR, andu getsto know thelink statewithin finite time
afterthelink disappearancéothv andv arein INVALID state
ateachother

4. lyy.c =00 N Oy & G, whichmeanghelink is brokenand
the inclusive cycle also breaksbeforethe new link stateprop-
agatedo u. In this case,sinceu knows the exactinformation
aboutl,,.,.cs, v is in DISCONNECTINGstateat v andw is in
INVALID stateatv. u andv do not coordinatelink-stateup-
dates. O

Lemma 2: An upstreannodereliably getsthe shortestpath
treeof its downstrearmodesin CONNECTEDstate.

Proof: In NBR, an upstreamnodeis CONNECTED at the
downstreannodeif thelink hasa finite inclusive cycle, which
impliesthatit is adownstrearmodeat its upstrearmode.Since
both upstrearmodeanddownstreamnodehold equivalentlink
stateaboutthe link betweenthem (Lemma 1), they arebothin
CONNECTEDstateat eachother Thus, link-stateupdatesn
the SPT of the downstreamnode are transmittedto the up-
streamnode. By RET, the updatepaclet keepsbeingtransmit-
ted,until it is acknavledgedby the upstrearmodes.Therefore,
the upstreamnodereliably recevesupdatesof SPT from its
downstreannodesn CONNECTEDstate. |

Theorem 3: ULP stabilizeswithin afinite time whenthenet-
work topologystopschanging.

Proof: After ary sequencef topology changesn the net-
work, boththe headandtail of alink keepequivalentlink state
by Lemma 1, and every upstreamnodereceveslink-state up-
datesfrom its CONNECTEDdownstreamnodesby Lemma 2.
Sincea nodestopspropagatinga link stateonceit alreadyhas
up-to-datelink-stateinformation, the propagationof an up-to-
datelink statehappensonly onceat eachnode. By our finite
modelof a network, it is finite time to stabilizecoordinationof
link-stateupdatesetweemeighboringnodes.Thatis, thetime
for stabilizingthe distributedalgorithmis finite, andULP stabi-
lizeswithin afinite time. m|

Theorem4: WhenULP stabilizesthereis noloopin network
routing.

Proof: We prove the claim by contradiction. Assumethat
thereexists an implicit loop at ¢ in routingto j. Sincei runs
Dijkstra’s algorithmbasedn local topologyinformation,i —
j € SPT; containsnoloop. Assumei — j =i -k —> j,k €
D, k— j€ SPT,. Sinceigivr— j,i & k+—j.

As assumed, staysonaroutingloop,3p-q € k — j, where
i € p—> jbuti € ¢ — j. Becausehe algorithmstabilizes,
we know thatp — j = p - ¢ —> j by its definition, which
impliesi € p — j. Thiscontradictswith s € p — j. a

V. PERFORMANCE EVALUATION

The communicationcompleity of NBR can be analyzed
probabilistically Assumethe probability of link-statechanges
atary timefor everylink is p, thecommunicatiorcomplexity of
NBR within atime unitin termsof numberof link statespropa-
gatedis:

Crbr =D+ Y >

i€V u-v€EA
Aldpy.,| < lu.w.cs

|dpi,.. | (6)

For example,supposevery link haslink costof 1 andinclu-
sive cycle sizeof 3, every nodehasin-degreeof 2 andevery two
nodeswithin two hopsaredistinct,thenthelink stateis propa-
gatedwithin limited distancesy NBR, andthe communication
compleity isp- (1 x2' +2x 2243 x 2%)-|A| = 34-p-|A| for
the network, becauseaew link stateswith their discovery paths
arepropagatedvithin two hops.

Thecommunicatiorcomplexity of NET is difficult to estimate
whenthe network routing is alreadyestablishedndlink states
changerandomly However, the overall communicationcom-
plexity of theroutingalgorithmat network start-upcanbe esti-
matedby Eq. (7), becauséhe downstreammodeof alink sends
its completeS PT throughpathon theinclusive cycle to theup-
streamnodewhentheinclusive cycle of thelink is foundatthe
upstrearmode,andeachroutingtree S PT containsV” entries.

>

lEANl.cs<0

Chet =1V - (l.es —l.c) (7)

To comparethe efficiency of datacommunicatiorin the net-
work, we introducethe concepof routing weight to comparehe
datatraffic costthat resultsfrom differentrouting algorithms.
Theroutingweightis the summatiorof finite distancego other
nodesat every nodein the network. It providesa comparable
metricfor efficiency of bidirectionalandunidirectionalrouting
algorithmswhen the network hasthe sameconnectvity from
both bidirectionaland unidirectionalpoints of view. Two net-
works Gy = (Vi, Ey) andGs = (14, E») have the same con-
nectivity if 3f : V; — V5 suchthatVu,v € V4, f(v) is reach-
ablefrom f(u) in Gy if andonly if v is reachabldrom u in G.
A higherrouting weight indicatesthat longer pathsare used,
which is lessefficient. By enablingthe use of unidirectional
links into a network routing protocol, we can shortenthe dis-
tancefor datatraffic from sourceto destinationsIf we assume
eachnodegenerategqualtraffic to every othernodeswith uni-
form rate K, the costof network datacommunicatiorwithin a



time unit would be:

Ciata =K- > Rld
i,jEV

(8)

whichis proportionalto the routingweightof the network.

Fig. 7 is a samplenetwork with unidirectionallinks. Within
the network, a spanningtree connectsall nodeswith bidirec-
tional links so that LVA can work correctly in this network.
If ary link on this bidirectionallinks breaks,LVA is not com-
parablewith ULP. Therefore,we only illustrate the advantage
of ULP over LVA by calculatingrouting weightswhenno link
breaks.Assumingevery link hasa unit cost,the routingweight
of LVA is 1898,while theroutingweightof ULP is 1530;hence,
efficiency is improved20%over LVA.

In generalassuminghesamenumberof links in thenetwork,
unidirectionallink decreasesetwork load by shrinkingthe dis-
tancefrom onenodeto the otheraccordingo Eq.(8). However,
thecommunicatioroverheacon NBR andNET in unidirectional
network is morethanthatof bidirectionalnetwork dueto long-
haulneighboringrelationshipasimplied by Eqgs.(6) and(7).

VI. SIMULATIONS

Obviously, ULP consumesnorenetwork resourcesnaintain-
ing long-haul neighborrelationshipsthan transitional routing
algorithmsthat operateover bidirectionallinks only, wherea
nodes neighborhoodies within only one-hopdistance.

We simulatedan ideal link-state algorithm basedon OSPF
called EOSPF(extendedOSPF),whoseneighborprotocol in-
corporateaunidirectionallinks like ULP does. The difference
betweenULP andEOSPHSs thatEOSPFusesfloodingto prop-
agatelink-state updatesto all CONNECTEDupstreamnodes,
while ULP selectvely sendliink-stateupdateso CONNECTED
upstreamrmodesif thelink-stateupdatesesultin differentrout-
ing paths.

Fig. 7. A 20-NodeSampleNetwork Topology

Fig. 8 shows simulationresultsof ULP and EOSPFon the
20-nodenetwork of Fig. 7. The effectsof five kinds of single
topologychangesveremeasuredincluding link additions link
deletions,link costincrementsby 1, nodeadditionsand node
deletions. Thefirst columnof Fig. 8 recordsthe accumulated
numberof new link statesatall nodesaftereachsingletopology
changen the network; the secondcolumnreflectstheaccumu-
latednumberof routingupdatepacletsaftereachsinglechange.
EOSPFconsumednuch more network resourcethan ULP did
asindicatedby the secondcolumn. ULP consumedessnet-
work resourcesit the expenseof longercorvergenceimesthan
EOSPF
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Fig. 8. SimulationResultsona20-NodeUnidirectionalNetwork

VII. CONCLUSION

Our contrikution in this paperis the introduction of the
inclusive-gycle sizepropertyof alink state,whichis animpor-
tant criterion in routing and link-state maintenance.We also
definedthe conceptof routingweightasa measurdor evaluat-
ing the efficiency gainedwith routingalgorithmsthatcanincor-
porateunidirectionallinks over similar algorithmsthat require
bidirectionallinks.

Although ULP requiresless overheadthan EOSPFin net-
works with unidirectionallinks, thereis muchto improve over
ULP. Onedrawbackof ULP is thatthe searchingprocessf in-
clusive cycle consumeslot of network resourcedy initializing
thecyclesizeof alink to oo andfloodingthelink statethrough-
outthenetwork. This canbeimprovedby limiting the distance
of thelink-statepropagatiorin searchfor theinclusive cycle.

REFERENCES

Walid Dabbous, Yongguang Zhang, David Oran, and Rob Coltun.
http://wwwietf.org/html.chartes/udr-chater. html.

Thierry ErnstandWalid Dabbous.A circuit-basedapproactor routingin
unidirectionallinks networks. Technicalreport, Inria, Institut Nationalde
RecherchenInformatiqueeten Automatique 1997.
J.J.Garcia-Luna-AceesandJ.BehrensDistributed,scalableoutingbased
on vectorsof link states.|EEE Journal on Selected Areas in Communica-
tions, Oct.1995.

J.J.Garcia-Luna-AceesandM. Spohn.Scalabldink-stateinternetrouting.
In Proc. |IEEE International Conference on Network Protocols (ICNP 98).
Austin, Texas,Oct. 14-161998.

[5] RobertMcCurley andFredB. Schneider Derivation of a distributed algo-
rithm for finding pathsin directednetworks. Science of Computer Program-
ming, 6(1):1-9,1986.

—

1]

[2

(3]

—

4]



