Differentiating Congestion vs. Random Loss:
A Method for Improving TCP Performance
over Wireless Links

Christina Parsa J.J. Garcia-Luna-Aceves

Computer Engineering Department
Baskin School of Engineering
University of California
Santa Cruz, California 95064
chris, jj@cse.ucsc.edu

Abstract—Recent research has focussed on the problems associ{7] [9]. In this paper we extend our protocol TCP Santa
ated with TCP performance in the presence of wireless links and Cryz [10] to identify losses due to congestion from those
ways to improve its performance. We present an extension to TCP . . .

Santa Cruz which improves TCP performance over lossy wireless caused by a Iossy.wwelr-.:ss link. Because it cannot be
links. TCP has no mechanism to differentiate random losses on the assumed that a reliable link layer or some other method
wireless link from congestion, and therefore treats all losses as con- of error recovery exists at the wireless interface, methods
gestive. We present a simple method in which our protocol is able to of discovering random wireless losses at the TCP source
differentiate these random losses, thereby avoiding the rate-halving . ) e
approach taken by standard TCP whenever any loss is detected. We MUSt be in place. Once losses are identified as random,
compare the performance of our protocol against TCP Reno and there is no need to reduce TCP’s transmission rate be-
demonstrate higher throughput and lower end-to-end delay with ~quse the losses are not due to congestion. TCP Santa
our approach. . .

Cruz monitors the queue developing over a bottleneck
link and thus determines whether congestion is increas-
ing in the network; it can then identify losses as either

The use of wireless information devices to access tkengestive or random and respond appropriately. Another
Internet and the WWW, in particular, is an ever-increasirgfoposed method to identify wireless losses at the source
practice of mobile users world-wide, resulting in the negl@] uses variation in RTT measurements as an indication
for reliable client-server communication over wirelesef congestion in the network. Our method does not use
links. Unfortunately, the de-facto Internet protocol foRTT and as a result is better suited for this application be-
reliability, TCP, has severe performance problems wheause RTT measurements cannot differentiate between an
operated over wireless links [12][2][11]. Recent researdhcrease due to congestion on the forward path or on the
has focussed on the problems associated with TCP perfigverse path.
mance in the presence of wireless links and ways to im-
prove its performance. The key issue lies at the very heart Il. TCP SANTA CRUZ

of TCP’s congestion control algorithms: namely, packet TCp Santa Cruz [10] is a new implementation of TCP
loss is the only detection mechanism for congestion {fat detects not only the initial stages of congestion in the
the network. Wireless links are inherently lossy and iRetwork, but also identifies the direction of congestion,
addition to random losses, they suffer from long periods | it determines whether congestion is developing in the
of fading as well. TCP has no mechanism to differentiprward or reverse path of the connection. TCP Santa
ate these losses from congestion, and therefore treatsc@liz is then able to isolate the forward throughput from
losses as congestive by reducing its transmission wind@¥ents such as congestion that may occur on the reverse
(and in effect halving the throughput of the connectionphath. Congestion is determined by calculating the relative
Many proposals to improve TCP performance have fer|ay that one packet experiences with respect to another
cussed on hiding wireless losses from TCP by perforrgs it traverses the network; this relative delay is the foun-
ing retransmissions of any lost data before TCP noticggtion of our congestion control algorithm. The relative
the loss [1][3][6][4][5][11]. There is far less research oRjelay is used to estimate the number of packets residing
methods for TCP to differentiate between losses due {{9the bottleneck queue; the congestion control algorithm
congestion and those due to noise on a wireless chanpa@éps the number of packets in the bottleneck queue at a

This work was supported in part at UCSC by the Office of Naval R&1NIMUM level by ad]U_Stlng '_the TCP source’s congestion
search (ONR) under Grant N00014-99-1-0167. window. The congestion window is reduced if the bot-
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DEC/STEADY

tleneck queue length increases (in response to increasing
congestion in the network) beyond a desired number of
packets §). The window is increased when the source
detects additional bandwidth availability in the network
(i.e. after adecrease in the bottleneck queue length). TCPR
Santa Cruz can be implemented as a TCP option by uti-
ltlﬁéng érllehz):(SZrM/)-\ 2?2;2\{3(;1@;:&::? O%F:Eggsr;ilgoﬂgég 1. State diagram for monitoring buildup of network queue interval
given in previous work [10].
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IV. PERFORMANCERESULTS
IIl. APPLYING TCP SANTA CRUZ TO WIRELESS

LINKS We have implemented TCP Santa Cruz in the NS net-

work simulator [8] and compared its performance to TCP

As congestion develops in a wired network, data pacRenO over the network shown in Figure 2. The network
ets fill the network links. If the rate of data enteringonsists of a wired network segment connected to a base
the network continues to increase, data packets fill tiséation with an interface to a wireless LAN. Losses are
network queues until the queues reach capacity and ti@domly applied to the wireless link with an exponen-
routers begin to drop packets. In other words, losses di@ distribution. The bandwidth delay product (BWDP)
to congestion are preceded by an increase in the netwéfithis network is 480 Kbits (6 1Kbyte packets) and the
bottleneck queue. The basic methods used to detect ceHeue at the base station is set to accommodate up to 12
gestion in TCP Santa Cruz are easily applied to network&byte packets.
containing wireless links and are ideal for distinguishing
congestion versus random loss in a network which may or Base Station Ceceiver
may not contain a wireless link. Fixed TCP Source  10mpps 2Mbps /

...... -

5 msec del 1 msec
TCP Santa Cruz easily identifies a congestive loss as Qﬂ ------ e %
one which is preceded by an increase in the bottleneck wired wireless

queue length. A wireless loss, on the other hand, can
be identified as a random loss thatigt preceded by a
buildup in the bottleneck queue. TCP Santa Cruz moni-
tors changes in the bottleneck queue over aninterval eqy\al
to the amount of time it takes to transmit one window of
data and receive acknowledgments corresponding to alln this experiment we perform FTP transfers from the
the packets transmitted in the window. Figure 1 shovi#ed host to the wireless receiver and examine the opera-
how the protocol counts intervals of queue buildup. THéon of TCP Santa Cruz compared to TCP Reno for a low
protocol starts in stateount = O which means we have wireless bit error rate of - 106, At this rate, on the
not noticed an interval in which the bottleneck queu@verage, 1 out of every 125 packets are dropped on the
increased. Once an interval experiences an increasanfeless link for both the Santa Cruz and Reno transfers.
queue length, we transition to the statunt = 1 Anin- Each simulation is run for 60 seconds.

terval with a decrease or steady queue size causes a trarfigure 1 showed how TCP Santa Cruz counts the con-
sition back. Finally, if a loss occurs in stateunt = 2 we  secutive intervals over which it notices a bottleneck queue
conclude that the loss was due to congestion. At that pointreases in order to determine if congestion is present
the congestion avoidance algorithm is followed and thehen a loss is detected. Figure 3 showsdbwent value
sender’s transmission window is reduced in half. Howfor this state diagram as the FTP transfer progresses.
ever, if a loss is not preceded by at least two consecuti$énce the value afount is rarely equal to two, we would
intervals of increasing queue length, we infer that it is @xpect nearly all losses on the wireless link to be consid-
random loss and the congestion avoidance algorithmeged as random by the protocol; in other words, once the
not followed and the transmission window is maintaineldsses are discovered, we expect the protocol to simply
at its current size. We have chosen the constraint of twetransmit most losses without reducing the transmission
intervals of increasing queue length (instead of just ongjndow.

as the signal for congestion in order to avoid any noise in Figure 4(a) shows the congestion window for TCP
the network. It remains an area of future work to evaliBanta Cruz. We notice that the congestion window never
ate this value. TCP Santa Cruz reduces the transmissamops to half of its value when these losses occur on the
rate only when congestion is identified as the cause of lagireless link, verifying that, in this simulation, TCP Santa
packets, otherwise, wireless losses can simply be quicklyuz correctly identifies all losses as random losses and
retransmitted without a reduction in the data transmissiaot due to congestion. There is one instance, however,
rate. around timef = 16 when there is a TCP timeout. This is

Exponentia Loss

Fig. 2. Network used for simulations.

Random losses without network congestion



TCP-Santa Cruz: congestion state

2 creased froml - 10~°¢ (corresponding to 1 packet loss
16 o per 125 packets) td - 1075 (corresponding to 1 packet
12 loss per 12.5 packets). TCP Santa Cruz provides higher
_ e T I }UHH U throughput than Reno in all cases. _In fact, theT throughput
04 /J/ // H/l/ / / / // / //‘/’// ,/ of Santa Cruz does not drop significantly until very high
02 JLLL WL error rates (1 packet per 12.5). This drop is due to the fact
10 % 0 * that so many of the retransmissions are also subsequently
dropped. The current code in this case defaults to a time-
out for the second retransmission, but it would be possible
to check on the status of the retransmitted packet when-
because a retransmitted packet is once again droppedP¥fr @n ACK arrives because Santa Cruz keeps a times-
the wireless link. tamp for every transmission. This would improve perfor-
This simulation is run witlm = 4, which means that mar_1ce for these catastrophic error rates.
the TCP Santa Cruz will try to fill the bit pipe and main- Figure 6(b) shows how the end-to-end delay changes
tain an extra 4 packets in the bottleneck queue (at tA8 the error rates increase. The reason Reno's delay de-
base station). The graph shows that TCP Santa Cruz f¢aSes for the first three points is that as more time is
deed maintains its window around 10 packets, eXacﬁpent|nt|meouts, the bottleneck queue decreases and sub-
the BWDP (6 packets) plus the extra 4 packets in ifj€quent packet experience a s_maller delay. At the rate
queue. This steady value of the congestion window #¢12.5 packet loss Reno experiences a very large delay
directly correlated to the number of packets in the boYariance because packets either make it through quickly
tleneck queue. In Figure 4(b), on the other hand, wéth a small bpttleneck queue, or t_hey experience a I(_)ng
show the congestion window for TCP Reno, which odlelay due Fo timeouts. The delay in Sa.nta_ Cruz is fairly
cillates wildly between 1 and 25 packets (and at times jgeady until the large error rate. At this time so many
to 60 packets during the Fast Recovery phase). The v&fioPped packets are also dropped on the retransmission
ation in the congestion window is directly responsible fdhat timeouts are experienced as well.

the long end-to-end delays experienced by transfers using
TCP Reno. V. CONCLUSION

Figures 5(a) and (b) show the delay experienced by\\e have shown through simulation that TCP Santa

each packet through the network. We see that the dejgy; is aple to maintain high throughput over the wire-
experienced by packets in TCP Santa Cruz is roughly halk jink for a range of error rates because it does not re-
the delay with TCP Reno. In addition, the variance in dgg,ce jts sending rate when the losses are determined to
lay is an order of magnitude smaller. Because Reno kegps o nqom losses on the wireless link. TCP Reno, on the
so many packets in the bottleneck queue, each packet §xar hand, can make no such distinction and as a result
periences a considerable amount of queueing before iti,\ys reduced performance, even when link error rates
transmitted over the wireless link. The only time packseq |6y, packets transmitted with TCP Santa Cruz also
ets experience low delay is immediately following Eitheéxperience a lower end-to-end delay and delay variation
a timeout (when the congestion window is reduced to 0& 1, sqrce to receiver because the protocol keeps the
segment) or after a fast retransmit (when the congestigfyjeneck queue at a minimum level and does not create

window is cut in half). Shortly thereafter the queue agaiye ogcillations in bottleneck queue length that is typical
builds and the delay once again increases. of the TCP Reno transmission pattern.

With respect to throughput it is important to mention The advantage of our approach is that we are able to

that for_ this error ra_lte TCP Reno does not expe_rlence 80rect for losses on a wireless link at the source without
appreciable reduction in throughput because it is able ing on help from the link layer (either in the form of

recover most errors via the fast retransmission mechanianf(;”able link layer or FEC) or a proxy agent at a base

a_md the_refqre is able to keep its window large enough Lation. The method of using relative delays to determine
fill the bit pipe of the connection. congestion and to monitor the increasing or decreasing
congestion in the network is well-suited to this problem.
The alternative, RTT monitoring, cannot take into account
Next we perform simulations for a variety of wirelesghe effects of congestion on the reverse path as a con-
link error rates. We demonstrate that because our alggbuting factor to increased RTT measurements.
rithm identifies random losses on the wireless link, it out- Our future work will focus on evaluating the perfor-
performs Reno both in terms of throughput and end-tamance of our approach when congestion and random
end delay. Figure 6(a) shows the throughput achieved Wireless losses occur simultaneously. The difficulty lies
Santa Cruz and Reno in the presence of increasing eriroidentifying random losses that occur during periods of
rates on the wireless link. The wireless error rate is ipeak congestion.
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Fig. 3. Congestion state of TCP Santa Cruz

B. Various error rates
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