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Abstract— A new channel access protocol for ad-hoc networks based Same multicast packet multiple times, once to each multicast-

on topology-dependent transmission scheduling, named collision-avoidance group neighbor, or packets are sent with likelihood of reception
time allocation (CATA), is introduced. CATA allows nodes to contend for as low as the ALOHA protocol.

and reserve time slots by means of a distributed reservation and handshake
mechanism. Contention is limited among nodes within two hops of one an-  Another approach to channel access used in multihop wire-
other, which provides a very efficient spatial reuse of the bandwidth avail- : i .
able. CATA ensures that no collisions occur in successfully reserved time !ess networks Con_SIStS of e_Stab“Sh!ng trarjsm|SS|on _SChedUIeS’
slots, even when hidden terminals exist. Reservations in CATA support I-€., allocating stations to different times (time slots) in a way
unicasting, multicasting and broadcasting simultaneously, and adapt to dy- that no collisions occur. Because the minimum-length schedul-
namic service time. The throughput achieved by CATA is analyzed for the ing problem is NP-compIete [8] [9] and norma”y needs com-
case of a fully-connected network topology. Numerical results show that . . '
CATA can achieve very high throughput. plete topology qurm_aﬂon, most pf the work on MAC pro_togols
based on transmission scheduling has focused on distributed
sub-optimal solutions targeted at conflict-free scheduling [9],
[10], [11], [12], [13], [14]. Dynamic transmission-scheduling
D-HOC networks (i.e., multi-hop packet radio networkschemes exploit spatial reuse of the radio channel and thus
are an ideal technology to provide a seamless extensiorhaize much higher channel utilization than fixed scheduling ap-
the Internet to the wireless mobile environment. In ad-hoc ngiroaches, such as TDMA. However, all transmission-scheduling
works, nodes (stations or packet radios) can be mobile and catAC protocols to date are designed either for broadcasting

municate with one another either directly or through interméaode scheduling) or unicasting (link scheduling), but not both.
diate nodes, without relying on any preexisting network infras- interesting class of MAC protocols proposed recently is

tructure. The self-configgring, dynamic-connectivity, multihopsased on topology-independent dynamic scheduling [15], [16].
propagation and fully-distributed nature of ad-hoc networkge pasic idea is for a node to transmit in a number of time slots
makes them very attractive for many new applications but algpeach frame. The time slots when a nédeansmits in a frame

in'Froduce difficult problems at the link and network layer. "Eorresponds to a unique code such that, for any given neighbor
this paper, we focus on the medium access control (MAC) laygrof ; ‘nodei has at least one transmission slot during which
of ad-hoc networks, with which nodes coordinate their accessito, 4 none of’s own neighbors are transmitting. Therefore

the shared radio channel. within any given frame time, any neighbor btan receive at
Many MAC protocols have been developed for ad-hoc nefsast one packet from collision-free. The limitations of the
works. The carrier-sense multiple access (CSMA) protoc@jyology-independent scheduling approaches described to date
was the first to be used in multihop packet-radio networks [l that: (a) the sender is unable to know which neighbor(s) can
CSMA in multihop networks suffers from thieidden terminal ¢orrectly receive the packet it sends in a particular slot, which
interference, which degrades CSMA's performance to that of thpjies that the sender has to send its packet in the various slots
pure ALOHA protocol [2]. Following the work by Tobagi andi has available in a frame, and (b) the frame length (number

Kleinrock [3] to solve the hidden-terminal problems of CSMAg¢ slots) must be larger than the number of nodes in a two-hop
many collision-avoidance MAC protocols have been proposgghighhorhood, which is less scalable.

which include MACA [4], MACAW [5], IEEE802.11 [6] and

FAMA [7]. These protocols use three-, four- or even five-way . )
“collision-avoidance” handshakes based on small control pa ition (CATA) protocol for channel access control in ad-hoc net-

ets meant to avoid data collisions when sources of data paclyg%k.s ' CA;A dlsl_based don dylnamlc_: tc_)lpolr(]) gy(—jdipekndent trzns-
cannot hear one another. mission scheduling and employs similar handshake procedures

Two key performance limitations dall collision-avoidance as those used in collision-avoidance MAC protocols [4]-[7] and

i T rior approaches to topology-dependent time scheduling [11],
M.AC _protpcols are that. () they (.jo not support re_al t'me agEM] to eliminate the hidden-terminal problem and make reserva-
plications; and (b) they lack explicit support of multicasting or

. SR, : . tions. CATA adopts the reservation signaling scheme for ad-hoc
broadcasting, which implies that either a node must transmit thgtworks we first introduced in HRMA [17] to maintain reser-

This work was supported in part by the Defense Advanced Research Projé{tﬁgmnsv which makes CATA adgpt to dynam!c traffic service .
Agency (DARPA) under Grant F30602-97-2-0338 time. After a successful reservation, a sender is able to transmit

|. INTRODUCTION

In this paper, we introduce the collision-avoidance time allo-
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collision-free data packets on the reserved time slots in the fol- Frame

lowing frames, until the reservation is terminated; accordingly, slot 1] slot 2| slot 3] | slot L
CATA supports real-time applications like other reservation or —
scheduling protocols. CATA differs from previous topology- | SR[RTS] [NTS| Data |

dependent transmission scheduling protocols in that it supports

broadcast, multicast and unicast transmissions simultaneously

and is more adaptive to the dynamic traffic. SR: Slot Reservation, RTS: Request to Send, CTS: Clear to Send
The remainder of the paper is organized as follows. Section Il NTS: Not to Send, CL: Contender Listens

specifies CATA in detail. In section Ill, we prove that in CATA,

data packets are sent collision-free in the presence of hidden ter-

minals. Frame length in CATA is also discussed. Section IV pro-

vides an approximate throughput analysis of CATA for a fullyini_siots are intended for control packets and are called con-
connected topology, whichis tractable analytically and providgg| mini-slots (CMS1 to CMS4). The last mini-slot is meant for
useful insight (lower bound) on the performance of CATA iRj5t5 and is called data mini-slot (DMS). In practice, the DMS

general topologies, and some numerical results showing t8aguid be much longer than any CMS to reduce the protocol
CATA achieves very high throughputfor the range of traffic loagerhead.

within which the network is stable. Section V presents our CON-Fig. 1 jllustrates how slots are identified as reserved and

clusions. collision-free data are sent over reserved slots. CMS1 is used to
provide a “busy tone” to senders attempting to establish trans-
missions. Every node that receives data during the DMS of
A. Protocol Description the current slot sends a slot reservation packet (SR) in CMS1,;
) this control packet causes noise or is received by its neighbor
_ We assume that the radios used are half-duplex and the phySges which prevents them from attempting to reserve the cur-
ical links are bi-directional. The receiver of an active radio ig,nt 5ot for data transmission. In addition, every node that sends
always on while it is not transmitting. Time is slotted and slofg,¢5 quring the DMS of the current slot sends a request-to-send
are grouped into frames like previous protocols based on tragseyet (RTS) during CMS2 to jam any possible RTSs addressed
mission scheduling. CATA basic service consists of reserviiiis neighbors, who may not notice that the sender has reserved
collision-free time slots for unicasting, multicasting or broade ¢ rrent slot, which can in tumn cause interference to the
casting. Our description and analysis of CATA assumes a nQfkjghnors. Both the sender and receiver(s) of a flow keep quiet
persistent retransmission policy for slot reservations; howevg[mng CMS3 and the sender sends a not-to-send packet (NTS)
other policies are also possible. during CMS4. Data can flow from the sender to receiver(s) of a
For convenience, we refer to all the data that must be tramg,, during the DMS.
mitted by a node to one or multiple neighbors over a given gig 1 also shows how slots are reserved for broadcast, mul-
collision-free time slot as iow or messageData packets in the (icast and unicast. The sender of an intended reservation sends
same message, therefpre, can be addressed to different netvxf%%est only if it is not engaged in data exchange during the
level destinations sharing the same relay. We assume that, aigigs of the current slot. The source listens over the channel to

sender side, the LLC (logical link control) protocol above CATA\hsure that there is no busy tone: it sends an RTS during CMS2
notifies CATA of the end of a reservation, and that the end of@ne channel is clear during CMS1.

reservation can be notified to the receiver(s) by the data packet§ 54 RTS for unicast is received correctly at the intended re-

sentin the flow or message. ceiver, the receiver sends a clear-to-send packet (CTS) during
Small control packets are used for nodes to contend for a@m34; otherwise, no CTS is sent in CMS4. The sender of a
reserve slots. The operation of CATA is based on a few bagiicast RTS detects a successful unicast reservation with the re-
principles: ception of the CTS. Data can flow during the DMS of the cur-
1. Data from a source must flow without interference froent slot, and the same slot in subsequent frames, until the uni-
other sources over a reserved slot. Because of possible lgglst flow is terminated. If a node receives a correct RTS for
den terminals, the receiver(s) of a flow must be the onefsbadcast or multicast during CMS2 or detects the channel clear
telling the potential sources that the slot is reserved whidRiring CMS2, then it remains quiet during CMS3 and CMS4;
the sender of a flow must be responsible for telling thetherwise, it sends an NTS during CMS4 as a negative acknowl-
potential destination(s) that there exists interference in tBgment to any potential broadcast or multicast reservation be-
slot. ing made. The sender of a broadcast or multicast RTS detects
2. The sender of a broadcast or multicast flow should ngfe failure of its broadcast or multicast reservation request when
have to receive explicit feedback on the reservation froeither receives an NTS or detects noise during CMS4. If the
each neighbor. In CATA, this is accomplished with whagender of a broadcast or multicast RTS detects the channel clear
amounts to negative acknowledgments to reservation ttrring CMS4, it concludes that the reservation is successful and
quests, and by each node sending a control packet at #a@ start transmitting during the DMS.
start of a slot in which it is busy receiving data. We note that the algorithms and radio equipment needed
To accomplish slot reservations according to the above prior CATA are much the same as those needed for collision-
ciples, CATA divides a slot into five mini-slots. The first fouravoidance MAC protocols. In an ad-hoc network of up to a

[CLIRTS[CTSINTS| Dia |

Fig. 1. Slot and frame structure of CATA

1. COLLISION-AVOIDANCE TIME ALLOCATION



few hundred nodes, a control packet needs to be only a few I1l. CORRECTNESS OFCATA

bytes to specify sender and receiver(s); on the other hand, time )

slots should be capable of supporting average-size IP packet§he following theorem demonstrates that CATA can make
and multiple acknowledgments to such packets. Therefore, fifdrect reservations and eliminate hidden-terminal interference

overhead of control mini-slots is small compared to the needegpblems. We assume that there is no capture effect, which im-
length of the data mini-slot. plies that overlapping transmissions at a receiver causes the re-

ceiver to hear only noisk.It is also assumed that RTS from a
source can be successfully received by its addressed neighbor(s)
within finite time. All the neighbors of nodd are denoted by

Frame length is an important performance parameter for aq:y setN_(A). We consider a static _networ!<. we assume that
MAC protocol based on time scheduling, because it directly very pair of nodes have a common idle neighbor and will relax

fects delay and channel reuse. The frame length for the fi restriction later. _
TDMA protocol in a network withV nodes isV slots. Theorem 3:CATA guarantees that every addressed neighbor

For a nodeA to broadcast successfully using single—channgf a source can receive data with no collisions.
half-duplex radios, no nod@® within two hops fromA can Proof. Because every data receiver in a slot sends an SR dur-
broadcast at the same time slot .Asdoes; otherwised and iNg CMS1 and a node wishing to reserve the slot is allowed to
B cannot receive the broadcast data packet sent by each ofi@éd RTS only if the channel is clear in CMS1, a new reserva-
if they are one-hop neighborS, or their common neighbors Cﬁ(ﬁn attempt from a sender cannot collide with any eXiSting data
experience a collision ifl andB are two-hop neighbors. There-fransmissions at their destinations.
fore, for every node to broadcast successfully in one slot everyjEvery data sendei in a slot sends an RTS during CMS2,
frame, the frame length required in CATA must be larger thanwhich can cause RTS collision at any neighpof i if any other
the number of nodes in a two-hop neighborhood, which in timeighbork of nodej sends an RTS in the slot. Thus, it follows
worst case equals/in{d®> + 1, N} slots, wherel is the maxi- thatj cannot become a destinationio$ data transmission in the
mum node degree (number of neighbors a node has) of the sédt. Therefore, any existing data transmissions cannot collide
work andN is the number of nodes in the network. This resulith any newly established data transmission at its destination.
is the same obtained for the TOMA/FDMA scheme in [12].  For a broadcast or multicast reservation, if a neighbor of a

Theorem 1:The worst-case minimum frame length needecbntender for a slot is a data sender in the intended slot, then
for each node to unicast successfully in one slot every frametire data sender sends an NTS during CMS4, which stops the
CATAis Min{d*> + 1, N} slots. contender from reserving the intended slot for data transmission.

Proof Let us consider an arbitrary transmission from an arblherefore, broadcast or multicast data can be sent only if all
trary nodeA to any of its neighbors3. To schedule this trans- neighbors of the contender are ready to receive data.
mission, bothA and B must be idle in the intended slot. Itis Let us consider all neighbors of any broadcast or multicast
obvious that bothd and B can each have at mogt— 1 busy- contender are ready to receive data in the intended slot. If two
receiving slots in a frame not including the transmission fromodesz andy within two hops of each other contend for the
B. Furthermore, the transmission to be scheduled is not s&me slot, then their common neighkomho is listening dur-
lowed to interfere with any reception afs neighbors. In the ing CMS2, hears a collision and sends an NTS in CMS4, which
worst case, there can l§¢ — 1)? such slots. Note we alreadyforces both contenders to abort their intended reservations. On
exclude the cases in which the intended transmission cantbe other hand, ifz is the only node that contends for the slot
interfered. Therefore, in the worst case, with frame length wiithin its two-hop neighborhood, then all its neighbors receive
Min{d* + 1, N} slots, CATA can always find a collision-freethe RTS correctly and no neighbors send NTS, which leads to
slot for the intended transmission. a successful broadcast or multicast slot reservation:fand
Theorem 2: The worst-case minimum frame length for eacBuarantees that aii's addressed neighbors can receive the data

node to unicast successfully to each of its neighbors once evegjlision-free.
frame in CATA isMin{2d?, N'} slots. For a unicast reservation, if a contendsrdestination neigh-

Proof Similarly, let us consider an arbitrary transmission froford receives’s RTS correctly, then it must be true that no node
nodeA to its neighborB. It is obvious that bottd and B can  Other thand in N (r) can receive a correct RTS in the same slot,
each have at mog&(d — 1) busy (i.e., transmitting or receiving) for otherwise the RTS fromwould interfere with it. Therefore,
slots in a frame not including the transmission frdnto A. d is the only node iV (r) who sends CTS in CMS3 and the
In addition, neither can the transmission to be scheduled intefI'S is collision-free at. It must also be true that no node other
fere with any reception at’s neighbors nor any transmissionghanr in N(d) is sending an RTS in the same slot, for otherwise
from B’s neighbors can interfere with the transmission to H@ere will be a collision of RTS af. Thus the unicast transmis-
scheduled. In the worst case, there car2fae— 1)2 such slots. sion data fromr can be received collision-free by its destination.
Therefore, in the worst case, with frame lengttéfn{24*, N} In summary, newly established data transmissions cannot col-
slots, CATA can always find a collision-free slot for the intendelitle with one another at any of their destinations.
transmission™d

. T_he upper bound of the fr.ame Iength for unicast in CATA is L This assumption is reasonable for the type of commercial narrow-band radios
similar to that of [13], which isV(in{Nd/2,2d* — 2d + 1}. in which we are interested.

B. Frame Length



A. Discussion packets is the only source of errors.
Throughput is defined as the probability that any given node

It is possible (though not often) that the nodes contending for . . .
P ( 9 ) 9 a reserved slot for transmitting data in any given frame.

a broadcast or multicast slot do not have any common neigh ar,s
or their common neighbors are algo sending request in the Sgf€Analysis
slot. If this is the case, a contending node who sends an RTS is . , i
not able to know whether any of its one-hop or two-hop neigh- Since there is no spatial reuse in a fully-connected ngnNork,
bors is sending an RTS simultaneously. This will cause an undfs0adcast, multicast and unicast have the same behavior. The
sired saturation in which some neighbor(s) of the broadcasti¢stem can be fully described by one state varidbl) <
node or some addressed neighbor(s) of the multicasting ndde L), the number of reserved slots, i.e., the number of nodes
cannot receive the broadcast or multicast data because they’t@ have a reserved transmission slot, in a frame. We model
broadcasting or multicasting at the same time. This very prdh€ evolvement of the system as a discrete-time Markov chain,
lem was pointed out by Zhu and Corson [14] and solved in tMhere each state of the Markov chain can transit to any state.
protocol they proposed. A transition may occur when any data sender ends its flow or
Rather than resolving this unusual situation as part of tSQy idle node successfully reserves a transmission slotrj-et

handshake rules as it is done in [14], CATA resolves these r&&0te the probability that the system is in state _

iven a non-persistent policy for nodes to make reservations,

. . o G
conflicts by asking the nodes to send beacons listing all the- X o _
broadcast and multicast slots they have reserved and destfifyidle node contends for a slot with probabilily = 1 — ™.
tions periodically within the DMS. Furthermore, after a suc-etG = Nyg. The probability that withi idle nodes there is a

cessful reservation of a broadcast or multicast slot, the souf4scessful reservation in an unreserved slot is given by

sends such a beacon during the DMS, picking randomly when i '
in the DMS to send the beacon. Once a nodieds in a bea- 0(i) = <1>pa(1 —pa)' " 1)
con received that any neighbptransmits data in the same slot
asi does and at least one of them is the destination of the si-The probability that amongidle nodes there aresuccessful
multaneous data transmissionspay reschedule its conflicting reservations int unreserved slots can be expressed recursively
transmission accordingly. A simple rule, such as “smallest node
ID keeps the right for a slot” can be used to resolve conflicts.
Accordingly, conflicting broadcast or multicast reservations cd(i, t,s) = [l —0(i)] ©(i,t —1,5) +0(1)O(i — 1,t = 1,5 — 1)
be reduced and finally eliminated. 2)
with the ending condition

IV. APPROXIMATE THROUGHPUTANALYSIS .
) . I 1=-00)], s=0
A. System Model and Assumptions O(i,t,5) = 0 t<s

We assume that new or retransmitted requests to establish . .
reservations arrive at each node according to Poison process (e System is in staté, the probability that data senders
with average arrival ratg requests per slot. Each node has egnd their flows during a frame, denoted By, is
actly one buffer which can store only one message. For sim- I
plicity, we assume that each node can reserve at most one slot D,(c”) = < )q”(l " o<n<k (3)
for data transmission in each frame. We call a node that has no n
reserved transmission slot in a frame an idle node in the frameyyen calculating the transition probabilities, we will condi-

An idle node will try to make reservation for a request arrival ifjgn on the number of data senders ending their flows in a frame,
the next slot. _ n. For the transition from state in frame f to statel in frame

We consider variable-length flow and assume that, on the §V3 1, at leasti = maz (0, k — [) nodes must end their flows in
erage, it takes slots to send all the data packets in a flow, i.eﬂfamef; thereforefs < n < k, ands = [ — (k—n) nodes should
the average flow length (AFL) is slots. We also assume thaleach successfully reserve a slot in fragie 1. The transition

the flow length is geometrically distributed, which implies tha$;opability from statek to statel is thus given by
the probability that a flow ends at the end of a transmission slot

isq=1/4. k
To simplify our analysis, we consider a fully-connected net- Pix = » D{VON —k+n,L—k+n,l—k+n) (4)
work topology with N nodes. Given that CATA guarantees n=mn

collision-free data transmission after reservation in the presenc%\/e can solve the alobal balance equations: S~ P
of hidden terminals, a fully-connected network is the worst case - Lg € equation 2 K=o ™k Lk
scenario in terms of interference, contention or spatial reu¥dth the condition),_, m = 1, which yields the throughput of
Therefore, the throughput of CATA for a fully-connected nethe systen = - S°F_ k.

work with N nodes is a lower bound of the throughput of CATA i

for a general topology where the number of nodes in a two-h&p Numerical Results

neighborhood isV. We will use a frame lengthl,, equal toNV Fig. 2 shows the throughput of CATA in a fully-connected
slots. To focus on the MAC protocol, channel errors are ignoreétwork with 16 nodes. The throughput versus normalized of-
and we assume there is no capture effect, so that collisionfefed load curves are plotted for various values of average flow



CATA: N=16 nodes, L=16 slots, AFL in slots CATA: L=N slots, AFL=10 slots
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Fig. 2. Throughput performance of CATA with various AFLs Fig. 3. Throughput performance of CATA with various node densities

length (AFL). As it should be expected, throughput grows sig- CATA is designed to operate well with simple single-channel
nificantly when AFL increases. For large AFLs, the throughpbglf-duplex radios. CATAs simplicity and ability to provide
is close to that of fixed TDMA, whose throughput is close tehannel-access delay guarantees and support for collision-free
one under very heavy load. However, keep in mind that CAT&oadcast and multicast traffic makes it much more attractive
needs a much shorter frame length for practical ad-hoc netwotran such collision-avoidance MAC protocols as IEEE802.11,
(whereN >> d?) and thus has much higher channel reuse ratiACA, MACAW, and FAMA.

Fig. 3 exhibits the throughput of CATA in fully-connected
networks with 9 and 16 nodes. The AFL is fixed at 10 slots. The REFERENCES
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