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Abstract— A new multichannel MAC protocol called Hop-Reservation frequency hops while a packet is being transmitted is not simple
Multiple Access (HRMA) for wireless ad-hoc networks (multi-hop packet \when nodes move and data rates are high (1MbpS). Given the
radio networks) is introduced, specified and analyzed. HRMA is based on . L )
simple half-duplex, very-slow frequency-hopping spread spectrum (FHSS) FCC regul_atlons for ISM bands and t_he characteristics of today’s
radios and takes advantage of the time synchronization necessary for fre- COTS radios, the problem of designing MAC protocols that use
quency hopping. HRMA allows a pair of communicating nodes to reserve very-slow frequency hopping (i.e., an entire packet is sent in the

a frequency hop using a reservation and handshake mechanism that guar- g5 e hop) as a combination of time and frequency division mul-
antee collision-free data transmission in the presence of hidden terminals.

We analyze the throughput achieved in HRMA for the case of a hyper- t'iplexing of the radio Cha_nn9| i$ very timely. CUinUSlyz there is
cube network topology assuming variable-length packets, and compare it little work reported on this subject. There are many prior exam-
against the multichannel slotted ALOHA protocol, which represents the ples of MAC protocols for frequency-hopping radios. which are
current practice of MAC protocols in commercial ad-hoc networks based tvpically b d lving ALOHA lotted ALO,HA .

on spread spectrum radios, such as Metricom’s Ricochet system. The nu- ypically base .On applying or slote usmg
merical results show that HRMA can achieve much higher throughput than  the same hopping sequence for all nodes or sender- or receiver-
multichannel slotted ALOHA within the traffic-load ranges of interest, es-  griented code assignments [7][8]. However, these approaches
pecially when the average packet length is large compared to the duration : : s _
of a dwell time in the frequency hopping sequence, in which case the maxi- assume that r?dlos hOp f.re.q.uenmes. within the same paCKEt fre
mum throughput of HRMA is close to the maximum possible value. quently to achieve code division multiple access (CDMA). IEEE
802.11[1]incorporates a convergent layer that makes the charac-
teristics of the physical layer transparent to the MAC protocol.

- ) ] A concrete example of using very-slow frequency-hopping ra-
Because of the recent affordability of commercial radios arflos is the MAC protocol used in Metricom's Ricochet wireless
microprocessor-based controllers, multi-hop packet radio ngkstwork[2], which assumes that each receiver has its own chan-
in computer communications. Ad-hoc networks extend packgiguence of the receiver. The sender synchronizes with the re-
switching technology into environments with mobile users, caRiver's hopping sequence and transmits all its data packet over
be installed quickly in emergency situations, and are self configz same frequency hop at which synchronization occurred. The
urable, which makes them very attractive in many applicationgata packet can last longer than a normal frequency-hop dwell

including the seamless extension of the Internet to the wirelegge, which is the hop duration time when there is no data. How-

mobile enyironment. ever, neither [1] nor [2] provides collision-free data transmission
The unlicensed nature of ISM bands makes them extremg{ithe presence of hidden terminals.

attractive for ad-hoc networks; furthermore, there is widesprean : . :
o . ' ! e introduce the Hop-Reservation Multiple Access (HRMA
availability of commercial, affordable radios for the 915MHz P b ( )

. i .“protocol, which takes advantage of the time-slotting proper-
2.AGHz and 5.8GHz bands. Accqrdmgly, developing med'uﬁés of very-slow FHSS. Section Il specifies HRMA in detail.
access control (MAC) protocols with which the nodes (packet,

: " HRMA uses a common hopping sequence and permits a pair
radios) of ad-hoc networks can share the ISM bands efficiently - /1< 1o reserve a frequency hop over which they can com-
is critical for the future success of such networks.

. . ; municate without interference. A frequency hop is reserved b
In ISM bands, radios must operate using direct seque d y hop y

"Sntention through a request-to-send/clear-to-send exchange be-

spread spectrum (DSSS) or frequency hopping spread SPeCMon a sender and a receiver. A successful exchange leads to

(FHSS)[3]. This paper focuses on the design of an eﬁiCithreservation of a frequency hop, and each reserved hop can re-

MAC protocol for ad-hoc networks based on FHSS radios OP&hain reserved with a reservation packet from the receiver to the
ating in ISM bands.

. . . ender, which prevents those nodes that can cause interference
The maximum dwell time on a frequency hop allowed in IS

. . ) om attempting to use the reserved frequency hop. After a hop
bands is 490 msep[?], which at 1Mbps allows entire paCI(Gtsigoreserved, a sender is able to transmit data beyond the nor-
be transmitted within the same frequency hop. On the ot

. . i *]ﬁ%u frequency-hop dwell time on the reserved frequency hop. A
hand, keeping the sender and receiver synchronized on the saBimon frequency hop is used to permit nodes to synchronize

*This work was supported in part by the Defense Advanced Research Proj&f&h one another. Section Ill demonstrates that HRMA guar-
Agency (DARPA) under Grant F30602-97-2-0338 antees that no data or acknowledgment packets from a source
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or a receiver collide with any other packets in the presence of
hidden terminals. Section IV provides an approximate through-|-S: SI0t| slot 1] slot 2] slot 3| slot 4] slot 5]
put analysis of HRMA for the case of a hypercube topology, ~— foH
which constitutes the worst-case scenario for the hidden termi-

nal interference, and variable-length packets. The same analy- SYN HR | RTS | CTS
sis is presented for the multichannel slotted ALOHA protocol N fo f3

with receiver-oriented channel assignment (ROCA). Section V
presents the numerical results of our analysis comparing the
two protocols; the results show that HRMA achieves very high
throughput for the range of traffic load within which the network
is stable, which can be enforced in practice with simple back
strategies. Section VI presents our conclusions.

Fig. 1. Structure of HRMA slot and frame

%fi[l example of the HRMA frame, where there are five frequen-
cies in the hopping sequence, and thus, six slots in a frame.

II. HRMA PrRoTocoL

HRMA is based on a common hopping sequence for the en
tire network and requires half-duplex slow frequency-hopping\when a new node becomes operational, it must listen to the
radios with no carrier sensing to operate. HRMA can be viewggnchronizing channel for a time period long enough to gather
as a time-slot reservation protocol in which a time slot is alshe synchronization information about hopping pattern and tim-
assigned a separate frequency channel. ing of the system so that it can get synchronized with the system.
If the new node does not detect any synchronization informa-
tion during that time, it finds an empty system. The new node

HRMA uses one of thd, available frequencies, which wecan broadcast its own synchronization information and create
denote byf,, as a dedicated synchronizing channel on which new one-node system. A new node can easily join or cre-
its nodes exchange synchronization information. The rest of thte a system with HRMA because the synchronization informa-
frequencies are further divided infd = | (L—1)/2] frequency tion is repeated in every HRMA slot. Hence, nodes in the same
pairs(fi, f7),i = 1,2,..., M. Hence, the length of the hoppingconnected component of a network, which we call group, are
sequence i9/. For anyi, f; is used for sending or receivingsynchronous with each other. In contrast, nodes from different
hop-reservation (HR) packets, request-to-send (RTS) packgrsups are disconnected and asynchronous.
clear-to-send (CTS) packets, and data packets wtiiis used et the length of a HRMA slot and the synchronizing period
for sending or receiving acknowledgments to data packets sefit normal HRMA slot be; andy,, respectively. It can be seen
on f;. from Fig. 2 that the dwell time of, at the beginning of each

As in any MAC protocol operating with FHSS radios, tim¢rame isp + 7,. Because the synchronizing period is repeated at
in HRMA is slotted. Each HRMA slot consists of one synchrathe beginning of each HRMA slot, there must be at leastfane
nizing period, one HR period, one RTS period and one CTsynchronizing period of length, within any interval of length
period, each of which is used to exclusively send or receive then,. Therefore, any two nodes from disconnected groups must
synchronizing packet, the HR packet, the RTS packet, and #ieays have at least two overlapping time periods of lemgth
CTS packet, respectively. Each slot is assigned a frequency hepf, within any time period equal to the duration of an HRMA
which is one of theM/ frequency hops in the common hopframe no matter how large the timing offset between the dif-
ping sequence. All the nodes that are not transmitting or fferent groups is. Fig. 2 shows the worst case overlapping time
ceiving data packets, which we call idle nodes, hop togethbetween asynchronous groups. Therefore, HRMA allows dif-
All idle nodes must hop to the synchronizing frequerfgyand ferent groups to merge. A synchronization protocol based on a
exchange synchronizing messages during the synchronizing ligten before transmit policy for beacon packets similar to that
riod of each slot. During the HR, RTS and CTS periods of eaelivocated in IEEE 802.11[1] can be used in the synchronizing
slot, however, all idle nodes must dwell on the common frgeriods and synchronizing slots. However, it would be difficult
guency hop assigned to each slot. We call the frequency Hopasynchronous groups to merge in 802.11 networks. In the
assigned to the current slot the current frequency hop. rest of this paper, we assume that all nodes are synchronized.

For synchronization purposes, a special slot called synchro-
nizing slot is defined that is of the same size as a normal slot. All
idle nodes must dwell on the synchronizing frequeficguring
the synchronizing slot to exchange synchronization message§™ " *
The exchange of synchronization messagesom synchro-

Synchronizing Nodes to a Common Hopping Sequence

A. Organizing Time and Frequencies

a frame interval

\Wl\

%/%

///

overlapping time

nizing slot or synchronizing period allows nodes to synchronizeg, ;5 ‘\-.
AN NN

with one another, i.e., to agree on the beginning of a frequency
hop in the common hopping sequence and the current frequency
hop.

The synchronizing slot followed by th&/ consecutive nor- _ o -
mal slots, which pass through all thé frequencies in the com- Fig. 2. Worst case overlapping time on synchronizing frequency
mon hopping sequence makes up an HRMA frame. Fig. 1 shows

. Beacons



C. Accessing and Reserving Hops f————————— HRMA frame HRMA frame

Assuming that nodes are able to synchronize according tL_fo i i [ &[ff & [t [fit[ & |f05‘ f @ Bt
a common hopping sequence, the rest of HRMA's operation

pertains to the way in which nodes access and reserve spe-' Loif] Data on f; [ [Dataffack f]
cific frequency hops. To simplify our analysis, we assume a RTdcTY HR]RTY
non-persistent policy for hop reservations; persistent versions of : -
HRMA are also possible. [ Data on f, [ Acit]
When an idle node receives a data packet to transmit before rRT9cTy
the RTS period of a given slot has started, the node backs off
if the HR period contains an HR packet. The back-off time is B
random and is a multiple of the HRMA slot time, so that the
node is ready to attempt transmission at the beginning of a slot Fig. 3. HRMA basic operations

after the back-off time elapses. Otherwise, if there is no HR

packet claiming the slot, the node sends an RTS to the intended. . :
receiver and waits for the CTS. Whenever a node receives an '9: 3 shows the different cases for access and reservation of
RTS intended for it, it sends a CTS back to the source in t Qpsin HRMA, namely, Case I: a successful reservation for data
CTS period of the same slot and stays in the same freque ger than a frame; Case Il: a successful reservation for data
hop (instead of hopping to the next frequency) waiting for t orter than a frame; and Case llI: an unsuccessful reservation.
data packet. If the node receives no CTS from the receiver jrf* MOre efficient variant of HRMA allows the data including
the CTS period, it backs off a random number of slots and rifiggybacked acknowledgment o flow in both directions and es-

to send its RTS again in another slot. If the source node recei lglishs a dup_lex data pipe between f pair of nOdeS’ with one
a CTS for him from the receiver, the source and the receiJ&?de transmitting orf; and the other orf;". With this approach,

have reserved the current frequency hop and the source is é fsame hop reservation procedure is needed whenever the data

to transmit its data packet after the CTS period. The source digither direction last longer than an HRMA frame.
receiver dwell on the same reserved frequency hop during the '€ Pseudo code in Fig. 4 presents the specification of
entire data transmission. HRMA. We note that the mechanism used to contend for and
When an idle node receives a data packet to transmit after [RS8V frequency hops in HRMA is similar in complexity to
RTS period of a given slot has started, the node simply bacch simple MAC protocols as FAMA[4][5] and MACAWIGE].

off. This is done because such a node is unable to request a hop
in the current slot anymore.

After the CTS period of a slot, all nodes that are not transmit- The following theorem proves that HRMA eliminates hidden-
ting or receiving data packets hop fg and dwell onf, for a terminal interference problems. To prove this theorem, we as-
time period of lengthy, to exchange synchronization informasume that all nodes are synchronized, that there is no capture ef-
tion, and then hop to the next frequency hop of Merequen- fecton any channel, and that any overlap of transmissions at any
cies in the common hopping pattern. receiver on any channel causes all packets to be lost. Links are

A data packet transmitted in HRMA can be of any lengthidirectional, which is a requirement that stems from RTS/CTS
and a node can send multiple data packets as well. Howew®xghange.
since HRMA operates in the ISM bands, a data packet or packef neighbor of a noded is a node that has a link td. All
train cannot exceed the maximum hop dwell time allowed by titlee neighbors of nodd are denoted by the s&f(A). We call
FCC. When the data that need to be exchanged between seadéme period equal to the duration of an HRMA frame a frame
and receiver require multiple HRMA frames for their transmignterval.
sion, the sender notifies the receiver in the header of the datdheorem HRMA guarantees that no data or acknowledge-
packet and the receiver sends an HR packet during the HR pent packet collides with any other packet in the presence of
riod of the same slot of the next frame. This informs the neighidden terminals.
bors of the receiver that they cannot attempt to use the frequenciroof. If no RTS is successful, then no data packet or ac-
hop occupied by sender and receiver. When the sender recekieavledgment packet is sent and thus no data or acknowledg-
the HR from the receiver, it sends an RTS to jam any possilfeent packet is involved in any collision.

RTSs addressed to its own neighbors, which may not hear théf a destination nodé successfully receives an RTS from a
receiver. Thus, without further contention, the frequency hgource nodeS on frequency hogfy in slot m, it must be true
remains reserved by the sender and receiver for the followitigat no node other thafi in N (D) is transmitting onfy, in the
HRMA frame. Both sender and receiver keep silent in the CTRI'S period of slotm; otherwise, there will be a collision of
period of the slot, and more data are transmitted after that oR¥Ss at the destinatioR. Therefore, no other node iN(D)
the same reserved frequency hop. The hop remains reservechin be a source node g during the following frame interval.
a similar fashion, until the sender relinquishes it. However, note that any other nodeM(D) can be or become a

After the source sends a data packet, it hops to the corseiccessful destination on hgpifitis notin N(S). It must also
sponding acknowledgment frequency, and the receiver senddarrue that no node other théhin N (.S) can receive a correct
acknowledgment packet back to the source on the acknowle8J-S for it in slotm; for otherwise the RTS fron§ would inter-
ment frequency. fere with it. Accordingly, no nodes other th@hin N (S) can be

IIl. CORRECTNESS OHRMA



Variable Definitions
S L = Slot Length
F L = Frame Length
P D = Packet Detected
T E = Timer Expired
L D = Local Data
T prop =Maximum Propagation Delay
Tproc = Processing Delay

Procedure START()
Begin
Timer+ 3 X FL;
While(PD A T E) listen;
If(P D)
Then Begin
Receive packet;
DO CACE of (received packet type)
Begin
Synchronizing packet:
Accept the synchronizing parameters;
Call PASSIVE();
Default:
Call START();
End
End
Else Begin
Set the synchronizing parameters and send synchronizing packet;
Call PASSIVE();
End
End

Procedure ACCESS ()
Begin
Send RTS to destination in RTS period;
Listen during CTS period;
If (CTS received for the RTS sent) Then call XMIT ();
Else call BACKOFF ();
End

Procedure PASSIVE()
Begin
DO CASE of (event type)
Begin
Beginning of Synch period:
Call SYNCH ();
During HR period:
Listen;
End of HR period:
If (L D in Synch or HR period\ P D in HR period)
Then call ACCESS ();
During RTS period:
Listen;
Beginning of CTS period:
If (RTS receivedA Destination ID = Local ID)
Then Begin
send CTS to source;
Call RECEIVE ();
End
End of CTS period:
If (LD inRTS or CTS period) (LD A P D in HR period))
Then call BACKOFF ();
Else call PASSIVE ();
End
End

Procedure RECEIVE ()
Begin
More.Packet + 1;
HR.Timer <~ F'L;
While (HR_Timer not expired\ M ore_-Packet)
Begin
Timer < 2 X Tprop + Tproc;
While (T E A P D) wait;
If(TE)
Then Begin
If (L D) Then call BACKOFF ();
Else call PASSIVE ();
End
Else Begin
Receive Packet;
DO CASE of (received packet type)
Begin
DATA:
If (Destination ID = Local ID)
Then Begin
Pass packet to upper layer;
If (last packet)
Then Begin
More.Packet + 0;
Hop to the corresponding ack frequency;
Send Ack to source;
End
End
Else Begin
If (L D) Then call BACKOFF ();
Else call PASSIVE ();
End
Default:
If (L D) Then call BACKOFF ();
Else call PASSIVE ();
End
End
End
If(More.Packet)
Then Begin
If (L D) Then call BACKOFF ();
Else call PASSIVE ();
End
Else Begin
Send HR packet in the next HR period;
Listen during RTS and CTS period;
Call RECEIVE () at the end of CTS period;
End
End

Procedure SYNCH()

Begin
Hopto fp:
While (in Synch period) do synch information exchange;
Hop to the next frequency according thepping pattern;
Return to calling procedure;

End

Fig. 4. HRMA Specification

Procedure XMIT ()
Begin
If (data length> F' L)
Then Begin
Construct a data packet of lengkh L by taking part of the data;
More.Packet field in packet heade— 1;
End
Else Begin
Put all the data in a packet;
More.Packet field in packet heade— 0;
End
Transmit data packet;
Timer «+— delay till the end of the next HR period;
If (No more data) Then hop to the corresponding ack frequency;
While (T'"E A P D) Listen;
If(PD)
Then Begin
Receive packet;
DO CASE of (event type)
Begin
More dataA HR received for this link:
Remove the data sent from data buffer;
Send RTS;
Call XMIT () at beginning of next slot;
No more datan Ack received for this packet:
Remove the data sent from data buffer;
If (L D) call BACKOFF();
Else call PASSIVE();
Default:
Call BACKOFF();
End

End
Else call BACKOFF ();
End

Procedure BACKOFF()

Begin
Calculate maximum number of backoff slots, m,
according to some backoff algorithm;
Timer+ RANDOM(0, m x SL);
While (TRUE) Do

Begin
DO CASE of (event type)
Begin
Beginning of Synch period:
Call SYNCH();
During HR period:
Listen;
End of HR period:
If(TE A PD inHR period) Then call ACCESS ();
During RTS period:
Listen;
Beginning of CTS period:
If (RTS receivedA Destination ID = Local ID)
Then Begin
Send CTS to source;
Call RECEIVE ();
End
Else listen during CTS period;
End of CTS period:
If (T E A P D inHR period) Then call BACKOFF ();
End
End
End

or become successful destinations on ligpluring the follow- The acknowledgment packet for a data packet is sent on a dif-
ing frame interval, however, they can be or become succesdtrent frequency of the corresponding frequency pfirthere-
sources oryy, if they are not inN (D). As a result, during the fore, an acknowledgment packet could only collide with other
following frame interval,S is the only source orf;, in N(D) acknowledgment packets. However, as stated above, no two
andD is the only successful destination ¢pin N(S). There- successful destinations exist in the neighborhood of any suc-
fore, the CTS fromD and data packet frorfi are collision free. cessful source on the same frequency hop, which implies no
acknowledgment packet can collide with any other acknowledg-
If the data packet lasts longer than a frame, the destinatig@nt packet.
sends an HR in the same slot (si), and thus, on the same Therefore, it follows that HRMA guarantees that data and ac-

frequency hop f,) of the next frame, which prevents any othegnowledgment packets are free of collision in the presence of
node inN (D) from sending an RTS offy, in slot m and be- pigden terminals. Q.E.D.

coming a source node. HR is collision freeStbecauseR is
the only destination orf;, in N(S). After S receives an HR, it
sends an RTS offi, in slotm, and this prevents any other node .
in N(S) from correctly receiving any possible RTS gh di- A. System Model and Assumptions

rected for that node and becoming a destination. Therefore it i=or simplicity, we assume a symmetric hypercube network
still true thatS is the only source orfy, in N(D) andD is the topology, in which each node haé neighbors and the neigh-
only successful destination g in N (S) during another frame bors of the same node are hidden from each other. All links are
interval. Also note that nodes iV (S) but not in N(D) can bidirectional or symmetrical. This type of topology constitutes
become successful sources and nod€g (i) but notinN(S) the worst-case scenario for the hidden terminal interference, and
can become successful destinationsfpmuring the following assuming the same number of neighbors per node permits us to
frame interval. Therefore, again a data packet frimwill be focus on any one node to analyze the throughput of the system.
collision free in any subsequent frame interval, until the end 8fadios are half-duplex and each radio can only tune on to one
the data. frequency at a time. Throughput is defined as the average uti-

IV. COMPARATIVE THROUGHPUTANALYSIS



lization of the receiver (or transmitter) per node, i.e., the probigy that a node ends its idle period during a slot, denotedby
bility that each node is receiving (or transmitting) data packetsthe probability that the node successfully transmits or receives
successfully. Because we assume half-duplex radios, the maxi-RTS in that slot (which are mutually exclusive events) given
mum throughput of any MAC protocol is 0.5. that it is in the idle state, denoted srr7Ts and Psgrrrs,

We assume new or retransmitted data packets arrive at esedpectively, i.e.,
node according to Poison process with average arrival xate
packets per second. Each node has exactly one buffer for the a1 = Pstrrs + Psrrrs (1)
data packets. The destination of any data packet from each nodlg

enote byP, the probability that a node is on the current
is uniformly distributed among all its neighbors. All the node ¥ CFIR P y

) . . i ﬁequency hop given that it is receiving a data packet and denote
are synchronized with slot size equahtoThe traffic load nor- by Py the probability that a node is on the current frequency

malized to slot size is denoted lly = A7j. To simplify our 5 given that it is transmitting a data packet. Let us number
analy3|sdar:d to focu; on the MAC protocol, we_lgnorehany Profie slots from the slot just before the current slot back to all the
agation delay, guard time or any processing time. They can Be.qq sjots as slot 1, 2, ..., and denote the probability that a data
easily taken into account if necessary, and in ad-hoc netwo

S , . smission is initiated during slotoy P(i). The probability
operating in ISM bands, propagation and processing delays g{e’i‘t a data transmission remains in the current slot given that it is
)

far smaller than packet lengths. Since IP packets have varig 8 ated in sloti is denoted by?(T'|i). Due to the geometric dis-
sizes, we are only interested in variable-length data packets. Wution of the packet length, we haw{(T'|i) = p'~!. Because
assume that any data packet is transmitted at the beginning gi & 5 no difference between any slot except that different fre-

slot and ends at the end of a slot; therefore the size of the d&'ﬂ%ncy hops may be used for RTS/CTS exchange in different
packetd is a multiple of the slot size. We further assume matslots, it should hold true that, for aryandj, P(i) = P(j). It

follows a geometric distribution with an average sizelalots, follows that

which implies that the probability that a data packet ends at the

end of a slot isy = 1/d. We also denote by = 1 — ¢ the P Yo P(T)iM)P(jM)  pM-1g

probability that a data packet does not end during a slot. HTT TSR P PG) 1-pM
The channels are assumed to be error free and have no capture N

effect, so that collision of packets is the only source of errors, -8t Prrr be the probability that a node sends HR packet and

and more than one packet overlapped on the same channel Bx &€ the probability that a nqde will continue transmitting data
receiver leads to a collision and no packets involved in it can BB the current frequency hop in the next slot. It yields that

received correctly by the receiver. Pyr = pPrPep g 3)

(2)

B. Approximate Throughput of HRMA and

Let the length of HR, RTS or CTS beseconds and the size Px = pPrPcp|r (4)

of the synchronizing period be a multiple ®f (c — 1)y. Thus  The probability that a node has packet arrival is giverPay=

the slot sizen equals(c + 2)v. For simplicity, we ignore the | _ ey Tg keep the analysis tractable, we assume that the

synchronizing slot in our comparative analysis and assume thahsmissions of all the neighbors of any given idle node are in-

the synchronizing period of a slot is much longer than the suffiapendent on each other and the given idle node. Denote by

of RTS, CTS, and HR period. _ Prrs the probability that a node sends RTS for a new data
There arel! frequencies (or frequency hops) available, wheggycket. We have

M > N. This is the case for a typical multi-hop packet radio
network operating on the ISM bands and using FH radios as Prrs = PrPs(1 — Pygp)™ ! 5)
described in Section I, where the number of neighbors of each

node is usually smaller than the number of available frequenci Given thgt anodeisidleina glven.slot, the'node can Success-
We observe that any node in a given slot can be either tra fy transmit an RTS to one of its neighbors in the given slot if

mitting a data packet, or receiving a data packet, or other th@d OnlY if in the given slot (1) the node has packet arrival dur-

the above two, which we call idle. Note that a node in the ial@d the access period (i.e., the synchronizing or HR period); (2)

state can transmit or receive RTS or CTS packet. We assume e of its neighbors other than the destination sends HR, i.e.,

the system is in stable operation and the steady state exists. P& will not .contmue receving dgta on ,the currenF frequency in
Pr, Pg, and P; be the probabilities that a node is transmittin € next slot; .(3) none (.)f its destination’s other.ne.|ghbors sends
data, receiving data, and idle in a given slot, respectively. L iI'S, attemp.tlr'lg fo initiate a new data transm|SS|on.or to con-
1, T, andR denote the average lengths of an idle period, a d4tjue transmitting data on the current frequency hop in the next
transmitting period and a data receiving period, respectively. T RMA slot; (4) its destination is idle and does not send RTS.

We also observe that, for any node, an idle period must beTzﬁe probability that the destination does not send RTS is the

least one slot in length and must precede every data transmitgﬁlgb??'l'tytthat It fh.?s no F;]T)Cket am(\j/alhg '\tNhastt)a.Ck?:] a”'])’a'
or receiving period, because any successful data transmissio pAatieast one otits neighbors sends HiR. Ve obtain, theretore,

reception must fpllowa §uccessfu| RTS-CTS exchange. By thip rrrs = Pa(l — Par)N~'(1 = Prrs — Px)V"1P; x
observation, an idle period of a node ends at the end of a sloti L p P P N1
1_( — I'HR — I'RTS — X>
1— Prrs — Px

and only if there is a successful RTS from or to this node inthis(y _ p,) 4+ p,
slot to initiate a new data transmission. Therefore, the probabjl-




The above equation can be simplified to

Pstrrs = Prrs|[(1—Prrs—Px)N !

— Pa(l1=Prrs — Px — Pugp)V '] (6)

Due to the symmetry of the network topology and the traf-
fic model for the whole system, it is easy to see that ;- =
Perry PstrTs = Psrrrs andPr = Pr = (1 — Pr)/2.

Because HRMA guarantees that no data packet collides with
other packets, the data transmitting or receiving period has the
same distribution as that of the data packet length; ther&fete

R=n/q.
The duration of the idle period can be modeled as a geomate omitted in the diagram). A transition may occur in the next
rically distributed random variable with a probability of endinglot when any neighbor node finishes transmitting or has packet

Fig. 5. Markov process for multichannel slotted ALOHA

in a slot beingy;. Therefore, we havé = n/q;. arrival in a slot, ,
The idle probabilityP; can be calculated as Denote byAgj) and D,(j) the probabilities that nodes have
_ packet arrivals ang nodes finish transmitting during a slot in
P, = T — f(Py) @) statek, respectively. We have

. . . , N\ . o
We now have a set of nonlinear equations’in which can be A0 — < . >pza(1 —p)NTE 0<i<N—k (9)

solved by iterationP; ..., = Py o1q- This procedure can con- k
verge with only a small number of iterations.
Finally the throughput of HRMA is given by and . k
DY) = <.>qj(1 - 0<i<k (10)
S—pp=py= 1 J
2 For the transition from statkein slot¢ to statel in slot¢ + 1, at

C. Approximate Throughput of Multichannel Slotted ALOHA !€asti = maz (0, k — I) nodes must finish transmitting in slot
; ) t. Therefore, the transition probability from any st&téo any
Prior MAC protocols based on slow frequency hopping agiate; is given by

sume ALOHA or slotted ALOHA access to the channel and typ-

ically assume ROCA (e.g., Metricom’s system[2]). There are k (1) ()
three type of saturations that can cause collision in the ad-hoc Dk = Z AT D,(gn (11)
networks with half-duplex single channel radios: (1) multiple n=n

packets are directed to the same dgsthatlon; (2) mulnple pa%é can obtain the state probabilities by solving the global bal-
ets not addressed to the same destination both arrive at any NEs equations:

of the destinations; and (3) the destination is transmitting. In

this paper, we assume that a perfect ROCA technique is used for N
ALOHA, where each node is assigned a frequency such that no ™= Z mepe 0<I<N
two nodes with a same neighbor are assigned a same frequency. k=0

A node tunes its transmitter to the frequency assigned to the in-
tended receiver when it needs to transmit its packet. With thiéth condition>>)Y o 7 = 1.
assumption, we can eliminate the collisions caused by situatioDenote byBZ(j) the probability thaj nodes are sending pack-
(2) above. In practice, this is not easy to be implemented dis to a given node given thahodes are transmittinngj) can
a mobile environment. Thus, the throughput we obtain is & expressed as
upper bound. We assume that transmission preempts any recep-
tion. When a packet arrives at a node not transmitting, it will be ) i 1IN\ /N 1\ o
transmitted at the beginning of the next slot. B = <]> (ﬁ) (T) 0<5 < (12)

For any given node (on a specific frequency) we can construct
a queueing system witl customers an@V servers. Thus any  The probability for any nod& to successfully receive a data
arrival can get served at the beginning of the next slot. Tipacket is equal to the probability that: (a) only one packet is
arrival probability at each idle node in any slopis=1—e~“. directed to nodeR from its neighbors in a slot, (b) any packet
The service time for each arrival is the packet length. We can userently being transmitted to or from node(if any) ends dur-
the Markov model shown in Fig. 5 to describe the operation ofg this slot, and (c) no any other packet will be transmitted to
this queueing system, where each state of the chain representsom nodeR during its receiving time. To keep the analy-
the number of transmitting neighbors of the given node (busis tractable, we assume that, during the receiving time of any
servers) during a slot. Let, denote the probability that the packet atR, any neighbor ofR can at most send one packet,
system isin staté, 0 < k < N. According to our assumptions,which leads to an upper bound of the throughput because we
each state of the Markov chain can transit to any state (self loapglerestimate the collision probability. The probability that an



idle neighbor of node? has no packet arrival fak in i consec- 05 _HRMA(M=40,N=20, APLinslots)
utive slots, denoted b¥;, is 0.45 1
5 1— efiG 13 0.4 e, APL=1000 —— A
i=1- ——  APL=200 -+
i=1 N (13) ® 035 APL=100 -=-
B =
It follows that the probability of (c), whed® hasr idle neigh- £ %3 B 1
bors, is S oy 1
N s—1 £ o2f |
Cr=> p"lq(l—pa)" 'E] ;. (14) 3 if
panet £ 015 F/ 1
F i " : ;
Therefore, the throughput for any node that is not transmitting 01k W 1
when the packet arrives is given by: 0.05 £ ok ? ‘ )
=k b “ 0 0 0‘1 0‘2 0‘3 ~;;P(~):~ Mome 0L7 0‘8 0‘9 1
S1 = Z T Z Al(cm)Bgi) Z Bl(c])qj Z Dl(c”_)j CN_k—m+jtn ’ ’ Offered Load per Node G ' ’
k=0 m=1 j=0 n=0

(15) Fig. 6. Throughput of HRMA with different values of average packet length
In any slot, a node is either transmitting or not transmitting. ¢ 45 HRMA (M=40, APL=200 slots)
We can use a simple two-state Markov chain withas the
transition probability from nontransmitting state to transmitting
state andy as the transition probability for the reverse direction 0.35
to describe its behavior. Solving this Markov chain, we get the
transmitting probability for any node in a slbt = p,/(p. +q).
Therefore, the throughput of multichannel slotted ALOHA is

T T

Throughput per Node S

given by 0.2 B 1

S = (1 - Pt)Sl + Ptqsl (16) 0.15 F i

V. NUMERICAL RESULTS 01t ]

The numerical results are given in Fig. 6 through Fig. 10, 0.05 1
which depict the throughput per nodeas a function of normal- 0 R U N .

ized offered load per nodé@ with different numbers of neigh- 0 o1 o0z 03 04 05 06 07 08 09 1

. Offered Load Node G
bors per nodév, different values of average packet length APL, ered roadperTiote

or different numbers of frequencies available(for the case of  Fig. 7. Throughput of HRMA with different numbers of neighbors per node
HRMA), to reflect the effect of different choices of the network
parameters on the performance.

Fig. 6 plots the throughput of HRMA with different values ofas 10 neighbors and APL=80 or 40 slots. The number of fre-
average packet length in slots, where each node has 20 neighBggcies available has little effect on the performance. HRMA
and there are 40 frequencies available. This is a typical configows idle nodes to contend for the frequency on every unre-
ration of ad-hoc networks operating on 2.4GHz ISM band usirf§rved hop by sending RTSs on the common hop. As long as
FHSS radios. Throughput grows significantly when the APL inbe number of available frequencies is no less than the number
creases, with the maximum throughput being close to the th&)heighbors per node, the success probability for RTS will not
retical maximum value. This is because HRMA eliminates da¢@ange much with additional frequencies. Again, we see that the
collisions; once successful, the large data packets can resé¥gé plays a very importantrole on the performance. Systems in
the frequency for a long time; thus greatly reducing the ovequr examples with the same APL almost show the same through-
head and improving the utilization of the channel. Also notideut, even with the different numbers of frequencies available.
that the range of traffic load within which the network stays sta- Fig. 9 shows the throughput performance for the multichannel
ble becomes larger with larger APLs. HRMA is more attractivgotted ALOHA with different values of APL and different num-
with large packet or packet train. bers of neighbors per node. Larger APL leads to more collisions

The throughput of HRMA with average packet length of 208nd thus lowers the throughput. The throughput for ALOHA is
slots and 40 available frequencies is displayed in Fig. 7 for syegry low even if the APL is small, e.g., when APL=2 slots, the
tems with 10, 20, 30 and 40 neighbors per node. The curvggximum throughput is less than 0.08. Also, APL is the most
indicate that the throughput and the range of traffic load withimportant factor affecting the throughput, while the number of
which the network stays stable increases as the number of neiggighbors per node has little effect on the throughput.
bors per node decreases. This is expected, because HRMA us&$g. 10 compares the throughput performance of HRMA and
the common signaling channel (current hop), more neighbaitstted ALOHA with perfect ROCA for the systems where each
per node leads to more collisions in the signaling channel. node has 20 neighbors and 40 frequencies are available for

In Fig. 8, we show the effect of changing the number of avatiRMA. APLs are 200 slots and 40 slots for HRMA, and 2 slots
able frequencies on the throughput. Each node of the systand 4 slots for ALOHA. Since the throughput of HRMA in-



HRMA(M=40) and ALOHA: N=20, APL in slots

HRMA (N=10, APL in slots) 0.45 : - : :
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Fig. 10. Throughput comparison: HRMA and ALOHA
Fig. 8. Throughput of HRMA with different numbers of frequencies
terference. HRMA allows systems to merge and nodes to join
existing systems. HRMA's features are achieved using sim-
ple half-duplex slow frequency-hopping radios without carrier
sensing, which are commercially available today. Our analy-
sis shows that HRMA's throughput performance is significantly
E better than slotted ALOHA with perfect ROCA, which is rep-
2 resentative of the current practice using commercial radios, and
g that HRMA can achieve a maximum throughput that is compa-
2 rable to the theoretical maximum value, especially when data
g packets are large compared to the slot size used for frequency
= hopping. This high throughput is obtained through a very sim-
ple reservation mechanism without the need for complex code
0.01 wi B assignment.
O 1 T T
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e G
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Fig. 9. Throughput of ALOHA with different numbers of neighbors per nod

]
and different values of APL 3]

[4]

. o 5]

creases when APL increases and HRMA is intended for sys-

tems with packet size larger than the frame size, we choiae
APL=40 slots as the worst-case parameter. While for ALOHA,
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