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Abstract— Many medium-access control (MAC) protocols based on a ing a CTS successfully. ALOHA or CSMA can be used by the
collision-avoidance handshake between the sender and the receiver havesenders to transmit RTSs.

been proposed for wireless networks. To date, however, the analysis of Several variations of this scheme have been developed since
these protocols has assumed non-persistent strategies in sending control - . . p
packets for collision avoidance. The persistent strategies discussed in theSRMA was first proposed, including MACA [6], IEEE 802.11
past for CSMA and CSMIA/CD PVO\I/Iide #erjorn;ance impfovemenés OVTF [1], and FAMA-NCS (floor acquisition multiple access with
non-persistent access only at small tra ic loads. We present and analyze _ H . .
a limited persistence approach to the transmission of collision-avoidance 1O persistent carrier S_er_lsmg) [3] These examples, and most
control packets. With limited persistence, a node senses the channel beforeProtocols based on collision-avoidance handshakes to date are
sending collision-avoidance control packets. If the channel is sensed busy,sender-initiated, in that the node wanting to send a data packet
the node persists sensing for an amount of time proportional to the trans- first transmits a short RTS asking permission from the receiver.
mission time of a control packet. The node can transmit its control packet . L .. .
if the channel is idle within its persistence waiting time and the channel More recently, however, recelvgr-|n|t|gted CO"'S'O'T‘ avoidance
is known to be available for transmissions; otherwise, the node backs off protocols have been proposed in which the receivers poll the
forda rfatf;]d(t"? amount of “Ime atfr‘]d ”:c?s tse?(li_ingt i:js Cont,fot' packet at the - genders for data packets; examples of these type of collision
ena o at time. € analyze the efrect of imitea persistence In source- . . P
initiated and receiver-initiated collision avoidance protocols by compar- avo!dance prqtogols_ are MACA-BI (multlplg aclce_‘f’s collision
ing their throughput with and without persistence; the analysis shows that avoidance by invitation) [9] and RIMA (receiver initiated mul-
limited persistence makes collision-avoidance protocols more efficient. tiple access) [5]. A receiver-initiated collision avoidance strat-
egy is attractive because it can reduce the number of control
|. INTRODUCTION packets needed_ to avoid collisions. .
_ _ All comparative performance analysis to date for both
There is a large body of work on the design of MAGgnder- and receiver-initiated collision-avoidance protocols [2],
(r_nedlum access contro_l) protocols for er_eless_netvx{qus WIEQ], 5], [4], [9] have assumed non-persistent channel access
hidden terminals. Kleinrock and Tobagi [7] identified they the transmission of collision-avoidance control packets.
hidden-terminal problem of carrier sensing, which mak&gith 4 non-persistence approach to collision-avoidance, a node
carrier-sense multiple access (CSMA) perform as poorly &gnses the channel before transmitting collision-avoidance con-
the pure ALOHA protocol when the senders of packets cagig| packets. If the channel is sensed idle, the node transmits
not hear one another and the vulnerability period of packgfS control packet; otherwise, the node backs off for a random
becomes twice a packet length. The BTMA (busy tone mulz,qnt of time and attempts to transmit at that later time.
tiple .access) protocql was a.flrst attempt to solve the hlddenThe use of persistence in MAC protocols has been reported
terminal problem by introducing a separate bL_lsy tone chanﬂﬁj CSMA [7], [8] and CSMA/CD [10]. The persistence strate-
[11_]' The same authors propos_ed SRMA (spht—ch_annel. rgsa{és reported in the literature consist of a node with a packet
vation multiple access) [12], which attempts to avoid collisiong gang that senses the channel being busy to persist with cer-

by introducing a control-signal handshake between the sendey, probability in sending its packet as soon as the channel
and the receiver. A station that needs to transmit data to a{€sensed idle again. As traffic load increases in the chan-

ceiver first sends a request-to-send (RTS) packetto the receiygy, 4 |ikelihood that many nodes will try to transmit im-
who responds with a clear-to-send (CTS) if itreceives the Rz, jiately at the end of an ongoing transmission increases
correctly. A sender transmits a data packet only after recejzhqtantially, which makes traditional persistent CSMA and
This work was supported in part at UCSC by the Defense Advanced RQ-SMA_/CD unattractive for n?tworks without ||ght traffic Ioad;.
search Projects Agency (DARPA) under Grant No. F30602-97-2-0338. We introduce a new persistence strategy aimed at collision
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avoidance MAC protocols that limits the contention amonghe rest of this section describes sender- and receiver-initiated
nodes that receive packets to send at the time the channeldbision-avoidance protocols with limited-persistence carrier
busy. The limited persistence mechanism we introduce is vesgnsing (LCS). The proofs that these protocols support correct
simple and consists of establishing a time bound on how longllision avoidance in the presence of hidden terminals are es-
a node can persist transmitting once it has a packet to send setially the same as those published for the non-persistent ver-
sensed the channel busy. More specifically, when a node s@ns of the protocols.

ceives a packet to send (control packet or data packet depend-

ing on the protocol), it senses the channel. If the channelgs sender-Initiated Protocols

sensed to be idle and no other node has the right to transmit,

the node transmits its packet; otherwise, the node persists tryln sender-initiated collision avoidance we describe a variant
ing to send its packet forgersistence timef ) seconds, which 0of FAMA-NCS, which is based on non-persistent carrier sens-
by design is much smaller than a data packet and in the cas#gf This variantis called FAMA-LCS (limited-persistence car-
collision-avoidance protocols is proportional to the transmig€r sensing), and its operation on a fully-connected network is
sion time of a control packet. If the channel becomes idle béepicted in Fig. 1.

fore the persistence time of the node elapses, the node transmita FAMA-LCS, the sender of a packet transmits a short
its packet if no other node has the right to transmit; otherwideequest-To-Send (RTS) packet asking the receiver permission
the node backs off for a random amount of time and attempitstransmit. To send its RTS, the sender uses LCS. More specif-
to transmit at that later time. ically, if the sender senses the channel to be idle and no other

The objective of introducing a limited window of persistencaode has the floor (right to transmit), the sender transmits its
in collision-avoidance protocols is twofold. Allowing some deRTS. Alternatively, if the sender senses a busy channel, it per-
gree of persistence, protocol performance is improved at lighists trying to transmit its RTS for a persistence time) gkc-
loads because it reduces the number of times in which a simds equal to or smaller than the transmission time of an RTS
gle node with a packet to send after sensing the channel b{sgy. If the channel becomes idle before the persistence time
must back off for a relatively long time. At the same timeglapses, the sender transmits its packet, unless another node
limiting the amount of time any node can persist transmittirfgas the right to transmit on the channel; otherwise, the sender
after detecting a busy channel improves performance relativéotacks off for a random amount of time and attempts to transmit
traditional persistent strategies, because it reduces the amatsriRTS at a later time.
of contention at the time the channel becomes idle. The mainOnce an RTS is sent, the receiver responds to a correctly
contribution of this paper consists of showing that persistengéidressed RTS with a Clear-To-Send (CTS) packet. The sender
in collision avoidance can be beneficial to the performance @insmits its data packet upon reception of the CTS, and the
the system, provided that the adequate amount of persistengeégiver sends an acknowledgment to a correctly received data
applied. packet.

Section Il describes sender- and receiver-initiated proto-as in FAMA-NCS, the length of a CTS in FAMA-LCS
cols with limited persistence; we modify FAMA-NCS [3] andequals the length of an RTS plus at least a maximum round-
RIMA protocols [5] to operate with limited persistence, beyip delay in order to ensure correct collision avoidance [3].
cause they have been shown to be the best performing sende)g:S Fig. 1 illustrates, a successful RTS can occur when a

initiated and receiver-initiated collision-avoidance protocoﬁode receives a packet to send when the channel is idle, as well
with non-persistent carrier sensing. Section Il uses an analg&-when the channel is busy, provided that the channel b’ecomes
ical model to study the throughput of these protocols in fullys, 4iaple withiny seconds from the arrival of the packet to be
connected networks and compares the performance of the g5 * gimjjarly, an RTS can fail when multiple RTSs are sent
ftocols with non-persistence and limited persistent carrier selithin ~ seconds of one another when the channel is idle, or
ing. We use a fully-connected network topology to discern the, oy mitiple RTSs are scheduled for transmission within the

relative performance advantages of different protocols, becaya%%7 seconds of a transmission period, after which the channel
of two reasons: (a) it allows us to use a short analysis that %omes available

be applied to several protocols, and (b) our focus on protocols
that provide correct collision avoidance means that the relative
performance differences in a fully-connected network are ve

much the same when networks with hidden terminals are conqn receiver-initiated collision-avoidance protocols, the re-

sidered. ceivers poll the senders for packets to be sent. We assume that
this polling is data driven, in which a node attempts to poll its
neighbors at a rate that is a function of the data rate with which
Carrier sensing has been shown to increase the throughput oéceives data to be sent, as well as the rate with which the
sender-initiated and receiver-initiated collision avoidance andde hears its neighbors send control and data packets. We
to be necessary to avoid collisions of data packets with oth@esent variants of RIMA protocols that incorporate LCS and
packets at the receivers [2], [5] in single-channel networlkdiffer on the type of polling packets sent by the receivers.

Receiver-Initiated Protocols

Il. COLLISION AVOIDANCE PROTOCOLS
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Fig. 1. FAMA-LCS illustrated

B.1 RIMA with Simple Polling in RIMA-SPL we can have the two additional failed periods of

In the RIMA-SP (simple polling) protocol [5], the receiverF'g' 2(c). S ) _
sends a ready-to-receive (RTR) packet to a particular sender. 17 RIMA-SPL, every node initializes itself in the START
the polled node has data to send, it waits faodlision avoid- State, in which the node waits twice the maximum channel
ance periodof length¢ that allows the polling node to abortPropagation delay, plus the hardware transmit-to-receive tran-
the transaction after detecting noise in the channel by sendfigPn time ), before sending anything over the channel. This
a no-transmission-request (NTR) packet. If the polled nog8ables the node to find out if there are any ongoing transmis-
perceives the channel idle during the collision avoidance pions- After a node is properly initialized, it transitions to the
riod, it transmits its data packet to the polling node if it has arfyASSIVE state. In all the states, before transmitting anything
packets intended for it. to the channel, a node must listen to the channel for a period of

We modify RIMA-SP by making the polling node use Lcdime t_hat is sufficient for the node to start receiving packets in
for the transmission of its RTRs. We call the resulting varffansit.
ant RIMA-SPL (simple polling with limited persistence). In Ifanoder isinthe PASSIVE state and senses carrier, it tran-
RIMA-SPL, the polling node senses the channel before sersfions to the REMOTE state to defer to ongoing transmissions.
ing its RTR, and transmits the RTR if the channel is idle ar node in REMOTE state must allow enough time for a com-
no other node has gained control of the channel. If the pollifgte successful handshake to take place, before attempting to
node senses a busy channel, it persists for a persistence fifagsition from remote state.
lastingn seconds, which is equal to or smaller than the length Any node in PASSIVE state that detects noise in the channel
of an RTR §). If the polling node senses that the channel beaust transition to the BACKOFF state. If nodeis in PAS-
comes idle and no other node attains control of the chani®VE state and obtains an outgoing packet to send to neighbor
before the persistence time elapses, it transmits its RTR; oth-it transitions to the RTR state. In the RTR state, nade
erwise, it backs off for a random amount of time and tries teses LCS to transmit an RTR. If nodedetects carrier when
send its RTR at a later time. Fig. 2 illustrates the operation ibfattempts to send the RTR, it starts a persistence timer last-
RIMA-SPL for a fully-connected network. Like FAMA-LCS, ing n seconds. If the channel remains busy during:treec-
a successful RTR occurs when the channel is idle or becomoesls or the channel becomes idle but another node gains the
idle in less tham seconds from the time that a local packet hagght to use the channel, the node transitions to the BACKOFF
arrived. However, since RTRs are not always followed by dastate. This step makes the node back off immediately for a suf-
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Fig. 2. RIMA-SP with limited persistent carrier sensing

ficient amount of time to allow a complete handshake betweerNode xz determines that its RTR was not received correctly
a sender-receiver pair to occur; otherwisesends its RTR. If by z after a time period equal to the maximum round-trip delay
the node detects an idle channel and no node gains controfafts neighbors plus turn-around times and processing delays
the channel before the seconds of the persistence timer exat the nodes, plus the waiting peri6dAfter sending its RTR,
pire, the node transmits its RTR. nodez listens to the channel for any ongoing transmission. Be-
If node z receives the RTR correctly and has datafoit cause Qf non zero propaga_tion_delays, i.f nodietects carrier .

waits for ¢ seconds. If during the waiting period there is anmed|ater after transmitting its RTR, it can conclude that it
activity in the channel, node transitions to the XMIT state, qorresponds o a node_otherthanNhlch v_vould take a longer
where it transmits a data packet toand noder sends an time to respond due to its need to delay its data to account

acknowledgment (ACK) immediately after receiving the dafg" turn-around times:

packet (Fig. 2(a)); otherwise, nodeassumes that there was a 1h€ lengths of RTRs and NTRs are the same. The same
collision and transitions to the BACKOFF state to allow floopfgument used in [2] to show that the length of an RTS must

acquisition by some other node. After sending its RTR, nodeP€ longer than the maximum propagation delay between two
senses the channel. If it detects carrier immediately after seR§Ighbors to ensure correct collision avoidance can be used to
ing its RTR, noder assumes that a collision or a successf@OW that RTRs and NTRs must last longer than a maximum

data transfer to a hidden node is taking place. Accordingly,AfoPagation delay. In ad-hoc networks in ISM bands, propa-

sends a No Transmission Request (NTR) ttw stopz from gation delays are much smaller compared with any packet that
sending data that would only collide at This scenario can N€€ds to be transmitted.

only occur in a multi-hop network topology. To reduce the probability that the same nodes compete re-

. . o eatedly for the same receiver at the time of the next RTR,
When multiple RTRs are transmitted within a one-way pro;{i)ﬁ y

. L ; g RTR specifies a back off period unit for contention. The
agation delay a collision takes place and the nodes involve
have to transition to the BACKOFF_Stat_e and try again ata IaterOur analysis assumes 0 turn-around times and O processing delays for
time chosen at random, as shown in Fig. 2(b). simplicity.



nodes that must enter the BACKOFF state compute a randsemnd to neighbot, it transitions to the RTR state. In the RTR
time that is a multiple of the back off-period unit advertised istate, node: behaves as in RIMA-SPL.
the RTR. The simplest case consists of computing a randonf node z receives the RTR correctly and has data#oiit
number of back off-period units using a uniformly distributedvaits for¢ seconds before sending a data packet tt during
random variable from 1 td, whered is the maximum number the waiting period there is no activity in the channel, nade
of neighbors for a receiver. The simplest back off-period uniitansitions to the XMIT state, where it transmits a data packet
is the time it takes to send a small data packet successfully.to z. Otherwise,z assumes a collision or data transfer to a
hidden node and goes to the BACKOFF state: ffas no data
B.2 RIMA with Dual-Use Polling for z, it sends a CTS te immediately.

RIMA-DP (dual-purpose polling) [5] improves over RIMA-  |f nodez detects carrier immediately after sending an RTR,
SP by making the RTR into a request for data from tnkdefers its transmission attempt and sends an NTR to the node
polled node, as well as a transmission request for the polliligpolled. The CTS length, which is seconds longer than an
node to Send data_ We refer to the Variant of R”VlA_DBTR, forceS p0||lng nOdeS that Send RTRs at about the same
with limited-persistence carrier sensing by RIMA-DPL (dualime when a polled node sends a CTS to detect carrier from
purpose polling with limited persistence). Fig. 3 illustrates tH8€ CTS and stop their attempt to send or receive data. Any
operation of this protocol. With RIMA-DPL, a successful RTRiode other than: receiving the CTS for transitions to the
can be followed from one or two data packet transmission BACKOFF state. When node receives the CTS from, it
shown in Fig. 3(a). transitions to the XMIT state and transmits a data packet to

A key benefit of the dual-use polling in RIMA-DP and
RIMA-DPL is that both polling and polled nodes can send data
in a round of collision avoidance. This is possible because theThe objective of our analysis is to compare the performance
RTR makes all the neighbors of the polling node back off, amd receiver- and sender-initiated protocols with limited persis-
the data from the polled node make all its neighbors back of¢nce carrier sensing and non-persistent carrier sensing. The
which can then be used by the polling node to send its data.objective of the model we use is to analyze the effect of persis-

In RIMA-DPL, a sender with an RTR to be sent senses tiience on the throughput of the system. Because the protocols
channel, and transmits the RTR if the channel is idle and g analyze ensure correct collision avoidance in the presence
other node has control of the channel. If the channel is busy,hidden terminals [3], [5], the relative differences in perfor-
the sender (polling node) persists trying to send the RTR fiance among these protocols are the same with and without
a persistence time of lengihseconds that is smaller than ohidden terminals [3]; accordingly, to simplify our model, we
equal to the length of an RTR. assume a fully-connected network.

RIMA-DPL gives transmission priority to the polling nodes. . )

When a node: is polled by noder and has data for node A Modeling Assumptions

z waits for a collision avoidance period gfseconds before  Our modeling of limited-persistent carrier-sensing MAC
sending a data packet. In contrast, if the polled node does pottocols is based on the model first introduced by Sohraby
have data forr, it immediately sends a CTS (Clear-To-Sendt al. [8] which requires the following assumptions to be made:
packet) tar. This permits a polling node exposed to a neigh- 1. There aréV nodes in the fully-connected network.

bor sending data to hear part of that neighbor’s data packet afte?. A single unslotted channelis used for all packets, and the
sending its RTR; in such a case, nadean send an NTR to the channel introduces no errors.

polled node to cancel its RTR. In [5] it is proven that RIMA- 3. All nodes can detect collisions perfectly.

DP and consequently RIMA-DPL prevents collisions of data 4. The size for a data packetdseconds and the size of an
packets with any types of packets, provided thataits for RTR, an ACK, and an RTS igseconds, the size of a CTS

& > v+ 77 seconds before sending any data after being polled in RIMA protocols isy seconds, and the size of a CTS for
and the length of a CTS Br seconds longer than the lengthof ~ FAMA-NCS is~ + 27 [3].

an RTS. The lengths of RTRs and RTSs are the same. 5. The turn-around time is considered to be part of the dura-

Every node starts in the START state and transitions to to the tion of control and data packets.

PASSIVE state when it is initialized. If a nodds in the PAS- 6. The propagation delay of the channel between any two
SIVE state and senses carrier, it transitions to the REMOTE nodes isr seconds.

state to defer to ongoing transmissions. A node in REMOTE7. The collision avoidance interval used in RIMA protocols
state must allow enough time for a complete successful hand- is ¢ seconds.

shake to take place, before attempting to transition from remote8. The persistence timer in RIMA protocolsjseconds.
state. To provide a fair comparison between sender-initiated and

Any node in PASSIVE state that detects noise in the chamceiver-initiated protocols while preserving the tractability of
nel must transition to the BACKOFF state where it must allothe analytical model, we assume that a polled node receiving an
sufficient time for complete successful handshakes to occurRIfR always has a data packet to send, but the probability that
nodez is in PASSIVE state and obtains an outgoing packet that packet is addressed to the polling nod% isFurthermore,

I11. THROUGHPUTANALYSIS
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we assume that each node sends its RTR according to a Poigsmmsmit an RTS or RTR foy seconds after detecting a busy
distribution with a mean rate qi; and that (when applicable)channel, the type of transmission period that follows a trans-
the polling node chooses the recipient of the RTR with equailission period of type 1 or 2 is defined solely by the number
probability. of RTS or RTR arrivals that occur during the lasseconds of

The corresponding assumptions for sender-initiated prothe current transmission period.
cols are that a node always has packets to send, but schedollowing the analysis by Sohraby et al. [8], we define the
ules the transmission of RTSs according to a Poisson distrilstate of the system at the beginning of a transmission period
tion with a mean rate o% and chooses to which neighbor tao be the type of that transmission period. Because the type of
send the RTS with probability;. These assumptions preservéransmission period reached depends only on the number of ar-
the validity of prior analytical results for FAMA and senderrivals in the prior transmission period, the three possible states
initiated collision-avoidance MAC protocols [3]. of the system and the possible transitions between them, cor-
respond to a three-state Markov chain embedded at the begin-
ning of the transmission periods. Fig. 5 illustrates this Markov

As Fig. 4 illustrates, under steady-state operation, the utilizehain.
tion of the channel consists of cycles of idle periods followed No packets are transmitted during a type-0 transmission pe-
by busy periods. riod. In contrast, during a type-2 transmission period, multi-

A busy period consists of a sequence of one or more trafge RTRs or RTSs collide. A type-1 transmission period can
mission periods, and each transmission period starts with thesuccessful or unsuccessful, depending on the number of ar-
transmission of either one or multiple control packets (RTRivals that occur during the vulnerability period of the transmis-
for RIMA and RTSs for FAMA). We define a transmission pesion period. Furthermore, for the case of RIMA protocols, the
riod of type 1 (TP 1 in Fig. 4) to be a transmission period thdngth of a type-1 transmission period further depends on the
starts with a single RTR or RTS. We also define a transmissiavailability of a packet for the polling node at the polled node.
period of type 2 (TP 2 in Fig. 4) to be a transmission periofihe vulnerability period of a transmission period is equal to the
that starts with the simultaneous transmission of two or mopeopagation delay of seconds needed for all nodes to detect
RTRs or RTSs. For convenience, we refer to idle periods tee transmission of RTRs or RTSs that start the transmission
transmission periods of type 0 (TP 0 in Fig. 4). period.

Because the arrivals of RTRs or RTSs follow a Poisson dis-The transition probability from statdo statej is denoted by
tribution, a transmission period following a transmission periak;;. We denote byr; (i = 0, 1, 2) the stationary probability of
of type 0 is always of type 1. Because a hode persists tryingaeing in state, i.e., that the system is in a typdransmission

B. Analysis
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of the transmission period. Similarly, the probability of transi-
tioning from a type-1 or type-2 transmission period to a type-
2 transmission period equals the probability that two or more
RTRs or RTSs arrive during the lagtseconds of the prior
transmission period. Accordingly, we have

P =Py j=0,1,2 3

The state probabilities can then be obtained from Egs. (2)
and (3) to be [8]:

Pio

o = 4
]. + Plo ( )

Py + P
o= 10 11 (5)

1+ Py

Fig. 5. State transitions of collision-avoidance protocols with limited persis-
tence 1—-Poy—P

- 10 11 (6)

]. + Plo

period, and byT; the average duration of the random variable To compute the transition probabilitigy; and Py, letY’
that represents the length of a typansmission period. From denote the random variable representing the arrival time of the
renewal theory, we can define the throughput of the network B§st RTR or RTS that arrives during the vulnerability period of
a transmission period. Conditioning dh = y, a transition
mU il from a type-1 transmission period to a type-0 transmission pe-
Z?:o i T; riod occurs if there are no arrivals of RTRs or RTSs in the time
interval spanning the lagtseconds of the type-1 transmission
whereU is the average time during which data packets are sgjériod and the firsy seconds of the type-0 transmission pe-
in a successful transmission period. riod. Given that the arrival of RTRs or RTSs is Poisson with
To computeS we need to compute the state probabilities anshrameted, the probability of this event equads * (%), Un-
the average duration of transmission periods. From the Markgynditioning, we have [8]
state diagram we have the following four equations:

S =

Pio = (14 Ar)e A+7) (7)

mo = w1 Pro + m2Pao
1 Pra = ma(Pa1 + Pao)
m+m +me =1 Py = Ae A7) [+ Ar(n +7/2)] (8)
Po+ P +P2=1 (2)

Following the same approach, we find that

Substituting Egs. (7), (8), and (4) to (6) in Eqg. (1), we obtain

The probability of transitioning to a type-0 transmission pébat the throughput of the system equals
riod fro_m a type-1 or type-2 transmission_period equals trjsg B U(Py + Ppy)
probability that no 'RT.R or RTS arrives dunng'the Ia;sﬂ;eq—. = ToPio+ Ti(Pio + Pu) + To(1— Pip — Ppy)
onds of the transmission period. The probability of transition- (U(L+ M+ Al + A + 7/2)])}/
ing to a type-1 transmission period from a type-1 or type-2 'l T
transmission period equals the probability that a single arrival {To(L+ A7) + Ti(L+ A7 + Al + At(n + 7/2)]) +
of and RTR or an RTS takes place during the lasteconds To(eXFD) — 1 - A — A+ Ar(n+7/2))}  (9)




The throughput achieved by each collision-avoidance proteroof: Because the arrival of RTRs is Poisson with parame-
col can now be obtained as a function of the rate of arrival tdr A, type-0 transmission periods are exponentially distributed
RTRs or RTSs in the system by obtaining the value& pf,, andly = % The average length of type-2 transmission periods
T,, andT; for each protocol. is the same as in FAMA-LCS and given in Eq. (11), given that

The throughput of collision-avoidance protocols is specifidfTRs and RTSs last seconds.
in Theorems 1 to 3 below, making use of the following defini- A type-1 transmission period in RIMA-SPL always contains
tions: an RTR, the associated propagation delay, and the collision-
avoidance waiting time, all of which lasts+ 7 + £&. When
no RTRs arrive within- seconds from the start of the transmis-
B =14 A+ A+ Ar(n +7/2)] sion period, the period is successful if the polled node has a
packet ready for the polling node; this happens with probabil-
ity e’ /N. In this case the period also includes a data packet,

A=e (y+27 —1/X)

Theorem 1:The throughput for FAMA-LCS in a fully-

connected network is given by an ACK, and two propagation delays. Therefore,
_ 5B _ ef)\r ef)\‘r
T A it At L iz totnBr (AT e —p) D=y 2r - ———— 4 —— (0 +y+27) (14)
(10)

The average utilization period of RIMA-SPL always lasts
Proof: Because the arrival of RTSs is Poisson with paramg-seconds. An RTR succeeds in obtaining a data packet
ter ), type-0 transmission periods are exponentially distributé@m a polled node if no other RTRs are sent withirsec-
andT, = 1. A type-2 transmission period consists of multionds of its start time and the polled node has data to send to
ple RTSs starting at the beginning of the period, and can at$e polling node; this probability equads ™ /N. Therefore,
contain additional RTSs that arrive to the channel within thie¢ = §e=*7/N. The theorem follows by substituting the av-
vulnerability period of the period; therefor®; = v+ 74+ Y erage values of transmission and utilization periods in Eq. 9.
seconds. The average valueois the same as in CSMA andQ.E.D.

equals [11]V = 7 — 1=¢*" Therefore Theorem 3:The throughput of RIMA-DPL withf > v+ 77
A ' in a fully connected network is given by
1— ef)\‘r
_ 1 1 1
Ty=v+2r - —— 1) s = ((26—” - N)(SB) / [e“(X £) (A )T — )
A type-1 transmission period always contains an RTS and + (A+ % + e (20 4 27 + 37) — %(5 + 2y + 87))B] (15)

the associated propagation delay. If no RTSs arrive within
seconds from the start of the transmission period, the period
is successful and includes in addition a CTS, a data packet,Rmof: As in RIMA-SPL, the average length of type-0 trans-
ACK, and the associated propagation delays. A type-1 tramgission periods igp = % and the average length of type-2
mission period is successful when no RTSs arrive withiec- transmission periods is given by Eq. (11).
onds from the start of the period, which also means that the firstA type-1 transmission period in RIMA-SPL always contains
and the last RTS that arrives withirseconds of its start are thean RTR, the associated propagation delay, and the collision-
same. Because RTS arrivals are Poisson with paramheted avoidance waiting time, all of which lastst-7+£. If no RTRs
a CTS lastsy + 27, we obtain: arrive within 7 seconds from the start of the transmission pe-
. riod, there are two mutually exclusive cases to consider. If the
l—e e M (2y + 8+ 57) (12) polled nogie has no data packet to send to the polling node, the
A transmission period also includes a CTS, a data packet, and the
associated propagation delays. Alternatively, if the polled node
 data to send to the polling node, the period also includes a
collision-avoidance interval, two data packets, two ACKs, and
ee propagation delays given that the polling node sends its
K and a packet in sequence. Therefore, we obtain

T1:’Y+2T—

The average utilization period in FAMA-LCS always lasts
seconds. Therefore, because a type-1 transmission period
ceeds with probabilitg*™, we havell = e=*7§ and the theo-
rem follows by substituting the average values of transmissi
and utilization periods in Eq. Q.E.D.

Theorem 2:The throughput for RIMA-SPL witl§ = 7 in a 1 _ At AT
fully-connected network is given by T, = y+&42r— X + ~ (6 +~+27)
s = (s8L)/[aste Litseomn b=y ket an) (16)
N AN N

+ ekf(l +7)+ (A+ l)(eh(nﬂ) — B)} (13) Given that a successful type-1 transmission period contains
A A one data packet when the polled node has not data to send and



two data packets when it does, the length of the average utiliz

; e a = F(normalized propagation delay)
tion period in RIMA-DPL equals b = F(normalized control packets)
e AT e AT h = #(normalized persistence duration)
U= N 0)+(1- N )(29) (17) G = X\ x §(Offered Load, normalized to data packefs)
Eq. (15) is obtained by substituting the average values of TABLE
transmission and utilization periods in Eq.Q.E.D. NORMALIZED VARIABLES

C. Performance Comparison

To compare thg I|m|_ted-perS|ster1ce coII|S|on—avo_|dance.prr 2= 0.00025: b = 0.0 ¢ = 0.005
tocols introduced in this paper, we introduce the variables liste  * ‘ ‘ ‘ ‘

FAMA-NCS

in Table I. We assume a fully-connected network topology witl -

{FAMA-LCS(h=b)  -.- FE % B
a propagation delay dffus, the channel data rate of 1 Mbps, FAMA-LCS(h=b/2) —
. . FAMA-LCS(h=h/5) +++
and preamble and processing overhead are ignored for con °8[rama-tcs(n=bi0) xxx
nience. Data packets are assumed to consist of 500 bytes, i .|
the RTRs, ACKs, and RTSs used in all protocols consist of 2
bytes. For the case of RIMA-DPL, a CTS is also 20 bytes, arg*®|
for FAMA-LCS a CTS lasts one round-trip longer than an RTS%¢|
Figs. 6, 7 and 8 plot the throughput of FAMA-LCS, RIMA- £
SPL, and RIMA-DPL, against the average offered load of RTS *[
or RTRs when the network consists of 10 nodes. The figure st
also show the non-persistent variants of the collision-avoidan
protocols. The three figures illustrate that proper amounts
limited persistence make all the collision avoidance schem: .|
more efficient. In all cases, a persistence time of just a fra
tion (e.g., one half) of the transmission time of a control packe 10° 107 10 10° 10* 10° e 10°
(RTR or RTS) gives the best results. As should be expected, au Offered Load: @
the protocols analyzed achieve higher throughput at light loaglg. 6. Throughput vs. offered load for 1Mbit/sec channel and 500 Byte data
and sustained throughput up to moderate average loads. Moreackets for FAMA-LCS with different persistence intervals; network of 10
marked improvements are obtained in receiver-initiated col- "°9€s
lision avoidance strategies than in sender-initiated strategies.
The best results are obtained with RIMA-DPL, in which case ) i _
the throughput at light average offered loads is markedly high@r&llowing a station that detects a busy channel when it re-
than in the non-persistence strategy. ceives a packet to send to persist in engaging in a collision-

The reason why limited persistence improves the eﬁicien@?’o'_dan_ce dialogue for a limited amount of time only. The
of collision-avoidance protocols is that it tends to elimina ation Is for_ced to back off for a rgndom amount of time if
idle-time periods in the channel at light average loads, becaag channel is busy or another station acquires control of the
stations are allowed to persist in their attempt to acquire contfglannel at the end of the persistence time.
of the channel after detecting an ongoing transmission. FurOur analysis of limited persistence is based on earlier work
thermore, throughput remains higher than with non-persisterfte 1-persistent CSMA by Sohraby et al. [8]. Although this
at moderate offered loads, because only a fraction of thadealysis assumes a fully-connected network, our results can
RTSs or RTRs that become ready for transmission while the extrapolated to networks with hidden terminals, because
channel is busy are allowed to contend for the channel whBHMA and FAMA protocols provide correct collision avoid-
the channel becomes idle. ance, which means that the relative performance differences
Given that all contention-based protocols, includingmong these protocols observed in the analysis apply also to
collision-avoidance protocols, should operate in regions whetetworks with hidden terminals.
offered traffic loads are light to moderate, our analysis showsOur analysis results show that a small persistence time of
that introducing limited persistence together with back ofinly a fraction of the transmission time of a collision-avoidance
strategies that reduce the average offered load as congesgiomtrol packet (RTR or RTS) suffices to provide much higher
starts to mount is the right approach to making collisionhroughput at high to moderate average offered loads. The
avoidance protocols more efficient. performance improvement observed with limited persistence
stems from reducing idle time in the channel due nodes backing
off for large periods of time, and limiting the number of nodes
We have presented the first treatment of limited persistertbat can contend for channel control after the channel becomes
in collision-avoidance protocols. Limited persistence consistie.

0.2

IV. CONCLUSIONS
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