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Abstract— Single-path routing provided by today’s widely used IGP’s the out-of-order packet delivery problem.
such as RIP make extremely inefficient usage of network bandwidth, and is Recently, Traffic Engineering (TE), has received tremendous
evident in the large end-to-end delays flows experience in single-path rout- attention in the Internet community and several IETF drafts have
ing as compared to minimum-delay routing. Enhancement to OSPF such as . Yy .
optimized multipath have not proved to be adequate to bridge this large de- appeared [2], [18], [12]. Typically in a TE approach, for a
lay gap. Practical implementation of minimum-delay routing, on the other  given optimization criteria and input traffic matrix specified over
hand, have been largely unsuccessful for reasons such as scalability, Slowmedium-to-lar e time scales. the goal is to determine a set of
convergence and out-of-order packet delivery. This paper proposes a traf- . 9 . ! 9 .
fic engineering solution that for a given long-term traffic matrix adapts the ~ IOWS with associated paths and bandwidths that meet the op-
minimum-delay routing to the backbone networks which is practical and is  timization criteria. TE solutions are most effective in a net-
suitable to implement in a Differential Services framework. A simple scal- \york under a single administrative domain such as ISPs, where
able packet forwarding technique is introduced that distinguishes between K led fthe link ch L. di ffi |
datagram and traffic that requires in-order delivery and forwards them ~KNowledge of the link characteristics and input traffic matrix can
accordingly and efficiently. Using simulations we show that the delays ob- be obtained. TE is usually employed in operational networks af-
tained are comparable to minimum delays and far better than single-path  ter topology and capacity planning have taken place. Traffic en-
routing. gineering has a wide scope and covers diverse forms of routing
that address survivability, QoS, policy-based routing, apart from
I. INTRODUCTION congestion management and bandwidth utilization. Bandwidth
tilization and reduction of delays due to congestion, however,

The shortest-path routing protocols such as RIP[1 e of o . d I difficult to ad
EIGRP[1] and OSPF[14] that are widely used as Interior Gat 'e of pressing importance and geneérally more dificult to ad-

way Protocols (IGPs) in today’s Internet are highly inefficien ress, gnd thug IS the f_ocus of t.h|s paper. - .

with respect to bandwidth usage. To improve bandwidth utiliza- Despite _the |_n|t|al failure of dlrec_t |ntrod_uct|o_n of minimum-
tion and reduce delays, several improvement to the basic ro ?—Ia.y routing In net_works, a traffic engineering ap_proach o
ing protocols have been proposed[15], [19], [21], [6]. Howeverlr,ummum-delay routing seems to have great potential for suc-

there has been no theoretical basis for such improvement fas We explore this potential in this paper. To the best of

have remained adhoc. For example, in ECMP[15] load is d%gr knowledge, this is the first attempt to construct a TE system

tributed equally over multiple equal-cost paths typically usin a_ls_ﬁd on m|n|mum-c|jel<'|;1y rqtl:]tlng iormullate?hln [9].' . del
simple round-robin distribution or using hashing on the packet ere are several algoritnms 10 solve the minimum-delay
headers. To make optimal use of network resources and n{iw_,ltmg_problem[S], _[1_7]' As In most optimization pro_b!ems,
imize delays, traffic between source-destination pairs may gf_sqlutmn to the m|n|mum—dglay.rout|ng requires sphttmg B
ten have to be split and routed along multiple paths in propcS —ﬁ'.c between.a. source-destination pair along mult!ple.paths.
tions that are not necessarily equal[9]. Though OSPF-OMP] tting up explicit paths frqm the source to the destination us-
suggests using unequal traffic distritoution on multiple patH ; '\I/_IELS Ieﬁ?s to _com|clle>|<||ty atdthg smércet. Or_] th?. otr':/(l—:;rgnd,
it provides no concrete method to find a distribution that co -SF:' Ingtot_ OWtSh IS n<|) t?‘ owebt, n odr erto ts)lmpt!fy 123
forms with theoretically optimal distribution. One practical im!MP emsn ation, the solutions IO amned are sfu r;Op '”I]a_[ ].h
plementation of optimal routing, namely Codex[11], uses virtual Too _talln ag accluréllte Imp emergjtaﬂo_r:j N tfe so[l)J_tflfon t ‘."ltl
circuits to setup up flows between source-destination to reali?eor‘_”wt'ca a(r; Iica a d eOVSVIi:SSMaPOZT ! ?ris rorln V! erenrt]la
optimal distribution, but the architecture introduces unacce&gr\_”ces rgol el[7] Sln is ob - q [ .]' ff I(_a S0 Iutlonhto the
able complexity at the ingress and core routers and is not scaJeruMm-deiay problemis o tained using off-line algorithms in
ble. In [22], we showed how minimum-delay routing can be aﬁhe form of routing parameters which are then downloaded into
proximated and adapted to highly dynamic traffic on short tim{ehe rguters, manually or using automated t_OOIS' The paqket for-
scales. The main drawback of that approach was that pac%%dmg module t_o forward packets ac_co_rdlng to t_he routing pa-
may arrive out-of-order at destination effecting protocols sulgmeters. Atthe ingress router, a key is inserted in each packet.

as TCP. This paper is an extension of that work and addresduthe intermediate routers packets are forwarded based on the
key and the routing parameters. This method is better than hash-

This work was supported in part by the Defense Advanced Research Projédd On source.-destlnauon pair[21] as it dlstlngUIShQS betwegn
Agency (DARPA) under grants F30602-97-1-0291 and F19628-96-C-0038. many connections between a source-destination pair. Also dif-



Form Approved

Report Documentation Page OMB No. 0704-0188

Public reporting burden for the collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching existing data sources, gathering and
maintaining the data needed, and completing and reviewing the collection of information. Send comments regarding this burden estimate or any other aspect of this collection of information,
including suggestions for reducing this burden, to Washington Headquarters Services, Directorate for Information Operations and Reports, 1215 Jefferson Davis Highway, Suite 1204, Arlington
VA 22202-4302. Respondents should be aware that notwithstanding any other provision of law, no person shall be subject to a penalty for failing to comply with a collection of information if it
does not display a currently valid OMB control number.

1. REPORT DATE 3. DATES COVERED
2000 2. REPORT TYPE 00-00-2000 to 00-00-2000
4. TITLE AND SUBTITLE 5a. CONTRACT NUMBER

A Traffic Engineering Approach based on Minimum-Delay Routing £b. GRANT NUMBER

5c. PROGRAM ELEMENT NUMBER

6. AUTHOR(S) 5d. PROJECT NUMBER

5e. TASK NUMBER

5f. WORK UNIT NUMBER

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 8. PERFORMING ORGANIZATION
University of California at Santa Cruz,Department of Computer REPORT NUMBER
Engineering,Santa Cruz,CA,95064

9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES) 10. SPONSOR/MONITOR’'S ACRONYM(S)
11. SPONSOR/MONITOR'’ S REPORT
NUMBER(S)

12. DISTRIBUTION/AVAILABILITY STATEMENT

Approved for public release; distribution unlimited

13. SUPPLEMENTARY NOTES

14. ABSTRACT

15. SUBJECT TERMS

16. SECURITY CLASSIFICATION OF: 17. LIMITATION OF 18. NUMBER 19a. NAME OF

ABSTRACT OF PAGES RESPONSIBLE PERSON
a REPORT b. ABSTRACT c. THISPAGE 6
unclassified unclassified unclassified

Standard Form 298 (Rev. 8-98)
Prescribed by ANSI Std Z39-18



ferential treatment is given to datagram and traffic that requibem can be used to obtain the solution. If necessary, a fast but
in-order delivery. The effect is that a more accurate distributi@uboptimal method described in [22] can also be used. Once
of actual traffic according to routing parameters is achieved atié solution is obtained, mechanisms such MPLS’s LSP, virtual-
consequently the end-to-end delays are closer to the optintéicuits or routing parameters are setup in the network to for-
The architecture is practical and can be implemented in comard traffic along paths specified by the solution. Our proposed
juction with other per-hop behaviors the Differential Servicamplementation is based on routing parameters and is described
architecture. in the next section, but before we move on to the next section let
The paper is organized as follows. Section Il describes the see how the above solution can be implemented using MPLS
minimum-delay routing problem and the challenges involveahd virtual-circuits and what the drawbacks are.
in implementing it. Section Il describes our implementation We assume the TE solution is implemented in a single con-
strategy. In Section IV, through simulations we evaluate the géfguous domain where the traffic matrix and the link character-
fectiveness of the TE system in reducing end-to-end delays asiits is known apriori. The minimum-delay routing algorithm

congestion. Section V concludes the paper. is first applied offline on the given traffic matrix (the s{e@. H
and the given network using any of the algorithms in the refer-
Il. MINIMUM -DELAY ROUTING ences mentioned above to obtain the flow{sgt > 0|p € W'}.

We use theninimum delay routingr optimal routingformu-  For each flowz,,, an MPLS label and the associated bandwidth
lated in Bertsekas and Gallager [4] as the basis for our trafficobtained and a corresponding LSP (label-switched path) is
engineering technique. The formulation is reproduced here f&tup in the network. The end resultis, at each source node a set
convenience. In the next section we will describe our impleme®f labels with corresponding bandwidths are obtained for each
tation. destination. Each source node then distributes the traffic orig-

Let a computer network be represented as a gr@ph= inating at the node for each destination according to the band-
(N, L) whereN is the set of routers andl is the set of links width and assigns labels to the packets. The main drawback of
between them.N‘ is the neighbor set of routér Fori # j, the above technique is that at each source for each destination
let ri > 0 be the expected input traffic, measured in bits péiere can b&(L) flows. Therefore there can be potentially
second, entering the network at routemd destined for router flows as input to the weighted round-robin (WRR) procedure
j. Let P} be the set of all directed paths connectirandj in that distributes traffic for a the same destination. This quadratic
the network, and letV = | sz Forp € W, letz, > 0 be the F:omplexny can restrict the scalability of MPLS method._ In the
traffic rate on pathp. IF f;; is the expected traffic, measured ifNterior routers too, the number of lables increases rapidly, but
bits per second, on link, k), where0 < f;x < Cix andCjy is this can be controlled to certain extent if multipoint-to-point ag-
the capacity of link(i, k) in bits per second, from conservatiorffegation of LSPs is used. A virtual circuit implementation of

of traffic we have the solution, such as Codex[11], has the same scalability prob-
lem.
r;j _ Z ) (1) [1l. PROPOSEDIMPLEMENTATION
PEF} The complexity in the MPLS and virtual-circuit implemen-
tation can be overcome if the flows are setup using routing pa-
fiw = Z Tp- (2) rameters. The routing parametey, specifies the fraction of the
(i,k)Ep,pEW

traffic thati receives for destinatiop that it has to forward on

Let D (.) be defined as the expected number of messageéi'alF (¢,k), and is defined as follows[4]:

packets per second transmitted on l{tikk) times the expected

delay per message or packet, including the queuing delays at : Fir(5)

the link. We assum@®;;,(.) depends only on flowf;;, through e A o) (4)
link (4, k) and link characteristics such as propagation delay and meN® Jum

link capacity. We assumb.(f;;) is a continuous and convexX,yherer. () is the rate of traffic destined fgrthat flows on link
function that tends to infinity ag;; approache§’;;. This is the (i

case for example when the link is modeled as an M/M/1 queu€ qighhors for which the routing parameters are greater than

The total expected delay per message tir_nes the total expeczt&qJ are successors, and the set is definélj as{k|¢§k > 0).
number of message arrivals per second is denotefpyand Also note tha}, > 0 and)", _y: ¢}, = 1. The next-hop set

defined as . _ - .
S; represent a directed-acyclic graph. Observe thatsifare
restricted to O or 1, the routing problem reduces to single-path
Dy = Z Dir(fir) (3) routing. . )
GR)EL Once the routing parameters are obtained, they are down-
loaded into the routers. The packet forwarding mechanism of
The minimum-delay routing problem is to minimiz8r. the routing architecture then ensures that traffic is forwarded
This is a non-linear programming problem, and the solution écording those parameters. The WRR handles atiNésh-
the set of flows {z, > 0}. There are many algorithms to solveputs for each destination in this case, which is far more scalable
this problem [3], [5], [8], [9], [13], [20], [16], [17], and any of thanO(L). This task is non-trivial for two reasons: non-zero



packet-size and the requirement of in-order delivery of packetmde first checks which neighbérhas a deficit and forwards
The WRR distributor is inadequate to handle this situation aitdto that neighbor, after WhicIWj and W;’k are updated ac-
a more sophisticated mechanism is needed. In the rest of toedingly. The procedure allows at mastbits in excess than
section we describe this mechanism. We assume that therevanat the routing parameters allow. This is the finest distribution
two types of traffic: one tolerates out-of-order packet delivegne can obtain without breaking packets into smaller units. The
(e.g.,UDP) and the other does not (e.g.,TCP). (Note that we willoof is provided in the appendix.
denote packets that do not require in-order delivery using UDP
and those that require in-order delivery with TCP) Because T& Forwarding TCP traffic
traffic must be delivered in-order, granularity of allocation for For TCP traffic, because the granularity is at flow level, such
TCP traffic is at the flow level, but for UDP traffic it is at packetine distribution of traffic as in UDP is very difficult, but by
level. In the presence of only UDP traffic, achieving accurajaking some reasonable assumptions, a fairly accurate distri-
traffic distribution according routing parameters can be easiyjtion can be achieved. We assume there are sufficiently large
done using WRR. To delivery TCP traffic in-order, a straightfofyymper of flows passing through a router and the number of
ward method that is often suggested is using a hashing functigflys is several order of magnitude greater than the number of
on the packet’s source-destination address to determine the ng&kt-hop choices. The duration of TCP connections, the average
hop[21], [19]. In OSPF-OMP[21], only the source-destinatiopytes of TCP connections and the packet sizes are all uniformly
pair is used in the CRC16 hashing function which gives onlydfstributed so that bandwidth of a group of TCP connections is
coarse distribution. By using TCP port numbers in addition oportional to number of connections in the group. In back-
source-destination addresses in the hash function, finer distriggne networks where there are large number of flows, we be-
tion can be achieved. But this can be expensive to implemggte this assumption is quite reasonable. When the number of
because unpacking of the packets is required at each hop. Alg@s is low, however, the distribution is relatively imprecise.
in OSPF-OMP, both UDP and TCP traffic are handled identsyt this should be acceptable because when network load is low
cally. We show that by treating UDP and TCP traffic differgejays due to congestion not a serious problem. We will proceed
ently and accounting for different packet sizes, greater fidelifjth these assumptions, and present a procedure for TCP packet
between routing parameters and actual traffic distribution Cfstwarding. In section IV, we will give some experimental re-
achieved. In our approach, the hashing is decoupled from igts to validate some of these assumptions. It should be noted
source-destination addresses, and hybrid packet forwardingnist under heavy load condition the performance of the routing
used to improve granularity in distribution. scheme in the worst case only drops to that of single-path rout-
ing.

As mentioned earlier, we use an architecture similar to the

Before proceeding to describe TCP traffic and hybrid packetiffserv model and obvious advantage is it can be incorporated
forwarding, we will show that, if only UDP traffic is present andhlong with other differentiated services. At the ingress router,
L is the maximum packet size, traffic can be forwarded such th@f each TCP connection a random|y generated key IS associ-
atmostZ amount of traffic more than the traffic that would be alated. The ingress router maintains this per-connection table.
lowed by the routing parameters. This limitation imposed by th§hen a packet of that connection arrives, the key is inserted
packet-size is fundamental because packet transmission is nafy the packet. Effectively the computation of hash is decou-
preemptive.Fig. 1 below describes the procedure for forwardipgd from the source and destination addresses. The codepoint
when only UDP traffic is present. (TOS or DSFIELD field) of the packet indicates, among other
things, that the packet is of TCP-type. Within the core the key
is used to hash into the next-hop. The 13-bit fragment offset
is used to hold the hash key. To prevent fragmentation in the

A. Forwarding Datagram traffic

procedure datagram-forwarding(P)
{Executed at on arrival of the packet P foy.}

begin domain, the DF field is set. This is possible because this so-
For somek € 57, let W7, < ¢!, W/; lution is applied in a single domain and it is feasible to know
Forward P to neighbat; the MTUs of all the links. At the ingress node, use of the 13-
Wi & Wiy + sizeof (P); bit offset field can thus be prevented. The per-hop behavior re-

W}« Wi+ sizeof (P);

end lated to queue management can still be implemented in conjunc-

tion with minimum-delay routing. By decoupling the key from

the source-destination, better randomness in the key distribution
Fig. 1. Packet forwarding when out-of-order packet delivery is acceptable.c.gn he achieved and the per-packet processing at each hop can

be reduced. We must mention that per-connection table can be

It can be viewed as a generalization of single-path routing; @iminated and CRC16 hash be used on each entering packet in-

single-path routing all packets are forwarded to a single nestead. But remember that Diffserv architecture maintains some

hop, whereas here, packets are forwarded to each of the gmrconnection information for profiling and other purposes.

eral next-hops in proportions specified by the routing paramedn OSPF-OMP, boundary values are associated with each

ters. This procedure is extended later to handle hybrid traffic.next-hop. We propose a different method which uses more

Fig.1, W} is the total traffic that nodereceives and forwards memory, but is faster. With each destinatigrat nodei, a

for j, andW, is the portion of that traffic that is forwardedhash table, denoted by T, is associated. The table is a sin-

to neighbork. When a packet for destinatignis received, the gle column table with\/} entries. With each entry of the table




a next-hopk € S? is associated. The next-hops are distributezkisting networks. Though hashing is not new, when combined
randomly over the range, and the fraction of entries that poimith Diffserv framework and hybrid packet forwarding can give
to a particular next-hop will be proportional to the routing pasignificant benefits.
rameters. Thatis, for eaghe S}, m} , entries of HT}, chosen  The architecture described above can be implemented with
randomly, are filled with the value, Wheremj. P = 3 kMJZ.' and currentIP forwarding technologies with small modifications and
Mi =Y, _..mi . Inother words, each entry in the hash tal' the Diffserv framework without needing other forwarding

J keS: "k ! . .

J tgg#nologles such as MPLS. It can be used to implement other
a

ble points to some neighbor in the successor set and the nu : . : i oo .
of entries filled with a successor is proportional to the routirq ]'CTehneggﬁgr'rgzu?iﬁ;%ii?sﬁ'gﬂﬁéh:gl&?g?j}?ﬁg tc)::t:eer;)a_

parameters. Comparisons with boundary values in OSPF-O d .
hasO(N7) complexity resentable using routing parameters.
When a TCP packet fgrarrives at, the mod function on the IV. EXPERIMENTAL RESULTS

key is used to index into the tablT’} to obtain the next-hop. If We tested the effecti ¢ TE sch th h
MJ’J is chosen such that it is a power of two, the loisy, (M) € lested e efiectiveness ot our scheme through a se-

; : . . . ;
bits of the key can be used to index into the hash table. Becalse of S|mulat|9n egpenment;. In gach of the expenmgnts,

. . ) or the same given input traffic matrix and network configu-
of the assumptions made, this should result in each next-hro

. . . . aﬂon, the routing parameters are first computed using an off-
:)Zcrzwmlgge:ze amount of traffic in accordance with the rOUtInI‘r;he minimum-delay routing algorithm and downloaded into the

router tables. After that packets are forwarded according to the

routing parameters. The end-to-end average delays are mea-

sured for each flow. Comparisons are made between delays ob-
Because of lack of complete control on the packet forwardigined for single-path routing, different volumes of TCP flows,

of TCP traffic, the actual traffic forwarded can deviate signifind different proportions of TCP and UDP traffic.

icantly from the amounts specified by the routing parameters.The network used in the simulation is shown in Fig.3. The

The skew in the distribution introduced by the hashing mecRetwork is a contrived network with node degree high enough to

anism, can be ironed out to some extent if there is some UBRyvide several next-hop choices, but low enough so that there

traffic also present. The UDP packets then can be forwardech{@ not too many one-hop paths. The links have bandwidth

neighbors that received too little traffic Compared to what tWB, propagation de|ay of 100 microseconds and packe[s are
routing parameters allow. OSPF-OMP does not make this disisize 1000 bytes.

tinction. The modified packet forwarding procedure is as shown
in the Fig.(2).

C. Hybrid packet forwarding

procedure hybrid-forwarding(P)
{Executed at on arrival of packet P foy.}
begin
if (P is a UDP packetthen
For somek € S]l., let W]?k < gz&;kW]?;
endif
if (P is a TCP packethen
Let P’s header map to next-hdp
endif Fig. 3. Topology used in simulations
Forward P to neighbak;
W;k — W;k + sizeof (P);
W}« W} + sizeof(P);
end

Experiment 1 The delays of SP are compared with the delays
obtained in our TE scheme. The input traffic consists of 500
identical TCP flows; 50 of them originating from each node.
Fig.4(a) makes the delay versus load comparison. The x-axis

Fig. 2. Packet forwarding in the presence of both UDP and TCP packets.denotes the load and the y-axis the delay. The average delays

of single-path routing are denoted by SP and the delays of our

The hybrid procedure is similar to the UDP-only forwardingcheme are denoted by TE. Observe that for a given average de-
procedure described in Fig.1, except that the skew in distributilay, the load that the network can carry is much greater in TE
created by TCP traffic is mitigated by UDP traffic; greater thecheme. At very low loads SP performed better because of the
share of UDP traffic in the total traffic, finer is the distributionendency of TE to route along longer than shortest paths, un-
of the traffic according to the routing parameters. In the diffseder low loads. Fig. 4(b)-4(d) show the comparison of delays
model, out-of-order profile packets can be treated as datagraihindividual flows for both schemes under three different load
traffic. In section IV, we will give some performance figures reconditions. The x-axis in this case denotes flow IDs and the y-
garding this. The amount of extra space required in the routiagis the average packet delays for the flows. Note that to remove
table is of the order of)(NM N?). The processing time re- clutter and the plots clearer, the flows are first sorted in ascend-
quired is of the orde©(log(N?). No CRC16 hash at each hoping order of delays of single-path routing and then plotted. As
is used and no comparison with boundary values is done. We ban be seen, the proposed TE scheme significantly outperforms
lieve that the proposed TE architecture can be easily deployedhie single-path routing as the load in the network increases. In
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Fig. 4. Comparison of SPF and TE scheme

Fig. 4(b), for low loads, they are very close and often SP is bétg an offline algorithm and are then established using routing
ter. Under high loads there can severe congestion in single-padinameters. Packets are then forwarded according to routing
routing which can be avoided in multipath routing as seen parameters using hash techniques similar to OSPF-OMP. Our
Fig. 4(d). Because of the use of multipaths in the TE scherapproach differs from OSPF-OMP in several significant ways.
congestion and, therefore, the delays are reduced. Firstly, we use IETF’s Differential Services model to implement

Experiment 2:We test our assumption that when large nunthe TE system. The hash computation for a packet is done once
ber of TCP flows are present, delays close to minimum-delagisthe ingress node and inserted into the packet. Within the net-
can be obtained. TCP-10 indicates there are 10 flows betw&érk the hash key is directly used to determine the next hop
each source-destination pair. Curve UDP represents the optifihout further hash computation. To further speed up forward-
routing. Observe that in Fig. 5 as the total number of flowsg the next-hop structure uses a table with next-hop entries in-
increases from 90 to 900, the delays decrease to levels confijgad of boundary values as in OSPF-OMP. Unlike OSPF-OMP,
rable to the optimal. This is because of the finer granularity frur system treats datagram and TCP traffic differently and takes
distribution. into account the packet sizes giving finer granularity of traffic

Experiment 3:Traffic can be forwarded more accurately acdistribution. The use of Diffserv model enables complex oper-
cording to routing parameters, if the presence of UDP traffitions, such as peeking into the TCP header, to be done only
and packet sizes are considered during packet forwarding. TR at the ingress node. Also finer granularity of distribution
experiment tests this effect. We run the experiment for trafff@n be achieved by decoupling hash computation from source-
that is split 60-40 between TCP and UDP. As the fraction gestination address.

UDP traffic increases, the average delays improve (UDP-40). As

mentioned earlier, this is due to reducing the skew introduced byP"'C€ problem that we have not addressed in this paper is
TCP packet forwarding which OSPF-OMP does not do. adaptation to traffic fluctuations and adjacency link failures. We
can adapt similar techniques in OSPF-OMP, but this problem

is inherently difficult because our goal is to achieve minimum-
delay routing rather than mere adjustment to congestion. Also

We proposed a traffic engineering (TE) system based tire TE is described as applied to an autonomous system and
minimum-delay routing. For a given traffic matrix, multipledoes not address inter-domain routing. This is topic for further
flows between each source-destination pair are determined nesearch.

V. CONCLUSIONS
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Our packet forwarding mechanism is quite general and can APPENDIX

be usfed for other opt_imization criteria as_in [_23]. '_rhe system js Properties of Datagram Forwarding Algorithm
practical and can be implemented in conjuction with the emerg- ) )
ing Differential Services architecture. It offers significant ben- For @ given routing parameters we have to show that the for-

efits in terms of delay and throughput performance over singk&rding algorithm (Fig. 1) does not forward more tharbits
path routing. to any of the next-hop, and hence the traffic distribution is fairly
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