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Abstract—Large-scale applications are characterized by a large number work to model the characteristics of large-scale applications and
of dynamic and often interactive group members. The nature of these appli- protocols and their network support, which we call therking
cations is such that participants are not interested in all the content trans- . . ’ . .
mitted. We examine three currently available technigues to scope delivery S_etframework' Using this framework and _Slm_UIatlon’ we pro-
of content to interested receivers in IP multicast: filtering, where data is Vide broad statements of what these applications and protocols
filtered by middleware before passed to the application; addressing, where require from the network for efficient performance, and compare

data is routed only to those receivers that express their interest; and hybrid how they are traditionally supported We show that the current
approaches. We propose a framework that models large-scale application ’

behavior. We use this framework to evaluate the performance of these ap- I_P arChiteCture.iS not prepargd to support Iarge-§cale applica-
plications and related protocols when the network is capable of filtering or  tions because it can not efficiently manage multiple multicast

addressing. Our results show that the current Internet architecture does groups. We define a design space for future multicast multime-

not efficiently support large-scale applications because it can not efficiently ~. L LT .
manage multiple multicast groups. We show that network-level address- dia applications and highlight future areas of research to bring

ing is preferred to filtering and hybrid approaches given that groups are about this change.
easy to create and manage. We highlight areas of research in the multicast ~ This paper is organized as follows. Section Il reviews the
architecture to bring about this change. requirements of different large-scale applications and transport
protocols, as well as routing support options. Section Il in-
|. INTRODUCTION troduces our working-set model that frames the relationship be-

The complexity of networked applications is steadily increa ween the apphcatu_)n, fcransport, a_md net_vvork levels with _regard
large-scale applications. Section IV introduces our simula-

ing. Today, Internet applications manage a large and widely-

dispersed set of users, have multiple data streams that var 0 model. Transmlssmn ethency IS compared for filtered
content and media type, and make use of multiple unicast & rad addressed architectures, given that application data flows are
multicast streams in a single session. Examples of these ort-term or long-term. We show in Section VI why the current

tributed, interactive applications include multiplayer games [ rrr(]alflst(l;(:ll;taser?i/éﬁioa:sdggﬁg?;tgéiri%snrﬁgsififc;ﬂil?)trl]};rilljp?c())tg-
collaborative visualization and conferencing tools [2], and dis- g PP b

tributed interactive simulations (DIS) [3]. We refer to applica%:o's' Section VII presents concluding remarks and directions

tions with a large number of users, application entities, or cory future success of multicast deployment.
tent and media flows darge-scaleapplications. Additionally,
congestion control protocols [4], [5], reliable multicast proto- o o )
cols [6], [7], [8], and other multicast related end-to-end proto- Group-communication applications have different needs as
cols [9] employ multiple unicast or multicast streams simultangompared to point-to-point applications. In this section, we re-
ously for large receiver sets. view numerous I.arge—scale applications, transport protocols, and
In this paper, we show the limits of the current IP multicagputing me_chanlsms a_nd enumerate their dlffe_rences. In subse-
service and architecture for supporting large-scale multicast S4€nt sections, we review how well these requirements are sup-
plications by examining the characteristics, requirements, drgfted by the Internet.
performance of such applications and related protocols. Ap
cation and protocol trends include:

Il. BACKGROUND

p,&f Applications and Transport Services

« Sparse receiver interest in transmitted data. Various multicast applications and transmission control pro-
« Partitioning of receiver sets into groups based on network p&cols have a common requirement of content-based transmis-
formance or receiver interest in application content. sion. Due to their diversity of group members and data flow
« The need for fast joins to numerous multicast groups. types, they would all benefit from an efficient group manage-

Meanwhile, the trends in IP multicast network support have if2€nt infrastructure.

cluded support for broadcasting of data to only all group MeM-1 USENET News Distribution

bers, concealment of network performance state and topology,

and architectures with high overhead. We introduce a frame-The USENET network of NNTP (Network News Transport

Protocol) [10] servers is one of the oldest and most popular

1 Work supported in part by the Defense Advanced Research Proje%?ge_scaue Internet services. With USENET, users can post

Agency (DARPA) under grants F19628-96-C-0038 and F30602-97-1-0291. _ o\ "o ible b d h

Work supported in part by INRIA, Sophia Antipolis, France, and Sprint ATL‘?jlrtIC es that are accessl e y any l_Jser connected to another

Burlingame, CA. USENET server. USENET is interesting for our study because
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Distribution of the percentage of zero~interest articles
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was designed so that USENET servers received only the arti-
cles from newsgroups that had a history of any receiver interest,
then the server we studied could reduce storage requirements
and network bandwidth required to transport articles by more
than 80%.

While this study is not representative of every large-scale ap-
plication, it illustrates a trend that is sure to appear in other
content-based applications: content that is broadcast without re-
gard to receiver interest is inefficient.
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A.2 DIS and Distributed Games

C T R enageot Atceswinnoead mersst The Distributed Interactive Simulation (DIS) and the High
Level Architecture (HLA) standards were designed to support
networked virtual world environments. A good review of the
special requirements of DIS and HLA applications is given by

itis characterized by a large set of content flows, a large and dig!llen et al [3], and include:
tributed user base, and a reliance dim@adcast and filtedeliv- « Fast leaves and joins of multicast groups. Joins should take
ery model. Whether any users find articles useful or interestingder a second at the rate of hundreds per second.
is not considered: servers must download and store all articbehousands of simultaneous multicast groups.
posted. Users then hand filter articles. Although USENET is notReliability to ensure low packet loss.
multicast-based, it emulates multicast transmission and remadge solution often used to deal with these requirements and oth-
a good example of the problem addressed in this paper. ers, including reservation of bandwidth and differentiated ser-
As motivation for our study, we recorded all requested articlefces, is to aggregate the contents of many multicast groups into
at the UC Santa Cruz (UCSC) campus-wide USENET servgsingle multicast transmission [3]. Although DIS is real-time,
over a period of five days Our goal was to determine whatthe broadcast and filter network supportis the same as USENET.
percentage of the articles posted to newsgroups were interesiigreover, DIS is sure to have disparate receiver interest in sim-
to the server’s readership. ulation events because not all players in the virtual worlds can
USENET supports an overwhelming amount of content. Théew all events.
UCSC server stored articles from 7588 newsgroups with almosiultiplayer games have many of the same requirements of
four million articles posted in roughly a single month. Th@|S and HLA applications. Games may take on a larger number
server we studied has 20 gigabytes of disk storage, but, ligeconcurrent participants than government sponsored simula-
most servers, still does not have the resources to subscribgidas [3].
all USENET newsgroups. An interesting area of distributed games are serverless games,
Because archived material on the server was most likely alg., MiMaze [1]. In MiMaze, participants multicast to each
ready read, we focused on articles posted during the first fasther their current application state and are able to synchronize
days of the trace and the one day previous. For each article,wighout a centralized server. The success of this mechanism
determined if it was read once or more during the five-day pig-a function of the latency between participants, which is de-
riod by any user. For each newsgroup, we calculated the amogtident on the multicast topology connecting members. Large
of data in bytes that was posted during the trace, and then ¢atencies requires the group be broken up into divisions. Parti-
culated the amount of data in bytes that was actually read. Aibning of group members is a strong trend in large-scale appli-
though the server stored articles from 7588 newsgroups, durigigtions. Here, latency is the basis for partitioning; for USENET,
the trace only 1059 newsgroups were accessed by users, BIS| and games, partitioning based on content would increase
only 662 were accessed for new articles. A histogram of tlgficient data distribution if data could taeldressedowards in-
percentage of articles read for the 662 newsgroups in showndfested hosts, as we discuss in Section V.
Figure 1. For 52% of the 662 newsgroups, less than 10% ofResearchers in the area of distributed simulation have been
the articles were read by any user. Consequently, all but 125ncerned with the problem of interest management for a num-
megabytes of the 711 megabytes of new articles in accesggd of years [12]. Several researchers have proposed to include
newsgroups were downloaded and stored by the server forgngpecific network agent that manages the mapping of interest
purpose. groups to multicast groups [13], [14]. Typically, interest group-
Users were not interested in all or even most articles. Wy is done on the basis of (x,y) grid-coordinates [15], [16], a
conjecture that the trend for content-based applications in g@@atural interest clustering for the application area of distributed
eral is thatas the number of receivers increases and the numhgferactive simulation.
of flows of content increases, the amount of content that is of
general interest will decreas€learly, the filtering mechanismsA.3 Reliable Multicast
employed by USENET is extremely inefficient and without con-

sideration to user interest in the delivered content. If USENET Reliable multicast protocols ensure delivery of all data trans-
mitted to a set of multicast receivers. These protocols must man-

1User names were not recorded in the logs or seen by the authors[11]. age heterogeneous receiver packet loss [17]. A solution to this

Fig. 1. Distribution of interest value of newsgroups.



problem has been to localize feedback and recovery [7], [18hn data from the sending entity to the receiving entities and all
[19], which also increases scalability. network levels in between. The ALF approach advocates that
Localizing recovery traffic requires that data be multicast ontire application manage data packagingjplication data units
to receivers that have lost the original data. Fortunately, pack@®U), which then become the sole unit of processing, trans-
lost on a multicast tree are lost on the entire subtree. Expariission, and control across all network levels.
ments have shown that receivers can be partitioned into groupALF applications cannot rely on a simple, monotonically-
based on their topology as a predictor of their common packetereasing sequence space to distinguish interleaved ADUSs.
loss correlation [17]. Once the groups are formed, local feeflhey require an alternate method of naming data [24], [25].
back is possible, ansubcasting can be used as an addressing/hile data naming was introduced as a necessary component of
mechanism to localize retransmissions without forming a nedF-based applications, we take a more general view of nam-
multicast group. Accordingly, partitioning is present in reliablang: any large-scale application requires a good organization of
multicast protocols based on performance metrics such as toisl-application entities and content for network communication
ogy [17], [20] or packet loss [21]. when supported by addressing or filtering.
However, IP does not support partitioning and addressing.
In the case of reliable multicast protocols, complicated hot-1 Addressing Architectures

based protocols for discovering common loss patterns [21] cafrhe |p multicast architecture is based on unique identifiers

be used; or host-based tracing mechanisms can be used [§Rk class D address) that lack a meaning or context at the net-

[20]. work level and higher levels. Each multicast address is a name
that identifies the group, but provides no information about the
location of the participating hosts. Because multicast addresses

Multicast congestion control protocols can also exhibit r&erve only as identifiers, they would be more accurately termed
ceiver partitioning trends. Some protocols emplayered en- “names” [26]. IP multicast does not support transport among
codingsof data that divide streaming data into a base encodiggbsets of receivers joined to an existing multicast group; pack-
and multiple refining streams that enhance the rendering of ée transmitted over a multicast group can be sent only to all
base encoding [22]. A receiver may chose to subscribe to fharticipants. And, there exists little or no cooperation among ap-
base-level stream, or if more bandwidth is available, to adghlications on dividing the address space so tioditsionsdo not
tional streams. Such protocols must discover what bandwidibcur; applications pick multicast addresses randomly, though
is available to each receiver, and adjust the number of streagassion directonapplications such asd andsdr attempt to
received accordingly. Receivers are partitioned based on thalinage the situation. For applications that require communi-
available bandwidth. cation among subsets of hosts in the session, multiple multicast

Lossy layered encodings are not applicable to all types gfoups or multiple unicast connections are required. A good ex-
data, such as bulk file transfers. To manage a heterogenesawsle of this approach are the many layered-multicast protocols
receiver set for bulk data transfer, protocols can send multipleed for multicast congestion control [4], [22].

data flows at heterogeneous transmission rates, where receivess different approach in managing communication among
subscribe to enough groups to maximize their available bantbsts in a session is offered by addressable routing architectures.
width usage [4]. In this scenario, some data is transmitted m@ecent work on addressing, such as AIM [18] enables sources to
than once by the source on different multicast groups, but nektrict the delivery of packets to a small subset of the receivers
received twice by any receiver. The mean time of each receiygra multicast group on a per-packet basis. AIM also permits
completing the data transfer is minimized. receivers to listen to subsets of sources using lightweight mul-
ticast groups on a subscription basis, and provides routing for
resource discovery, i.e., anycast routing. Similarly, PGM [19]

Data delivery support for group communication applicatior@nd LWM [27] use addressable subgroups to provide a reliable
can be realized bfiltering and addressingmechanisms.Ad- multicast service. The subgroups are used to direct retransmis-
dressingis a network-level or end-to-end approach to directirgjons of lost multicast data towards only receivers that require
and routing traffic efficiently based on application-dependeie missing data.
content labels Filtering is an approach to dropping undesired Addressable routing services, such as AIM, PGM, and LWM,
content received from the network before it is passed to the aply on the application to separate data flows and to tag packet
plication. Having a prepared set of organized application elmeaders appropriately, i.e., naming. For complex applications,
tities and data flows allows applications to disseminate datastorobust structure and naming approach is required so that
interested receivers only, using either addressing or filtering. Wetwork-level addressing services may operate independently
refer to the process of placing application entities and data flofvem any end-to-end protocol.
into ordered structures based on their relationships in the context
of the app"cations aﬁaming B.2 Application-level Fllterlng

Application Level Framing (ALF)23] was proposed to in-  Not all applications rely on multiple multicast groups or ad-
crease the expressibility of an application’s needs to lower leyressable routing architectures to scope data to interested re-
els. ALF architectures preserve the semantics of the appliggivers. Instead, a simpler, lower latency, but less efficient, ap-

2Subcaspackets are multicast starting from a router other than the source aPn'EpaCh IS takl?m all data broadca_sn_o all receivers using a
then forwarded to the remaining subtree. common multicast group and receivdilger out packets based

A.4 Congestion Control

B. Data Delivery



on the data content. This makes sense because of the very linork to discuss these design options. In the subsequent sections,

ited deployment of multicast. we model and simulate the support choices to show the network
We have discussed above the use of filtering for USENET anblaracteristics of each scenario. Then, we discuss why the In-

DIS. Other examples include@endezvoulR28] andKeryx[29], ternetis not prepared to support the addressing model though it

which are both commercial middleware products that providkebetter suited for such applications.

content-based filtering of broadcast data for network applica-

tions. In these schemes, all packets contain meta-information [1l. AW ORKING SET FRAMEWORK

about data content. End-hosts drop received data based opgr applications in which the data rate of the source can over-
the meta-information before it reaches the application. (Regneim either the receiving hosts or routers in between, flow
dezvous is not necessarily pure broadcast, as the scheme allgis congestion control protocols traditionally have been used
for routers to forward content from very broad categories to iy [imit the amount of data hosts and routers need to process.
terested hosts.) The group communication scenario introduces a new dimension

The main disadvantage of the broadcast & filter approieh (310ng which to reduce the amount of traffic that arrives at re-
tering for short) is its drain on network and end-host resourcessjvers and that traverses routers: the interest value of data.
Filtering transmissions may congest networks, fill queues at enqjesigmng efficient support for large-scale applications
hosts, and waste processing. Furthermore, sometimes policy§giches on issues involving application, transport, and network
curity, or privacy considerations requires that data not be broggge|s. The relationship between these three levels can be mod-
cast to a large population of users. The primary advantagesp{d by considering what each level manages. From this view-
filtering is simplicity and low latency. The responsibility of de‘point, we can see the relationship between naming, addressing,
termining the interest of a received message is placed on g filtering.

receiver set, and furthermore, sources of information need ”thplications control a mapping betweapplication entities,
know the location of receivers on the network. Another agdxig flows andcommunication groups

vantage of filtering is low latency because an existing muItica.stAppncaﬁon entitiesinclude anything that is manipulated by
group is used to send data regardless of the intended receiVgLays in the context of the application: e.g., avatars, tanks, cam-
As with end-to-end protocols and applications that employ agr‘as, pointers.

Qressing, the use of filtering mechanigm_s requires a strong NaMyata flowsare a grouping by content or media type of a se-
ing scheme for a fast method of classifying the content. quence of data transmitted between application entities. e.g.,
one of multiple video streams, the communication among a sub-
group users, or a newsgroup in USENET.

To summarize, the major characterization of large-scale apCommunication groupare the set of unicast, multicast, or ad-
plications is that there is a lack of general interest in flows dtessable subgroups (see Section Il) used to isolate data flows.
data, whether the division is by content, data encoding, tram$em the application perspective, communication groups are
mission rate, or media type. We conjectured that as the numpares transmitting data flows between application entities.
of receivers increases and the number of flows of data increases;rom the network perspective, there exists two manageable
the amount of flows of data that is of general interest will debjects: communication groupand hosts The management
crease. This results in the following requirements for large-sc@ie communication groups has already been discussed. From
applications and transport protocols, though no one exhibits gk network point-of-view, communication groups are pipes that

C. Discussion

trends: link hosts exchanging datélostsare simply the IP addresses of

« A partitioning of receiver sets by interest in content. the end-users involved in the session and are the home of one
« A partitioning of receivers based on performance: perceived more application entities. For example, a single host with
latency, packet loss, topology, or available bandwidth. a single IP address may be in control of a few tanks in a dis-
« A need for fast joins and leaves of multicast groups. tributed interactive simulation. From the application perspec-
« A need for an enormous number of concurrent multicagite the two tanks are separate entities, but from the network
groups. perspective, only the hosts are important.

The trends for data delivery supporting such applications andWe refer to thewvorking setof a level as the set afbjectsit
transport protocols include must manage to perform its assigrtagk

« Broadcast and filtering, where mechanisms discard undesise&or the application level, the working set consists of appli-
information. cation entities, data flows, and communication groups; the task

o Addressing, where data is sent only to interested users.  consists of transporting data flows among application entities
« Hybrid addressing and filtering, by placing data in broad catia communication groups.

egories. Categories are addressed to interested receivers,saRdr the network level, the working set consists of communi-
content within categories is filtered. cation groups and hosts; the task consists of transporting data
Each type of support correctly services the application: all dataong hosts via communication groups.

reaches intended receivers, ignoring packet loss. It shouldFigures 2, 3, and 4 illustrates how the objects of each level map
apparent that addressed applications more efficiently service tibgether under each of the three network level scenarios. Fig-
application. However, most applications and transport protocoilee 2 illustrates the relationship between application objects and
rely on a broadcast model, and a growing set rely on a hybridtwork objects with an example drawn from simulation appli-
approach [30]. In the following section, we introduce a frameations. Three tanks are fighting on a battlefield, and need to

4
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Communication { Users App-entities Streams Users

App-entities }DataFIows P Goups

tank #1
tank #1 tank #2 } = Battlefield #1 —— 1281142123
tank #2 F» Battlefield #1 ———————————®»= 225.23.22.1 q 128.114.21.23 Tk #3
tank #3 114.123.23.2

114.123.23.2
lane #4
’ }4> Battlefield #2 ——————— 104.18.231.12

128.114.21.23 plane #2

plane #4 } Battlefield #2 ————= 224.55.34.13 = 10418231 12

plane #2

Fig. 4. Application to network mapping when over an addressable routing ar-

App-entities Users chitecture.

e g e
plane #4 In contrast to the previous two cases, the routers aid the applica-
2 s tion in the mapping data flows to addressable subsets of hosts.
Traditional IP multicast is based on a one-to-one mapping of
Fig. 2. Application to IP networks mapping. data flows to multicast groups, establishing an implicit filtering
by routers. Hence, for hosts not to receive data they do not need,
a separate multicast group must be established for each set of ap-
1 plication entities that are of interest to any set of hosts. A more
App-entities ~——Data Flows Users  Filter scalable approach consists of mapping sets of data flows to a
| communication group connecting a common set of hosts, and
allowing routers to filter dynamically those streams that are of
interest to different subsets of hosts. In terms of naming, what
Figure 4 suggests is a generalization to ALF, in which applica-

plane #2 ——® 104.18.231.12

Naming Broadcast Filtering
-

tank #1
tank #2 ¢ ———— Battlefield #1

tank #3

plane #4
plane #2

} ———® Battlefield #2

Fig. 3. Application to network mapping when over filtering. tions and the network interact to attain interest-based routing of
information.
communicate their respective movements to each other. For IV. MODELING GROUP COMMUNICATION

this purpose, the data flow “battlefield #1” connects the threeIn this section, we review the problem of choosing between

tanks. The batlefield's data flow is mapped to the multic |Tterin and addressing. We introduce a simulation model of
group 225.23.22.1. The network level takes all data sent on this 9 9-

multicast group and disseminates it to the subscribed hosts problem on which we elaborate some results. The model is
unicast adgdresF;es 129.103.21.23 and 114.123.23.2_ At a hi egirberately simple and has been chosen to highlight specific be-
N R Piliors. As using either filtering, addressing, or both will route

level, we see a user at host 129.103.21.23 as the source of ta(#wgss
r

1 and 2, and 114.123.23.2 as the source of tank 3. Note that a cqrrectly to receivers, our crlter!a for evaluatmg thg best
o S oice is based on how each mechanism affects application per-
the network level, only the communication group is importan

. ormance and network resources. A discussion of implications
not the associated data flows.

. . of our results to the complicated multicast architecture is dis-
From this model, we can see the need for mapping data %ﬁ’ssed at length in Section VI
: .

tween the application and the network groupings so that the se
of co.mmunicati.o.n addrgsses u§ed to transmit data flows betwgerMode“w Application Types
application entities arrives at, ideally, the exact correspondin o .
sets of users, which is the case when communication grou_pi’ve modeled two general application types: those with short-
have a one-to-one mapping with data fléwsVhen supported lived _transactlondata flows and those Wlth Iong—hved_, t_mng
by IP, naming takes application entities and maps them to dgfgquon_data_ﬂows. For example, a salient characteristic of DIS
flows; these data flows are mapped to communication grouﬁgphcanons.ls _the short dqratlon of some data flows, e.g., fast
which a routing service then maps to end hosts. To ensur@/g@nes or missiles, or the time one stays in a room. An exam-
one-to-one correspondence between the data flows and comRi§long-duration application is USENET newsreaders and news
nication groups, IP multicast requires the maintenance of ofigtribution. We can classify USENET as long duration because
multicast group per data flow. When there is no one-to-one mdpe data flows, which can be either articles or newsgroups, are
ping between data flows and communication groups, then sofgtively long. In other words, a summary description of the
data are delivered to receivers that do not need it, and some IGFIE’S content, perhaps the subject and the author's name, is
filtering mechanism is needed. In Figure 3 we can see how fR/Ch shorter than the article's full text.
model changes for applications that use end-to-end filtering. InCertainly, most applications do not fit either of these two
the extreme case, one communication group is used for the &R€s exactly, and are likely to have aspects of both; but, it is
tire session. Mapping and routing drop out as data is transmit@Rpier to study a range of applications by characterizing the end-
to all receivers in the session. points. We are not attempting to map out a complete model of
Figure 4 illustrates the mappings between the application afytj @PPlications by developing a complex model, but rather to
the network when an addressable routing architecture is offerligminate some important issues using a simpler model.

3Note we have skipped over transport-level services, which, in a traditions; Modeling Network Support

layered architecture, could easily also make use of this mapping; alternatively, . . . . .
transport-level functions are integrated into the application level with the ALF Our performance simulation, described in detail shortly, mod-

approach. eled three network support scenarios highlighted in Section II:



0 L s data flows where was small, and a long duration application
’ as one with long-lived data flows whedewas large. In order

@ /7 to keep the amount of data roughly the same between the two,
Mappmge,ga,,y,m M’\MWWW long-duration applications had a larger value fosnd transac-
- motiastgroup 2 tion applications had smaller value far Accordingly, in the
o @ ot s It an s simulations, the values afand: determined whether the simu-
/ lation was modeling a transaction application or a long-duration
application.
© Each request generated is considered by a mapping algorithm
(Step 2) that then associates the data flow with a multicast group
(Step 3). The maximum number of concurrent multicast groups
Fig. 5. The simulation model. available during each simulation run is settoWhenn = 1,
» One multicast group for all flows, corresponding to the filtethe simulation modeled filtering; when = oo, the simulation
ing approach. modeled addressing; and whenwas less then the maximum
« One multicast group for each data flow, corresponding to thember of concurrent requests generated throughout the simula-
addressing approach. tion, a hybrid scheme was modeled. Once a data flow is mapped

« A hybrid-scenario, where there are less multicast groups th@ran available multicast group, one unit of useful data is counted
data flows, corresponding to the combined use of filtering apér time unit for each host interested in the data flow.

addressing. This approach makes sense because of the scarcifpho multicast group address is free at the start of a new flow,
of class D addresses and the overhead of setting up many migén more than one data flow is mapped to a single, existing mul-

cast groups. ticast group. When this occurs, it is likely that the multiple data
The goal of the simulation was to quantify the overhead of eaffbws do not have completely matching sets of interested hosts;
scenario by counting: therefore, superfluous traffic, 1 unit per time unit, is counted
« The amount ofuseful datadelivered to interested receiversat the uninterested hosts receiving data from another data flow
i.e., interesting data. mapped to the same multicast group. After a time, data flows
» The amount obuperfluous dataelivered to uninterested re-expire (Step 4) and are removed from the mapping table.
ceivers, i.e., uninteresting data. Among mappings searched, the mapping algorithm picks the

« The amount ofcontrol traffic generated by the scenariopne mapping of data flows to the communication groups result-
caused by subscription and unsubscription to multicast groupgg in the least amount of superfluous traffic. Data flow expi-
These values are dependent on whether transaction or lomgions also caused re-mapping so that the superfluous traffic is
duration data flows are present. always kept as low as possible.

When a host is required to join the multicast group to which a
data flow is mapped, a unit of “control traffic” is counted, unless

Figure 5 depicts the simulation methodology. The simul#le host is already subscribed. One unit of control traffic is also
tion considered a single application that generated requestsdaunted when a data flow is re-mapped to a different multicast
data flows (Step 1). Each request had as paraméteesran- group (that the host does not already subscribe to), and one unit
domly chosen subset of hosts, between two and seven ouiso¢ounted for unsubscribing from a group. Counting control
30 from a uniform distribution, and®, the duration of the data traffic in this fashion provided a crude approximation of what
flow in simulation time units. The uniform distribution represignaling would actually occur between routers, as if the mul-
sents an application where content is uniformly interesting tiéast routing tree had a star topology. Note the costs of a unit
a low number of hosts in the session, never favoring one paf-control traffic and data traffic are equal when determining
ticular set of hosts. The results will vary for different intereghe total traffic. However, if two mappings resulted in the same
distributions, but the insights are gained from this experimedmount of superfluous traffic, then the mapping with the least
are generally applicable to any situation where there exists damount of resultant control traffic was deemed a better choice.
that is not interesting to all receivers. For long-duration data We do not discuss the design of a specific mapping algorithm,
flows, D is chosen from a geometric distribution with a giveior the communication between hosts required to perform the
meand, and minimum value of 1. A geometric distribution ismapping. The simulation assumes a no-cost mapping and com-
not meant to be representative of all applications; the resultsnedinication algorithms to measure the maximum performance
the simulation hold true because of the disparity of receiver ipessible under each scenario. At first, we performed the sim-
terest, not because of the distribution of the inter-arrival of dasitations using a mapping algorithm that compared all possible
flows. For transaction data flow®, = 1 for all flows. The time mappings and always found the mapping with the least amount
I, at which the next data flow arrives, is chosen at this time froofi superfluous traffic. Unfortunately, the number of possible
a geometric distribution with a given meanWhenl = 0, an mappings is combinatorially explosive because it is a function
additional data flow arrives in the same time unit. When newf the number of data flows and the number of available mul-
requests arrive before existing requests expire, or when multigitast groups. Simulation times became intractable. Therefore,
requests arrive together, theancurrent requestexisted in the the results in this paper are based on an approximate mapping
simulation. algorithm. Ford data flows and communication groups, the bi-

We defined a transaction application as one with short-livedry algorithm found the best mapping of thdata flows when

C. Assumptions
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Fig. 6. Transaction data flows.

¢ = 2. Forc > 2, the group with the larger amount of supersimulation.

fluous traffic was spilt into two groups again. Next, the commu- As can be expected, Figure 6a shows that addressing is more
nication group with the largest amount of the superfluous traféidficient than filtering for transaction applications. The model
among the three was spilt, and so on. Simple test cases wgrggests that these applications will suffer in performance due
used to show that our binary mapping algorithm performed rela-the excessive control traffic resulting from setting up groups
tively similar to combinatorially explosive algorithm, but withinso that data is scoped correctly. The superfluous traffic is not
reasonable execution times. The tests we ran also showed Healrly as significant as control traffic, but a reduction in su-
the mapping algorithm we used always performed better thperfluous traffic is seen with an increased number of multicast
random mapping. As we discuss subsequently, our results sggups. Accordingly, for such applications, the control over-
gest the hybrid approach and the design of this kind of difficuliead must somehow be minimized even when multicast groups
mapping algorithm [30] should be avoided by instead designiage not considered a scarce resource.

a supportive multicast architecture. This analysis has two caveats. First, the cost of a unit of con-
trol traffic and a unit of data is considered the same. If units of
V. PERFORMANCERESULTS data traffic where considered to be worth some multiple of con-

We ran two major sets of simulations: one set for transacti&e! tre}ffic, then the the percentage of cpntrol traffic would be
applications, and one set for long-duration applications. Withi@wer in the graph. However for transaction data flows, an equal
each set, the same parameters were used, and thus, the ¥&§ is reasonable. Second, the apparent asymptotic nature of
sequence of data flows were generated. To consider the tHft&Plots can be explained by the distribution of the number of
network support scenarios for each set, the number of av&Rncurrent data flows to be mapped by the service. In the simu-
able multicast groups was increased by one for each run, starf@Pns, higher numbers of concurrent data flows are less likely,
from one. Each iteration was run for 1000 simulation time unit&Nd adding additional multicast groups is beneficial a decreasing
at which point the results converged. percentage Of the time. . '

Figure 6a shows the percentage of each type of traffic forFigure 6b illustrates the importance of the interest-level of
transaction data flow applications when the simulation is rdfe data for the receiver set. For this alternate set of simulation
over a varying number of available multicast groups. Fredis uns, all generated data flowd, always contained between 20—
represents:, the number of available multicast groups. Each0 host out of 30. When more (ecelvers are interested in the
of the three types of traffic is responsible for a certain percefi@nsmitted data, then fewer receivers have to process superflu-
age of the total traffic during the simulation, and this result 24S data.
plotted along they-axis. Superfluous datés marked with 2" ) o
symbols,useful datawith “=” symbols, anccontrol trafficwith  B- Long-lived data flow applications

o”symbols. For example, when two multicast groups are avail- Figyre 7a shows the performance results for long-duration
able, 25% of the traffic was superfluous data sent to hosts, 283, flow applications. In this set of simulation ruas: 4.0

of the traffic was useful data sent to hosts, and 45% of the traffige units andi = 50.0 time units. Figure 7b shows the associ-
was due to hosts subscribing or unsubscribing from the mulireq distribution of concurrent data flows per time unit.

cast groups. Figure 7a illustrates that long-lived data flow applications
benefit greatly from each separate multicast group that is avail-
able: filtering does not provide the efficiency of addressing. Fig-
During the simulation of transaction applications, each dat#e 7c illustrates the amount of traffic during the simulation in
flow that was generated was assigned between two and eigjpgolute values. It is clear that the total amount of traffic in the
hosts out 030 that found the data flow interesting. Figure 6&etwork reduces greatly as the number of multicast groups in-
shows the distribution of concurrent data flows that existed dwreases.
ing each time unit as a percentage of the total duration of theFigure 7a indicates that applications spend the least amount

A. Transaction applications
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« Addressing must be lightweight, requiring low-overhead

methods of setting up and tearing down groups and routes.

We can also state the following for the applications and proto-

cols studied in Section II:

: « Such applications require low latency address allocation.

« Addressing mechanisms must have low latency route setup

and tear-down.

« New multicast groups and routes must be easily announced

for receiver-driven joins, or easily configurable for sender-

initiated schemes.

« Receiver set heterogeneity and partitioning information must

of time remapping data flows into groups for pure filtering ange available to higher-level protocols when such requirements

pure addressing. The curve of control traffic is explained by thee performance based.

distribution of data flows. As the number of available mUltica%r those reasons, we believe the most promising |Ong_term o

groups increases from a small number, the hosts spend mgkgn to this problem is to reconsider the multicast architecture

time using the groups to lower superfluous traffic. When thg petter support network layer addressing. Internet-wide, large-

number of multicast groups is larger than the median numhgiale applications are still a research topic, allowing the oppor-

of concurrent data flows, most of the time each data flow h@gity to consider longer-term solutions. In this section, we con-

its own group. A reduction in control traffic occurs because o&jder the properties of IP multicast and show where changes can

ten only a single join and single quit are needed, rather tham@made to support large-scale applications.

remapping because data flows expire or are created. The above characteristics are in conflict with the current IP
Figure 7 shows the execution time of the simulation for ea@rvice model and architecture, which offers addressing only

iteration of available multicast groups, which demonstrates ththe form of multiple multicast groups. IP multicast is a

difficulty of mapping flows when a hybrid of filtering and ad-transport-level addressing service and with poor group manage-

dressing is used. The amount of processing to determine fignt. There are four major problems with support in IP multi-

mapping severely drops off as the number of available grouggst: group set up latency, overhead, scarcity of addresses, and
approaches the maximum number of concurrent groups, Ofthéiwork-Iayer cooperation.

simple filtering is used.

lable Mulicast Groups.

Fig. 8. Execution times.

A. Setup Overhead

VI. SUPPORTFROM THE INTERNETARCHITECTURE .
Based on current IETF standards, a common IP multicast ar-

In Section Il we have shown there are a number of charactgkitecture includes IGMP, PIM-SM, and MSDP; in the future
istics that differentiate large-scale applications. In the previogscombination of MAAA, IGMP, PIM-SM, and BGMP will
section, we have shown by simulation the following charactaje more common. Alternatives to PIM include MOSPF and

istics for generic application types: DVMRP. Setting up new multicast groups in IP requires a num-
« Even alimited hybrid scheme has better performance than fier of steps. First, a class-D address is chosen randomly by the
tering. source. Next, hosts join the group by using IGMP to signal their

« Hybrid schemes are only an advantage over addressing whamal router. The routers then send join messages hop-by-hop
addresses are a scarce resource and mapping mechanismwahe domain’s PIM-SM rendezvous-point. Hosts in the same
efficient. domain as the source learn of the new source from packets sent
« Addressing makes the most efficient use of network resourceger the RP’s shared tree they have already joined. They join
« Addressing is only feasible when addresses are not a scattectly on the shortest path to the router of the new source. RPs
resource. use MSDP to announce the group to all other RPs in remote do-



mains. Remote RPs in domains with hosts joined to the group
then form a tunnel through the Internet to the source’s router.

In the planned architecture, source’s request a group address
with the assistance of the Multicast Address Allocation Archi-
tecture [31], which includes the MADCAP, AAP, and MASC
protocols. Also, MSDP will be replaced by BGMP, which of-
fers shared bidirectional shared trees rather than dynamic tun-
nels between domains.

The signaling in these protocols does not allow for blocks of . o
addresses to be set up at one time, except in the case of MASC ~ Fi9- 9 The chances of collision in the IPv4 address space.
where blocks of addresses can be allocated to domains. In con-
trast, network-level approaches make use of an existing muliTRACE functionality, even though it was intended for debug-
cast group to serve a subset of receivers, which requires I%

: iy purposes.
overhead and protocol steps to configure the new subgroup. Ofrpe |nderlying architecture cannot be modified every time a
ten groups can be torn down as data is sent [19].

new partitioning scheme is desired. However, large-scale mul-

ticast applications would be better served by passing more in-

formation up to higher levels, such as topology or latency in-
The protocols that are required to setup a multicast that w&mation. Passing information to higher levels does not violate

have listed above cost time as well as signaling. With the c@eparation of function or the end-to-end argument. For example,

rent architecture, group setup latency is dependent on the spae¥l passes up topology information to hosts via positional la-

of the underlying multicast routing tree protocol. When an eyels, which are labels that manifest the location of hosts relative

plicit join protocol like CBT [32] or BGMP [33] is used to con-to the source or core of the multicast tree.

struct the multicast spanning tree, sources must wait to send data

until all receivers join the tree. When broadcast & prune mub. Address Space

ticast routing protocols like DVMRP [34] or PIM-DM [35] are . .
BLﬁroposals exist for mapping data flows to a smaller set of mul-

used, the spanning tree is constructed as the data is sent. , i
broadcast & prune routing protocols effectively turn transpoHQaSt addresses, but currently multicast addresses are not a scare
source. This is mainly due to a lack of commercial deploy-

level addressing schemes into filtering schemes for brief peridﬁ )

as all routers in the domain are required to prune back unwanfgnt of multicast [36].

groups. Thus, there is a tradeoff between the two multicast rout-arge-scale applications may be supported by numerous mul-
ing tree approaches: explicit-join protocols construct trees wifi§ast groups for each flow of content, possibly as short-lived
less traffic, but have a longer latency. Whatever the needsfligs numbering in the hundreds or thousands. Increasing the
users’ applications, the tradeoff is left to the control of syste$€ Of multicast addresses drastically increases the probability
administrators as only one approach is used per domain. of addr_esscolhsmn across domains when the_ cho!ces are ran-

Delays may also be caused by the operation of MAAA prot6’-°m- Figure 9 shows a the chances of a collision given a number
cols, or the peer-by-peer signalling of MSDP. of randomly chosen addresses [36].

In network-level addressing schemes, there is an opportunity! € sét of MAAA protocols are still under study and are nota
to choose the method of construction of addressable multicd§ployed standard. Alternative solutions to address space prob-
subgroups independent of the protocol used to construct 1RBS include address space available with IPv6, the (host,group)
main multicast routing tree. For example, PGM and LWM créiource-rooted paradigm of Express [37], or (core,group) bidi-
ate addressable subgroups without broadcasting, even if the i@glional shared trees of Simple Multicast [38]. PGM and AIM
derlying multicast routing protocol uses broadcasting. In AIMiSSUmes that a multicast group is an interdontaintextthat
subset multicast groups can be constructed by broadcasting @@y hosts share. Addressable subgroupsin PGM and AIM use
within the original multicast tree for low latency or by explicit® (9roup,stream) paradigm so that subgroup addresses are plen-
join mechanisms within the original spanning tree for efficieful within the multicast group context and also offer hints for
construction traffic. PGM groups can be torn down as data t@g9regation.
verses routers. Only the construction of the main spanning tree ) _
in AIM, PGM, and LWM is dependent on the underlying mulP-1 Multicast Routing Trees

ticast routi.ng protocol used. Lightweight subgroups are CoN-spme multicast routing protocols offgrer-sourcerouting
structed without the use of MAAA, MSDP, BGMP, or other inyrees and otheharedrouting trees. With per-source trees, each
terdomain routing requirements. packet is delivered on the shortest path from each source to the
receiver set. Shared routing trees use a common routing tree for
all sources: either a bidirectional tree, or a unidirectional tree

Network information is generally not passed upward in 15 used. In the former case, packets are disseminated from any
Although several of the applications protocols we have exapeint on the tree; in the later case, packets are first unicast to
ined require partitioning of the receiver set, and those partitioagendezvous point, which then multicasts the packet to the re-
are based on performance data, acquiring or collecting suchdeiver set. As such, per-source tree incur sogroeip state at
formation in IP is difficult. For example, Tracer makes use gbuters, and shared trees incur group state only.

Number of addresses in use

B. Group Setup Latency

C. Network information
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