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Abstract— A major concemn with the IETF proposed Integrated Sewices
(Intserv) architecture for providing Quality of Sewiceis that the amount of reser
vation stateit storesin the routers and the RSVP protocol it usesto maintain the
consistencyof resewvation state may not be scalableto high-speedbackbonenet-
works. Becauseof the largenumber of flows in the backbonenetwork, the refresh
messagesssociatedwith RSVP’s soft-state mechanism, apart from consuming
memory, bandwidth and computing power, can experiencesignificant queuingde-
lays and prevent correctfunctioning of the soft-statemechanism.For the refresh
mechanismto scale therefore, the resewation state sizemust be boundedsothat
delaysof time-sensitive refreshmessagesan also be bounded thr ough adequate
bandwidth allocation. In [26], we describedthe ScalableMultipath Aggregated
Routing architecture (SMART) in which the resewation state sizeis a function of
number of destinationsrather than number of flowsin the network. In this paper,
we describearesewation protocol (AGREE) to maintain this resewvation stateag-
gregatedalong the multipaths. The AGREE protocol, like RSVP, usessoft-states,
but also ensuresthat the refresh messageexperiencebounded queuing delays.
The SMART architecture combined with AGREE protocol is significantly more
scalablecompared to the Intserv/RSVP model.

I. INTRODUCTION

ThelETF proposedheIntegratedServicesarchitecturgintserv)
for providing deterministicserviceguaranteesequiredby real-time
multimediaapplicationssuchas IP telephomy, video on demand,
andvideoconferencing3], [6], [21], [22], [28]. In Intservandother
QoSarchitectureg[11], [15] to namea few), the network resenes
the requiredlink bandwidthfor eachapplication,andthenusesa
fair schedulingalgorithm,suchasWFQ [4], atthelinks to ensure
eachapplicationreceiesits allottedbandwidth.This approacthas
several problemsrelatedto its scalability Firstly, routersin Intserv
modelmustremembeeachflow’sreserationandserviceeachflow
accordingto its resenation. As the links in backbonenetworks
have large capacities routersare expectedto carry large number
of flows, which, immediatelyraisesthe questionasto whetherthe
link schedulersvill beableto schedulgacletsin atimely manner
[19], [24]. Secondly a more seriousproblemis relatedto main-
taining the consisteng of resenationsin the presencef resource
failuresandcontrolmessagéoss. If resourcaesenationsstateless
thanthe actualresenations,delayscannotbe guaranteed On the
otherhand,if resourcaesenationsstatemorethantheactualreser
vations,thereis wastageof resourcesTo implementrobustmech-
anismsfor maintainingresourceresenations, IETF proposedthe
RSVP[29] resenation protocolwhich usessoft-staterefreshingto
maintaintheresenationstate.Becaus®f thelargenumberof flows
in the backbonea seriousscalabilityproblemcanariseif the vol-
ume of refreshmessagess large enoughto cause dueto conges-
tion, delaysand loss of refreshmessages.Refreshmessagesire
time-sensitie and suchdelaysand loss can easily destabilizethe
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refreshmechanism.To deliver refreshmessages boundedtime,
the statesizesandrefreshmessageverheadshouldbe predictable
so that the necessaryesourceprovisioning can be madefor their
delivery.

Someschedulerdasedon aframing stratgly canmake schedul-
ing decisionsin O(1) for a small price in termsof looserdelay
bounds[13], [23]; link scheduling,it appearsdoesnot seemto
presenta seriousproblemeven when perflow schedulingis used.
However, solutionsfor robustresenation maintenancelo notseem
to beasforthcoming.Onemay arguethat, with currentfastproces-
sors,high-speedinks andinexpensive memory the high volumeof
refreshmessageassociate@®SVPcanstill beprocessedvenwhen
straightforvardperflow processings used.While thisis debatable,
themainconcerns thatthe sizeof thereseration stateandrefresh
messag@verheadare dictatedby the numberof flows. Whenthe
volumeof refreshmessagess high, theeffectof queuingdelaysdue
to congestiorcanno longerbeignored,evenwhentherefreshmes-
sagesareforwardedwith highestpriority. Whenrefreshmessages
aredelayedflows losetheir resenationsandpotentiallydestabilize
therefreshmechanism.

Severalpartial solutions, suchasaggreation,statecompression
andmessageatecontrol,have beenproposedo reducethevolume
of RSVPrefreshmessage§l], [17], [27]. Our approachaimsat
usingresenationstatethatdepend®nly onthenetwork parameters
(numberof destinationsand classesyatherthanarrival patternsof
the enduserflows. This givesnetwork designersnmoreleverageto
boundthe bandwidthrequiremenbf refreshmessagesandcangive
themtheir fair shareof the bandwidthby treatingthemasanother
real-timeflow at the links, for example. Therefore,our goalis to
developanarchitecturehatreplaceshe perflow stateandperflow
processingvith mechanismsvhosecompleity is essentiallydeter
minedby the network parameters.

In [26] we proposeda framewvork architecturewhich we call
SMART (ScalableMultipath Framevork Architecture)and which
replacesthe full resenation stateof Intservwith a much smaller
statethatis boundedandwhoseboundis determineda priori from
the network structure. The SMART architectureachieves this by
using a fixed set of pathsto eachdestinationand by aggreating
flows that sharethosepaths. The coreroutersmaintainstateonly
for aggregatedflows andprocesonly aggrgatedflows. Thereser
vation stateis drasticallyreducedand, moreimportantly the state
sizearisingout of theseaggregationtechniquess a functionof the
networkparametes ratherthanthe numberof userflows andthus
is easilybounded This paperfocusenthe signalingprotocolthat
manageshe aggreatedresenation state.We proposehe AGREE
protocol(AGgregateREsenation Establishmenprotocol)thatuses
soft statesasin RSVR but refreshestateon a peraggregatebasis
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ratherthanperflow basis.Theprotocolcancorrectinconsistencies
in resenationsresultingfrom link failuresandfrom refreshmes-
sageloses. We believe thatthe SMART/AGREE modelrepresents
anew approacho scalablearchitecture$or providing deterministic
guarantees.

The paperis organizedas follows. Sectionll gives a brief
overview of the SMART framework architecture.Sectionlll dis-
cusseghe maintopic of this paper the AGREEresenation proto-
col. SectionlV discusseselatedwork. SectionV concludegshe
paper

Il. OVERVIEW OF THE SMART ARCHITECTURE

A key ideain the SMART architecturas to usefixed multipaths
for eachdestination[26]. A multipath a is directedagyclic sink
graphrootedat a destination.Flows of a particulardestinationare
alwaysestablishealongthe correspondingouting graphsandare
megedwith otherflows thatsharethe samemultipath. Flow classes
basednthenotionof burst-ratio wasintroducedo facilitatemeig-
ing of flows, while continuingto provide deterministicguarantees.
The endresultis that routersonly maintainstateonly on perclass
perdestinationbasis,while offering remarkabletradeof between
compleity and performance. The rest of this sectiondescribes
SMART to provide necessarycontet for presentingthe AGREE
protocolin the next section.

Multipaths: A straightforvard approachto achiere per
destinationaggr@ationis to always setupflows alongthe shortest
path(measuredn hop-count).Routersthenhave to maintainonly
the total rate of traffic they receve for eachdestinationand class
andtheresenationonthelink to the neighborthatis on the short-
estpathto the destination.The total resenation statethat needso
be maintainedis reducedto O(NQ), where N is the numberof
destinationsand @ is the numberof classes.However, the single-
pathapproachresultsin high call-blockingrates,.e., flow requests
arerejectedeven whenthereare other pathswhich cansatisfythe
flow’s bandwidth.To improve call-acceptanceates alternatepaths
must be used, but using routing statefor eachalternatepath in-
creaseshe amountof statein the routers. The key to controlling
thisis to capturealternatepathsfor eachdestinationsuccinctlyus-
ing multipaths. Formally, let S]’i be the subsetof neighborssuch
that pacletsreceved by routeri destinedor j areonly forwarded
to neighborsin S} With respectto a destinationj, the succes-
sorsetsS]’f of all routersi definea successographcontainingthe
links SG; = {(m,n)ln € S/, m € N}. Flows of destina-
tion j aresetuponly along SG;, sothatroutersonly have to store
the successosetsS}, which ofcourseis boundedby the numberof
neighbors.If S} is restrictedto oneneighbor the successograph
reducedo atreeasin single-pathrouting. The goalis to usesuc-
cessorsetsaslarge aspossiblewithout creatingloopsin SG;, be-
causemorerichly connectedhesuccessographSG; is, thebetter
the call-acceptanceateswill be. For the OSPFand IS-IS proto-
cols,Si = {k | k € N* A Df < Di}, whereD is the shortest
distanceof ¢ to j measuredn numberof hops. A shortcomingof
successographsprovided by OSPFandIS-IS is that they do not
usethe full connectiity of the network assomelinks arenot used
in pathsto a destination. To improve on the connectiity, we de-
fine multipath successograph (MSG) basedon the successoset
S; ={k|k € N AD} < D}V (Df =D} Ak < j)}.

Our intuition for usingMSG follows from observinghedynam-

ics of widest-shortesfWS) pathselectionstrateyy [14], [16]. The
scheméfirst selectsvalid pathsthat are the shortestand as band-
width on the shorterpathsis consumedlongerpathsaretried. The
resultingeffect is that requestare first tried alongthe MSGs, and
eventhoughMSGsput arestrictionon the choiceof pathsthatcan
be usedamajority of flow requestganbe satisfied andwe believe
the performanceost dueto this restrictionis anacceptableéradeof
for theresultingscalability

A key benefitof establishingflows alongthe MSG is that the
routing stateis of O(V), whereN is the numberof destinationsn
the network; thereis onesuccessographfor eachdestination.All
flows with a particulardestinationj areaggre@atedandthey collec-
tively sharethe bandwidthallocatedon MSG for j. This bounded
statecan be maintainedmore easily than perflow state. Another
adwantagsis thatflows canbe establishe@n a hop-by-hopbasisby
choosingthe next routerfrom the successosetat eachhop. When
thereis morethanonesuccessoto choosefrom, the next-hop can
be choserusingaload-balancindheuristicsuchaswidestlink. We
exploretheperformancef suchscheme#n otherpublications.The
performancecanbe furtherimproved over MSGsif we definethe
enhancedsuccessoset S; asS; = {k|k € N* A D} < Di}.
Thatis, the successosetwith respecto adestinatiorconsistof all
neighborsof arouterthatarecloserto or atthe samedistancerom
the destination.Note thateachrouter unlike in MSG, includesthe
“peer” neighborin its successoset, which can causepaclets to
loop endlessly To preventthis, specialmechanismsor forwarding
pacletsmustbe used.We explore thosein a future publication. A
dravback of multipathsis that paclets may arrive out of orderat
the destination but this is not a concernbecauseend-to-enddelay
boundsareprovided which canbe usedby the applicationto detect
lossof data;real-timeapplicationsusea playbacktime and pack-
etsneedto only arrive within that time frame, and orderdoesnot
matter

Flow classes:As statedearlier flows that sharea multipathare
meiged and handledcollectively. Becausemeiging of flows re-
moves isolation betweenflows, meiging should be done system-
atically without effectingend-to-endlelays.In our prior work [26],
we introducedthe notion of burst-ratioand describeda technique
for definingflow classesTheflow classesresuchthatif two flows
belongingto the sameclassg are meiged, thenthe resultingflows
alsobelongsto thesameclassg. Similarly, if aflow is dividedinto
two or moreflows in fixed proportionsalong multiple successors,
eachof theflow belongsto the sameclassg. We assumehatthere
are @ flow classedefined. A classidentifier g is includedin ev-
ery paclet that belongsto a flow of classg. The classidentifier
is usedby the schedulersat the links to perform class-basedair-
schedulingvhereall pacletsbelongingto thesameclassaretreated
assaméflow. Sothelink scheduleprocesseatmostQ queuesBe-
causeof thenon-zerosizeof paclets,thelink scheduleréntroduce
burstinessvhichis, however, remosedatthereceving endby using
peraggrgatetoken-hucket shapersatherthanperflow shapingas
in [12]. Sincethis paperfocusesmainly on the reseration mainte-
nanceprotocol AGREE,we assume fluid modelandaddresper
hop peraggregateshapingn anothempublication.

Routing table structur es: As therearemorethanonenext-hop
at a router for paclet forwarding, the bandwidthfor eachof the
next-hopsmustbe specified. For eachk € S; let B;:’g,k specify
the bandwidthfor traffic of classg and destinationj receved by
the routers thatis forwardedto neighbork, andfor k& ¢ S]’ let



B;ﬁ,g,k specifytherateof traffic thatis recevedfrom theneighbork.
DefinethesetB; , = {B; , ;|k € S;}. Theroutingtableentryfor
j andclassy is of theform (j, g, B; ,, ;). Assumingthe network
doesnot losepaclets,we have Zkes; I EWS; Bj,r+

I}',g, WhereI},g is thetraffic of classg enteringats for destination
J:
Thepacletforwarderati usesaweightedroundrobin discipline
to allocatepacletsto next-hopsin proportionto their bandwidths.
Whenit recevesa paclet for routery, it determineshenext-hop k
for this pacletusingB},g, andputsthepacletin thequeueg of link
(i, k). Thetime compleity of weightedroundrobin disciplineis
constanbecauseherearefixed numberof neighbors.

I11. THE AGREE PrOTOCOL

The goal of the AGREE protocol is to maintain the consis-
teny of resenations. If at eachrouter i for all destinations;j
andclassegy, Zkes; Bi = Ekesj B; , » + I 4, thenreser

vations are said to be in consistentstate. The pseudocodeof
AGREE is shavn in Fig. (1). The AGREE protocol usessoft-
stateslike RSVP and YESSIR, but becausereseration stateis
on perdestinationperclassbasis,its reservationrefreshmessges
are on per-destinationper-classbasis Every Tr secondgrefresh
time period), for eachdestinationj and g, the router i invokes
AgreeEvent(TIMEOUT, j,g9,—,—) (the parameter$ and k
areignored)for comparingthe cumulatve resenationsof the in-
comingrefreshmessagewith the currentresenationsandsending
its own refreshmessagesA refreshmessagespecifieshe destina-
tion j, classg andthe associatedandwidthb. The sourcenodeof
eachflow sendsits refreshmessage® the ingressnodeevery Tr
secondsstatingits destination,classandits rate. At the ingress
nodeall refreshmessagesf a particulardestinationand classare
aggr@atedand a single refreshmessages sentto the next-hop.
Whena flow terminatesthe sourcestopssendingits refreshmes-
sagesandthe bandwidthresenred for the flow is eventuallytimed
out andreleasedn the network. The corerefreshcycle is shavn
onlines02-13.Let theresenedbandwidthon the outgoinglinks in
Sj for classg addupto bw. Let therefreshmessageseceved by
routers for destinationj from neighborsotin S} andrefreshmes-
sagesoriginating at the router during the previous refreshperiod
addup to atotal bandwidthof bt. Note thatthe refreshmessages
originatingat the routeritself addup to I}',g. First, bt is compared
with bw andif bt = bw, theresenationsarein consistenstateand
nobandwidthneedto bereleasedTheroutersimply sendsarefresh
messagéeo eachnext-hopk € S} with currentallocatedbandwidth
Bj o k-

Reserationscan becomeinconsistentj.e., bt # bw, because
of flow terminationsink failuresandcontrol messagdosses.To
correctthe inconsistenciesve considerthe two separateases:(1)
bt < bw, and(2) bt > bw. Thefirst caseis handledby lines 6-
9 and 12 of the pseudocode.The total incoming bandwidthbt is
first dividedinto bl,..,bS;; suchthatfor eachk € S, by, < Bj,g,k,

andthenfor eachk € S; B},g,k is updatedwith b, anda refresh
messagés sentto k with the new bandwidthb,. The secondcase,
i.e., bt > bw is generallymore difficult, andrequiresforcing the
upstreanroutersto reducetheir outgoingbandwidth. We describe
two techniquego correctthis inconsisteng. Thefirst methoduses
thefactthattheunderlyingroutingprotocol(suchasOSPF)informs

01 PROCEDURE AgreeEvent (type, 7,9, k, b)

02 if (type = REFRESH), B} , , + Bi  +b;
03 if (type = TIMEOUT), then{
04 bt + Ekes; Bl .+ 1}
05  bw D, i Bi
J
06 if (bt < bw), then{

07 Divide bt into by, suchthatz by = bt andby < Bj-,g’k;
08 B;,g,k — bk;

09

10 if bt > bw andstate’ | = PASSIV E, then

11 CALL Dif fComp (3, g, bt — bw);

12 foreachk € S%,sendREFRESHy, g, k, B} ,1;
13 }

14 if (type = RELEASE), then{

15 B;’g’k — B;,g’k —b;

16 if (state’ , = PASSIV E),then

17 CALL Dif fComp (4, g, b);

18 otherwisesend/ACK, j, g] to k;

19

20 if (type = ACK andlastACK messagéor j andg) {
21 statel , « PASSIVE;

22 sendACK, j, g] to s, if s iswaitingfor ACK;
23}

24 if (type = SETUP) then// s is thesuccessoon thepath
25 B; gk B.;‘,g,k +b B;‘,g,s A B;,g,s +b

26 if (type = TERMINATE) then
27 Bi g x & B g —biB; +~ B: —b;

2,9,8 2,9,8

28 PROCEDURE Dif fComp (4, g, b) atnodei

29 if (b < I;f)g), thenterminateflows for j and
30 classg thataddup to atleastb andreturn;
31 breb—1Ii '

32 Divide br into by, andk ¢ S; suchthat

33 > bk =brandb, < Bj 4
34 foreachk ¢ S;,sendRELEASE,j, g, bx] to k;
35 state; , + ACTIVE;

Fig. 1. EventHandlingin the AGREEprotocol

all routersaboutlink failures. Whena routerlearnsabouta failed
link, it terminateall flows thatusethatlink. The soft-staterefresh
mechanisnwill theneventuallyreleasehe bandwidthresened for

theseflows usingthe sameprocessutlinedto handlecase(1). A

routeronly needto remembethe pathof eachflow thatoriginates
fromit.

The secondmethodusesdiffusing computation[10] to correct
the inconsistencies Whenthe routeri detectsfailure of adjacent
link (i,k) it invokes AgreeEvent(RELEASE,j,g,k, B;:,g,k)
for eachj andg. The routerupdatesBj,g,k (line 15) andinvokes
Dif fComp if it is in PASSIVE state. The Dif fComp proce-
durefirst terminatesasmary flows aspossibleat the router andif
thereis still somebandwidththatmustbereleasedo restoreconsis-
tengy, the routerdistributesthe excessbandwidthamongupstream
neighborsandrequestshem,usingRELEASEmessagedo reduce
sendingrequiredtraffic to this router(lines31-34). Therouterthen
entersACTIVE stateindicatingthatit is waiting for the upstream
nodesto reply with ACK messagesWhenan upstreanrouterre-



ceivesa RELEASE it repeatshe sameprocess.Whena routeris
in ACTIVE state|f it recevesRELEASEmessageBom successor
nodesjt immediatelysendshackan ACK messagéline 18). After
all ACK messagearereceved, it transitsto PASSIVE state(line
21) andif thetransitionto ACTIVE statewastriggeredby a RE-
LEASE messagdrom the dovnstreammessageit sendshe ACK
messagéo the successonodethat triggeredthe transitionto AC-
TIVE state(line 22). Whenflow-setupandterminatemessageare
receved, they aresimply forwardedto the next hop afterthe reser
vationsaremodified.

During routing-tablecorvergence,stray releasemessagesnay
arrivefrom currentupstreammodes.Thesearesafelyignoredby im-
mediatelysendingACK messagesvenwhentherouteris in PAS-
SIVE state. Similarly, the refreshmessageseceved from down-
streamnodesand duplicaterefreshmessagesre ignored. When
a neighbork is addedor removed from a successoset, the corre-
spondlngBZ . areresetfor eachj andg. Note thatthoughwe
did not epr|C|tIy statein the pseudocodeyeforeinitiating the dif-
fusingcomputationanattemptcanbe madeto resere therequired
bandwidththrougha new requestand only whenthe requestfails
thediffusingcomputatiorcanbetriggered.

The AGREEprotocolcanbe saidto work correctlyif afterase-
quenceof link failuresandrefreshmessagéosses.andif no nev
flows aresetupandterminatedwithin afinite time all reserations
reflecta consistentstate. For correctfunctioning of the protocol,
we assumenessagesnalink arerecevedandprocessedh order
This preventsraceconditionsbetweerflow setup terminateyefresh
and releasemessages Becausewithin a finite time the topology
stabilizesand the routing protocol ensureghat loop-free shortest
pathsare establishedor eachdestination,all diffusing computa-
tions terminateand all routersreturnto PASSIVE statefor each
class-destinatiopair. In the AGREE protocol, the releasemes-
sagesand the refreshmessagesnly decreasdhe resered band-
widths. Becausébandwidthscannotdecreaséorever, after a finite
time no new diffusingcomputationswill beinitiated. At this time,
at all the nodesthe bandwidthspecifiedby refreshmessagefor a
particularbandwidthcanonly be lessthanor equalto theresened
bandwidthat that node, otherwisethis will againtrigger another
diffusing computation.If onthe otherhandrefreshmessagespec-
ify lower bandwidththanresered bandwidth thenthatextra band-
width is eventually releaseddy the usualtimeout processof case
(1). So, eventually all resenationsmustcornverge to a consistent
state.

In eachrefreshperiodat mostO(Q N) refreshmessagearesent
on a link irrespectve of numberof flows in the network. Since
thebandwidthrequirementsor refreshmessageis known apriori,
they canbe servicedthrougha separatejueuein thelink scheduler
andguaranteea delaybound. So refreshmessagesre never lost
dueto queuingdelays.Thisis notpossiblen perflow architectures
asthe numberof flow on alink cannotbe determinech priori. In
AGREE,they canonly belostdueto link failures,whichin back-
bonenetwork is relatively rare. Eventhenthe AGREE protocolis
more resilientto refreshmessagdoss comparedo a perflow ar-
chitecture.In perflow architectures lost refreshmessge cannot
be distinguishedrom flow terminationand the router interpretsa
lost refreshmessageas a flow terminationand attemptsto release
bandwidthfrom downstreanlinks. In thefollowing cycle whenthe
refreshmessagés recevedcorrectly it triesto recorer thereleased
bandwidth.In contrastin AGREEa link cansimply usea null re-

freshmessge whenit doesnot carry any traffic for a particular
destinationandclass This enabledlistinguishingflow termination
from refreshmessagéoss. Whena periodicrefreshmessagés lost,
the receving noderecognizest and continuesto usethe contents
of therefreshmessagef thepreviouscycle. In thefollowing cycle,
if arefreshmessagés received correctly the new refreshmessage
is used. In essencerefreshmessges are sentirr espectiveof the
presenceof flowsin a syndronousmannerwhich is only possible
becaus&GREE'sresenationstateis basednnetwork parameters.
This modelis scalable pecausehe worstcaseboundson statesize
dependon the numberof active destinationandclassesatherthan
thenumberof individual flows.

IV. RELATED WORK

The scalability problem of the RSVP protocol is well-knovn
and there have beenseveral proposalsto reduceits refreshmes-
sageoverhead1l], [17], [18], [27]. Thetechniquen [27] appliesa
compressioralgorithm (CRC-32or MD5) on the resenation state
to producea digestandrefreshmessageareexchangedor digests
ratherthan for individual sessions.As a resultthe numberof re-
freshmessagess proportionalto numberof neighborsratherthan
the numberof sessions.Thoughthe numberof messagess sig-
nificantly reduced nev compl«ities areintroducedin the refresh
mechanism.The computationof digestsrequiresgroupingof ses-
sionsaccordingto next-hopsandis expensve when sessionsare
shortlived andindividual sessionshangepaths. Also, neighbors
may endup in inconsistenstatewhenthe messagesdo not repre-
sentthe digestsandit is not easyto recover from it. It doesnot
fundamentallyreducethe amountof stateinformation that needs
to bemaintainedandrefreshmessagéosscannotbe distinguished
from flow termination. Our methoddiffers in thatthe stateis sig-
nificantly reducedhroughaggreationof flows, somuchsothatit
dependon network parametersandit is feasibleto sendperclass
perdestinatiorrefreshmessagevenwhenthereis no correspond-
ing flow onthelink, andhelp distinguishflow terminationfrom re-
freshmessagéoss. Moreover, thesecompressionechniquesif de-
sired,canalsobeincorporatednto our approacho furtherenhance
it. In [1], several refreshmessagearebundledinto a single mes-
sage.This techniqueprovidesscalingbenefits but it compromises
on error recovery properties. To recover from corruptedinternal
state standardefreshmessagemustbe sentin additionto bundled
messagesaddingcompleity to the protocolandits configuration.
However, like the previoustechnique this techniquedoesnot fun-
damentallyreducethe statesizeandif neededcanbe incorporated
into our AGREEprotocol.

Anotherapproacho reducingrefreshmessageolumeis to con-
trol the refreshinterval [17]. This techniquealsodoesnot funda-
mentally decreasehe statesize, andits focusis on reducingthe
refreshmessagesThis techniquecanbe usedorthogonallyto our
technique. The YESSIR protocol [18] usesa sendeiinitiated ap-
proachandavoids separatiorof resenation and path-findingmes-
sages. As a resultthe processingand protocol compleity is re-
duced. The AGREE protocol is sendeiinitiated and has similar
benefits but differsin thatit managesesenationsthat dependon
network parameterandis closelytied to the proposedmultipath
frameawork. Lastly, themultipathresenationmaintenancéeatureof
the AGREE protocolcanbeincorporatednto YESSIRandRSVP
as extensionsor as a separaterotocolandis a subjectof future
work.



The Diffservarchitecturg5], [9], proposedo addresshe scala-
bility of the Intservarchitectureusesno perflow statein the core
routers,but the approachs mainly targetedat providing statistical
guaranteeandnot deterministioguaranteesApproachesimilarto
Diffservhave beenproposedor providing deterministioguarantees
[25], [30]. In the SCOREarchitecturd25], to provide deterministic
guaranteesvithout perflow statemanagementhe perflow reser
vationstateis carriedin the pacletsof the flows andnot storedand
maintainedin the core. The resenations statedin the pacletsis
thenusedby the coreroutersto estimatethe aggr@ateresenation
on thelinks. Thereareno explicit refreshmessageandthusthe
problemsassociatedvith lost or delayedrefreshmessageslo not
arise.However, theresenationestimationis dependentn theindi-
vidual flow behaior andis ofteninaccuratelt is possiblethatthis
kind of estimationbasedon userlevel flows can causeinstability
and,thereforejt mustbe decoupledrom individual flow behaior.
In addition,this approachdoesnot particularlyreducethe process-
ing or bandwidthoverheads.In [30], a centralsystem,calledthe
bandwidthbroker, makes resenationsfor all the flows in the net-
work, andhence thereis no needfor soft-staterefreshmechanism
andagainproblemsrelatedto lost or delayedrefreshmessagedo
not arise. The obvious dravbackis thatit doesnot scaleto large
networksbecausef its centralizedarchitecture.

Our resenation aggr@ationschemedgliffer from thoseproposed
to date. In the aggr@ationtechniquesproposedn [2], [8], com-
puting delay boundsin a dynamicervironmentare not discussed.
In BGRPprotocol[20], the flows aresetupandaggr@atedalonga
sink treefor eachdomainnetwork. The resenation stateaggrea-
tion in BGRP hassomesimilaritieswith our approachput BGRP
is targetedat providing differentialservicesn aninter-domainen-
vironment. Our approachprovides deterministicguaranteesn an
intra-domainnetwork or a VPN, and throughmultipathsprovides
richerconnectiity thanasinktree. Theaggreationtechniquepro-
posedfor RSVP[7] aremeantfor aggregating resenation stateof
flows within a singlemulticastgroup. Our schemesggregatestate
of flows belongingto differentmulticastgroup and as suchis or-
thogonalto aggr@ationwithin RSVP

V. CONCLUSIONS

We presentedhe AGREE protocol for managingresenations
establishedalong multipaths. The SMART architecturd26] com-
binedwith the AGREE protocoladdressesomeof the dravbacks
of thentserv/RSVParchitecture Thelossandqueuingdelaysthat
the refreshmessagesf RSVP experienceposea much more se-
rious threatto the scalability of the Intserv/RSVPmodelthanthe
storage processingand bandwidthrequirements.Becauseaefresh
messagearevery time sensitve, unpredictabilityin their delivery
will eventually destabilizeghe soft-staterefreshmechanism.Our
approachto this problemis to containthe volume of refreshmes-
sagesand statically determinea boundon refreshmessagever-
headbasedsolely onthe network sizeandindependensf the num-
ber of end-usefflows. Sincethe messageverheadsare knowvn a
priori, by provisioning network bandwidthandotherresourcesthe
refreshmessagesanbedeliveredreliably andwithout delays.The
SMART/AGREE:is thefirst architecturdramework thataddresses
time-bounddelivery of refreshmessagesThekey to containingthe
volumeof refreshmessagess flow aggrgation,andwe proposech
multipathflow aggregationwhich eliminatesthe needfor perflow
statemaintenanceén the routersandis far more scalablethanthe

Intserv/RSVPmModel.

The main dravback of SMART/AGREEarchitecturds thatthe
delayboundscanbeloosecomparedo thetight delaysthatcanbe
achieved using perflow processing.Also, the call-blocking rates
tendto be higherdueto restrictionsimposedby multipathson call
establishmentHowever, we believe thesedravbacksarenot detri-
mentalandareareasonabléradeof for achie/ing scalability
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