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Abstract— algorithm that computes shortest paths with on-demand routing
Traditional routing protocols based on link-state information  ¢onstraint.
form a network topology through the exchange of link-state infor- — gg i || describes how the path selection algorithm should
mation by flooding or by reporting partial topology information o . .
and compute shortest routes to each reachable destination using a0 SPecified for on-demand link-state routing protocols. Sec-
path-selection algorithm like Dijkstra’s algorithm or the Bellman-  tion Il describes the details of the path selection algorithm.
Ford algorithm. However, in an on-demand link-state routing pro- ~ Section IV proves that the given path selection algorithm is
tocol, no one node needs to know the paths to every other node incorrect, i.e. it correctly computes the best path to reach any

the network. Accordingly, when a node chooses a next hop for a o q1ination under the on-demand routing constraint. Section V
given destination, it must be true that the next hop has reported
concludes the paper.

a path to the same destination; otherwise, packets sent through
that node would be dropped. In this paper, we present a new
path-selection algorithm that unlike traditional shortest path algo-

rithms, computes shortest paths with the above on-demand rout- 1. PATH SELECTION FORON-DEMAND LINK-STATE

ing constraint. ROUTING

I. INTRODUCTION

To minimize control overhead in mobile ad-hoc networks,
on-demand routing protocols (e.g., dynamic source routing N @L@
(DSR) [1], ad-hoc on-demand distance vector (AODV) [2] rout- )/
ing, temporally ordered routing algorithm (TORA) [3], source- (b)2+a)
tree on-demand adaptive routing(SOAR) [4])) maintain paths to
0n|y those destinations to which data must be sent and the p&iﬂsl. _Example explai‘ning‘ the requi_rements_ of anew path selection algorithm
to such destinations need not be optimum. for routing protocols using link-state information on-demand

In link-state routing protocols meant for mobile ad-hoc net-
works, partial link-state information can be used for computa- Considerable effort has been devoted for using distance-
tion of paths to destinations, because all nodes need not h¥@etor information or path-vector on-demand (e.g., AODV [2],
to compute paths to every other destination. Hence, each n&feT [5], DSR [1]), but not much work has been done exploring
may not know how to reach every other node in the networ‘h’e use of link-sate information on-demand in routing. Most of
even when all nodes remain connected. For correct hop-by-HBg link-state routing protocols that have been devised for mo-
routing, every node that receives a data packet for forwardiRlie ad-hoc networks are pro-active, like OLSR [6], STAR [7],
should have a correct route for the destination. Therefore, whit®R [8], TBRPF [9] while the source tree on-demand adaptive
computing routes, a node should be allowed to choose a neif@uting (SOAR) [4] is the only protocol reported to date that
bor as the next hop for certain destinations only if that neighbeges link-state information on-demand.
has advertised routes for those destinations; otherwise, packethe key idea in SOAR is for wireless routers to exchange
forwarding would be incorrect. Unfortunately, the Bellmanminimal source tregsconsisting of the state of the links that
Ford algorithm or Dijkstra’s algorithm do not place any corare in the paths used by the routers to reach dmiyortant
straint for the computation of routes, and new path selectiggstinations. Important destinations are active receivers of data
algorithms are needed to account for the on-demand routiP@ckets, relays, or possible relays. Minimal source trees can be

constraint. In this paper, we present such a new path selectigported incrementally or atomically, and updates to individual
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Fig. 2. Partial Topology (a) and Source Graphs of neighbors (b) are the inputs to the path selection algorithm, (c) is the output i.e. the final foyraekee
forwarding

network topology and computes its source tree using a lodalile 1: If p{ be the path computed to reaghat i through
path selection algorithm. neighbork, thenp! = [I¥p] , i.e., there should be a patH,

A key difference in the local path-selection algorithm needeghich has been reported tiyto i (1¥ : link from i to &), which
in on-demand link-state routing protocols compared to tradizcomes a subpath pf. This rule follows from Property A.
tional shortest-path algorithms used in proactive routing protRyle 2: There can be several potential paths that satisfy Rule
cols is that each router advertises only those links necessaryfoHjowever, for final route computation paths with the smallest
data forwarding, rather than all links in the network. Fig. 1 ilkength should be chosen.
lustrates this situation. The figure shows the partial topology,e 3- Only a single path is chosen to reach any node in the
at nodea, which has been built based on its outgoing linkgetwork. For example, in Fig. 1 there are two valid paths for
and the inputs from its two neighborsandc. Each link in - nodeg, namelyabdyg to reach nodel andace fg while reach-
the partial topology lists the neighbors of nadéhat have re- ing noden. Pathabdg through neighbob has to be selected
ported the links. For example, notl@as only reported the link pecause that is the shortest path to nddin that case, node
b — d, while link g — h has been advertised by nodenly. || become unreachable, because the only valid path to reach
A traditional path-selection algorithm (e.g., Dijkstra’s shortesf has peen advertised by neighlecand neighbob is the next
path first algorithm or the Bellman-Ford algorithm) finds thqa|Op for the predecessor of notle
shortest path from a source to any destina_tion. However, whenrpe optimal path selection algorithm should choose the ap-
any of these algorithms is run on the partial topology at noggopriate predecessor and successor with the objective to mini-
a, nodeb will be selected as the next hop to reach ngder  mjze the number of nodes becoming unreachable, i.e., to max-
nodeh. Nodeb has not advertised any path to notieand  jmize the number of nodes for which routes can be obtained.

nodeb may not know about node s existgnce. In such a case ginding the optimal solution is an NP-complete probleand
packets for nodé forwarded to nodé will be dropped. The phence we propose a heuristic.

valid path along which packets for nofieean get forwarded is
[ace f gh] and the path selection algorithm should find that valid
path, rather than the shortest path. Correct hop-by-hop routing
would then be possible. Dijkstra’s algorithm or the Bellman-Ford algorithm cannot
Of course, if source routing is enabled as in DSR, then tlve used directly as the path selection algorithm for on-demand
packets can always be forced on the shortestfpatlyh], with-  link-state routing because they do not satisfy Rulel. The pro-
out the intermediate routers setting up any route for destinatipased path selection algorithm for selecting shortest paths in
h. However, our focus is on correct route establishment at eam-demand link-state routing protocols consists of selecting the
node for hop-by-hop packet forwarding, rather than source routlid paths for a destination, and then choosing the shortest
ing because source routing requires modification of current #hong the valid paths with the objective of having finite cost
forwarding mechanism and incurs extra overhead in each dptths for maximum number of destinations. The following two
packet. Accordingly, we need a new path-selection algorithsections describe each phase of the path selection process.
for on-demand link-state routing, which should satisfy the fol-
lowing property for choosing a route for a destination. A . R
Property A : All links in the computed path to a destinationA' Finding Valid Paths for a Destmat|on_ ) )
through a neighbor should be advertised by the neighbor itself. The first step of the proposed algorithm is to rebuild the
Because our objective is to choose the shortest among $@&lrce trees advertised by each neighbor based on the links

pOSSIb|e Yahd paths, the path selection algonthm should SaJ['SfyProving that the problem of finding the optimal solution is an NP-complete
the following rules : is beyond the scope of this paper

IIl. DETAILS OF THEALGORITHM



Node | {nexthop, predecessor, distajce]| min_dist | bestoptions Ca bnh Pa [selecbestoptions, count{nh, disf] [nh, pred, dist]
a {a,i, 1} 1 1 ni, ni a i X [a, a, 1]
b {b, i, 1} 1 1 ni, na b i X [b, b, 1]
c {c,i, 1} 1 1 ni,ns, na c i X [c,c, 1]
ni {a,a,2,{bb, 2 {crc 2 2 3 ns, ne a,b,c a,b,c [2,3,{a, 3}, {b, 3}] [b, b, 2]
na {a,a,3,{b b2 2 2 X a, b a, b [2,1,{a, 1}, {b, 1}] [b, b, 2]
na {b,b, 2}, {c,c, 2 2 1 X c c [1,1,{c, 1}] [c,c, 1]
na {c,c, 2 2 1 ny c c [1,4,{c, 4}] [c,c, 1]
ns {a,nl, 3}, {b, ni, 3} 3 2 ns a, b ni, N1 [2, 2, {a, 2} {b, 2}] [b, na, 3]
ne c,n1, 3 1 X c n1 [1,1,{c, 1}] [NULL, NULL, o]
ny {b, ns, 4}, {C, ng, 3} 3 1 ng, N10 Cc ng [l, 3, {C, 3}] [C, ng, 3]
ng {a,n5, 4}, {b, ns, 4} 4 2 X a, b ns, N5 [2, 1, {a, 1} {b, 1}] [b, ns, 4]
no {b,n7, 5} 5 1 X b nr [1,1,{b, 1}] [NULL, NULL, 0]
nio {C, nr, 4} 4 1 nii Cc ny [l, 2, {C, 2}] [C, nr, 4]
nii {C, n10, 5} 5 1 X C nio [l, 1, {C, 1}] [C, n10, 5]

Fig. 3. Table depicting the step-wise execution of the path selection algorithimd{st = minimum length of the best paths to a destinatigivestoptions=-

total number of neighbors that have advertised paths of smallest lengt, nodes which are directly reachable along the least-cost paths through: niode

(best next hop}- neighbors that have advertised least-cost paths to mpge = predecessors through which nadean be reachedelec-best_options =
number of best choices among the shortest paihsnt = total number of nodes farther from a node that can be potentially included in the final source tree
whennh is chosen as next hop)

in the given topology and the list of neighbors, which have The next step of the operation is to choose among the valid
reported each link. The source trees become the inputs feast-cost paths only those paths aggregation of which will form
the path selection algorithm. The complexity of this step the source tree with maximum number of nodes in it. This op-
O(nd?), wheren is the number of nodes in the network aneration can be formally described as follows.

d is the neighbor density. Fig. 2(a) shows the partial topol- proplem statement Given a set of least-cost paths by which
ogy at node), where corresponding to each link the neighboige nodes in a network can be reached, the successor in the
who have advertised that link have been listed. Fig. 2(b) shoysgite for each destination in the network topology has to be

the source trees of neighborsb andc rebuilt from the partial determined such that finite-cost paths for the maximum number
topology of node. Table 3 shows the step-by-step execution @ff nodes can be obtained.

thilpath ielectli%n alghori;hm. h destination in the f ¢ Finding the optimal solution is an NP-complete problem.
| ext., the valid paths for eac estlnatlgn int e grt;n 8 tLF|ence, a heuristic is proposed for the final path selection. The
ples{distance, nexthop, predecessor} are determined by do- o ristic can be divided into two distinct operations, the steps

, choices are made regarding predecessors and next hops for

Fion, depending on whgther a ne|ghb_or has advertised a pathr‘%es, starting from the farthest nodes towards the ones nearer
it or not. The complexity of a depth-first traversalign) fora 1, the source, while maximizing the count of children at each

tree withn nodes; therefore, the total complexity(&nd) ford  \\,4e The count of children at a nogeefers to the total num-
neighbors. Column 2 of Table 3 shows the different valid pathg,, ot nodes farther from that can be included in the final
possible for each node In the network of Fig. 2 in the form Q;‘fource tree when a particular next hop is chosen. To illustrate,
{”extho?’predecessor’ dwt‘_’"ce} tuples. For example, cor- ¢ e n1 is reached via;, then the total number of children
responding to nodes the valid paths are: (1) through neighboy, iy can be reached from, is two, while if eithera or b is

a, with predecessors and distance four, and (2) through neighg, osen the count becomes three. Henégexcluded as a next
bor b, with predecessar; and distance four. By making paths, o choice fom, and the total number of paths of minimum

belonging to the source trees of neighbors eligible for path Kost, (referred to aselecyest ptions in Table 3) becomes two.

lection, Rule 1 is automatically satisfied. _ .
During the second operation, traversals are made from the
) source towards the nodes farther away and final selections of
B. Choosing The Best Routes next hops amongelec_best_options are made. For example,
After computing all valid paths for a particular destinationpoden, can be reached via neighbaras well as via neighbor
the least-cost paths to any destination are only considered iorAny one ofa or b can be chosen asexzt_hop. However, if
the final route selection, thereby satisfying Rule 2. That proceamsy of the nodes is the previous successor, then to prevent route
requires two operations: (a) finding the minimum cost amorfapping that node will be chosen automatically as the current
the possible optiongX(nd)), and (b) selecting the paths whichsuccessor. Nodiealso becomes next hop for nodg's succes-
are of least costd(nd)). Columns 5, 6, and 7 of Table 3sorsns andng. Nodens chooses nodk since its only possible
show the least-cost paths possible based on the source gragbdecesson; has chosen that also. Nodg’s only path is
of neighbors:, b ande. As shown in Table 3, the least-cost patithrough node: with predecesson,, butn, is only reachable
to reach nodex; among the two valid paths through neighborthrough node. Therefore, nodes would be excluded from
b andc (as shown in Table 3) is through neighkhorwith the the final tree. If nodé would have advertised link;-ng, then
predecessor being, and the direct children being, andniy. ng could have been included in the final source tree. Through



message exchange in the routing protocol, intermediate riodes

andn; can be forced to advertise a pathig Fig. 2(c) shows
the minimal source tree computed drawn from the final resu
in the last column of Table 3.

The complexity of the above two operationgi§ud+2nd?).

Proof: Letwv be any node that is included i#iT;, i.e.,

v eV . Let nh, be the next hop to reaahaccording taST;.
[this implies thatount, .nh, = maXcount,.n;] Vn; € N,
where count,.n is the total number of nodes in the subtree
rooted at and advertised by neighbar

Accordingly, by considering each step taken for the path selecd.et us assume that a nodehas been left out ofT; (i.e.,
tion the complexity of the entire path selection algorithm ber € (V' — V')). Let an upstream node af according to one

comesO(nd?). In comparison, the complexity of Dijkstra’s
algorithm is Of.2).

STEP5
mindist =1

REVERSE 1

,” b ] ‘;d
STEP4 ns /n n \nz

mindist=2"(c1) | (c4) /a3 b3 (@Lbl)

REVERSE 2

STEP3 I’]S

min dist = (c,3)/\\\ (cl)\\ \gaz b.2)
|

STEP2 N1o Ng
min dist =4 @2/ \(&li b,1)
: these paths are ruled out

REVERSE 3

REVERSE 4

Ny REVERSE 5

(b,2)

STEP1
mindist=5 (©1)

r111

movement from leaf nodes to source (denoted by STEP x)
movement from source to leaf nodes (denoted by REVERSE y)
Tuple: (x,n) for node v => x: neighbor, n: number of potential successors of v
if x is chosen as next hop

Fig. 4. Depiction of the process of final selection of next hop for each node

IV. CORRECTNESS OFPATH SELECTION

Theorem 1:If STy(= (V',E")) is the final computed
source tree, the distance to each € V', according to ST} is
the shortest path based on the given topologyd = (V, E))
under the constraint of Rule 1.

Proof: Letd, be the distance to vertexe V' according
to ST; andd*(i,v) be the shortest distance fronto v under
the constraint of Rule 1, given a topology at nadeUsing
depth-first traversals through each neighbor’s source graph,
computey™ (i, v), i.e., the distance frorto v through neighbor
n.

Let d? = §"(i,v) Vn € N; (N; : neighbor set).

According to the algorithm, the best next hops/ € N;)

for any destination are chosen such that the following is satt”

isfied,
dP™ = min[6"(i,v)] VYn € N;.

Because of Rule 1g°*" = §*(i,v) for eachbnh. In ST;,
snh is the selected next hop for reachingndsnh is selected
from the set obnhs, which implies thatl, = d"" = 6*(i,v).

|

Theorem 2:Using a given topology if one run of path se-
lection algorithm does not yield optimal solution, the opti-
mal solution can be obtained by message passing with cer-
tain relevant nodes.

possible least cost path frofrto u (through neighbornh,) be
v and letv be the last node in the path#athat belongs t&T;.

An on-demand routing protocol based on link-state informa-
tion can be defined such that, a node could ask its neighbor(s)
to enact a form oforced routingalong the pathih,,, ...., v]
such thab, ...., nh, would be forced to advertise tiothe sub-
tree SUBT?Y), rooted atv, containing path ta; and that has
been excluded from'T;.

Let ¢ be the total nodes iU BT"? excludingv. Then
the new count Valuecount;).nh,, = (county,.nh, + ¢) >
max|count,.n;] = max[countlv.ni], because forced routing
throughnh, increasesount,.nh, only.

This implies that:h,, would be selected as the next hopfor
and any node left out in ST; before would be included, hence
giving the optimal solution. |

V. CONCLUSIONS

Traditional shortest-path algorithms work correctly only
when all nodes maintain routes to all destinations. However, in
on-demand routing protocols, a node need not maintain routes
to all destinations. Accordingly, such algorithms as Dijkstra’s
shortest path first or the Bellman-Ford algorithm cannot be ap-
plied for computing paths when there is an on-demand rout-
ing constraint dictating that a neighbor can be chosen as the
next hop to a destination only if that neighbor has advertised a
path to the destination. In this paper, we have presented a new
path selection algorithm that enables correct path computation
in routing protocols based on the exchange of link-state infor-
mation on-demand and on hop-by-hop packet forwarding.
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