The Case For Reliable Concurrent Multicasting
Using Shared Ack Trees

Brian Neil Levine

David B. Lavo

J.J.Garcia-Luna-Acees

{brian,lavo, jj } @cse.ucsc.edu
Departmenbf ComputelEngineering
Universityof California
SantaCruz,CA 95064

ABSTRACT

Suad interactive, distributed multimedia applicationsas shared
whiteboads, group editors, and simulationsrequire reliable con-

currentmulticastservicesj.e., thereliable disseminatiorof infor-

mationfrom multiple sourcesto all the memberof a group. Fur-

thermoee, it makessensedo offer that serviceon top of theincreas-
ingly availableIP multicastservice,which offers unreliable multi-

casting This paperestablisheghat concurrert reliable multicast-
ing overthe Internetshouldbe basedon reliable multicastproto-

cols basedon a sharedacknowledgmentree First, we showthat

organizingthe receives of a reliable multicastgroup into an ac-

knowledgmentreeandusingNAK-avoidancewith periodicpolling

in local groupsinside sud a tree providesthe highestmaximum
throughputamongall classesof reliable multicast protocolspro-

posedo date Secondweintroducelorax, which demonstatesthe

viability of implementing reliablemulticastingapproachin theln-

ternetbasedon acknowledgmerireesin a scalablemanner Lorax

isthefirstknownprotocolthatconstructandmaintainsa singleac-

knowledgmentreefor reliableconcurrent multicasting eliminates
the needto maintainan acknowledgmentreefor eat sourceof a

reliable multicastgroup, and can be usedin combinationwith any
of several tree-basedeliablemulticastprotocolsproposedo date

Keywords: Reliable Concurrent Multicast, Performance
Evaluation, Transport Protocols, Collaboration, Internet

1 INTRODUCTION

Interactve, distributed multimediaapplicationslike sharedwhite-
boardsgroupeditors,andsimulationsrequireareliableconcurrent
multicastingservice.Suchaserviceconsistof disseminatingnfor-
mationfrom multiple sourcego all membersf a multicastgroup,
suchthat(a) every packetfrom eachsourceis deliveredto eachre-
ceiver within a finite time, free of errors,with no duplicates,and
in the ordersentby the source;and (b) nodesresponsiblégor re-
transmittingpacketsandeletepacketdrom memorywithin afinite
time.

The developmentand implementatiorof end-to-endprotocolsfor

reliable concurrentmulticastingover the Internetis beingenabled
by theincreasingavailability of multicastroutingin Internetrouters.
IP-Multicast routerspermit sourcego transmitdataunreliably to
multiple recevvers[1]. Themostcritical challengdor thesuccessful
developmentand implementatiorof end-to-end-eliable protocols
built ontopof IP multicastconsistof avoidingtheacknowledgment
(ack) implosionproblemin large multicastgroups:in a very large
reliablemulticastsessionthe sourcesnay be overwhelmedby the
amountof work requiredto procesghe acknavledgmentsentby
thelargerecever set.

A considerablamountof work hasbeenreportedn therecentpast
onhow to copewith or eliminatethe Ack-implosionproblem[2]—
[16]. However, thedesignof reliablemulticastprotocolss comple
andthereis no consensuyet on which is the bestapproachfor
the implementationof protocolsfor scalable,reliable concurrent
multicastingover the Internet. This papermakeshe casethatend-
to-endreliableconcurrenimulticastingover the Internetshouldbe
basedon protocolsbasedon a sharedacknavledgmenttree. We
establishour casen threeparts.

First, in Section2, we summarizethe known classef protocols
that have beenproposedor end-to-endreliable multicasting. In

Section3, we usethis taxonomyandanapproximatanodelto ana-
lyze the maximumthroughputof theseprotocolclassesOur anal-
ysis shows that the tree-NAPP protocol classis the mostscalable
approachwith respecto the numberof receversandprovidesthe

highestmaximumthroughputamongall reliablemulticastprotocol
classegproposedo date! In a tree-NAPP protocol, the recevers
of areliablemulticastgroupareorganizednto anacknavledgment
tree(Ack tree)built ontop of themulticastroutingtree(s)provided

by such multicastrouting protocolsas DVMRP [17], PIM [18],

CBT [19], or OCBT [20]. A sourcemulticastspacketsto all the
receversthroughthe multicastrouting tree, and responsibilityfor

retransmissionss delgyatedto therecevers. Retransmissiontake
place only in local groupsof the Ack tree, and the numberof

AcKk traffic within eachlocal groupis reducedoy meansof NAK-

avoidancewith periodicpolling.

Second,Section4 presentsa simple extensionof ary Ack tree-
basedreliablemulticastprotocol. This extensionallows the source
to safelydeallocatepacketdrom memorywhenthe AcK treeneeds
to bemodified.

! Theseresultsareconsistentvith theexperimentatesultsreportedn [6].
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Finally, we note that it is not reasonabléo setup an AcK tree
for every sourcein a concurrentmulticastsession,and that the
ACK treeshouldadaptto changesn the constituenyg of eitherthe
receversetorthemulticastroutingtree(s).Section5 completeour
caseby describingLorax ([21]), which is the first known protocol
that constructsand maintainsa singlesharedack treefor reliable
concurrentmulticasting. Lorax eliminatesthe needto maintain
an Ack tree for eachsourceof a reliable multicast group, and
canbeusedin combinationwith ary of severaltree-basedeliable
multicastprotocolsproposedo date(e.g.,[5, 6]).

Section6 compareour approachwith relatedwork anddiscusses
why Lorax andtree-NAPP protocolsarethe bestapproacho date
for the provision of scalable reliable concurrentmulticastingser
vicesin thelnternet.Conclusionginddirectionsfor futurework are
offeredin Section8.

2 BACKGROUND

To provide asummaryof known classe®f reliablemulticastproto-

cols,we usea taxonomythatdecoupleghe definition of the mech-
anismsneededor the pacingof datatransmissiorirom themecha-
nismsneededor theallocationof memoryatthe sourcg10]. Each
protocolclasscanbe viewed asusingtwo windows: a congestion
window (cw) that advancesbasedon feedbackfrom receversre-

gardingthe pacing of transmissionsnd detectionof errors,and

a memoryallocationwindow (mw) that advancesbasedon feed-
backfrom receversasto whetherthe sendercan erasedatafrom

memory In practice protocolsmayusea singlewindow for pacing
andmemoryallocation(e.g., TCP[22]) or separatavindows (e.g.,

NETBLT [23]). In all classespacketsaaremulticastunreliablyfrom

the sourcedirectly to all recevers. The protocol classediffer on

how acknavledgmentdlow from the receversbackto the source.
A moredetaileddescriptionof all genericprotocolscanbe found

in [10].

2.1 Sender-Initiated Protocols

A sendeiinitiatedreliablemulticastprotocolis onethatrequireghe
sourceto receve Acksfrom all member®f aknownreceversetbe-
foreit is allowedto releasenemoryfor thedataassociategvith the
ACKS Thereceversarenot organizedinto ary structureandmay
contactthe sourcedirectly. An exampleof this type of protocols
is presentedn [13]. It is well known this schemesuffersfrom the
AcK-implosionproblem.Whetherthe sourceor thereceversarein

chageof pacingthesourceandschedulingetransmissionis unim-
portantfor our taxonomy In otherwords,regardlesof whethera
sendethasedr receverbasedretransmissiostratgy is used,the
sourceis still in chage of deallocatingnemoryafterreceving all

the Acksfor agiven packetor setof packets.The useof NAKSeN-
courages shortenedetransmissiotatene, butis notnecessarfor

protocolcorrectnessThe mainlimitation of sendesinitiated proto-
colsis notthatAcksareused but ratherthe needfor the sourceto

processll of the Acksandto know therecever set.

2.2 Receiver-Initiated Protocols

Thecritical aspecbf receverinitiated protocolsfor our taxonomy
is that no Acks are used. The recevers sendNAKS backto the

sourcewhena retransmissions neededdetectedby eitheran er
ror, askipin thesequencaumberaisedor atimeout.Becausehe
sourcerecevesfeedbackrom recevversonly whenpacketsarelost
and not whenthey aredelivered,the sourceis unableto ascertain
whenit cansafelyreleasedatafrom memory Thereis no explicit
mechanisnin arecever-initiated protocolfor the sourceto release
datafrom memory(i.e., advancethe mw), eventhoughits pacing
andretransmissiomechanismsare scalableand efficient (i.e., ad-
vancingthe cw).

Becausethe sourcemay experienceNAK-implosion if mary re-
ceivers detect transmissionerrors, previous work on recever-

initiated protocols([8, 11]) adoptsthe NAK-avoidanceschemdirst

proposedn [2]: upondetectionof a lost packet,receverssched-
ule a NAK for a randomtime in the nearfuture. During thattime
the recever listensfor a NAK by anothemmulticastgroupmember
for the samepacket. If anothernAK is heard,the transmissioris

scheduledor a subsequet time. It is hopedthat only one NAK

is sentby the whole groupto the parentfor a lost packet. We re-
fer to this protocol subclassas RINA (for ReceverInitiated with

NAK-Avoidance). The scalablereliable multicasting(SRM) pro-
tocol [11] andthe “log-basedreceverreliable multicast” (LBRM)

protocol[12] areexamplesof RINA protocols.

2.3 Ring-Based Protocols

Our genericdescriptionof ring-basedprotocolsis basedon the
ReliableMulticastProtocol(RMP)[7], whichis basedntheToken
Ring Protocol(TRP)[3].

Ring-basedrotocolswork by organizingthe receversinto a ring,
with arotatingtokensitedesignate@stheonly nodeto Ack backto
the sourcefor the currentpacket. The sourcedeletespacketsonly
whenan Ack/tokenis receved. The ACK alsosenesto passthe
tokenandto timestamppacketsso that all recever nodeshave a
global orderingof the packetdor delivery to the applicationlayer.
Recevers sendNAKS to the tokenssite for selectve repeatof lost
packetsthat were originally multicastfrom the source.Both TRP
and RMP specify that retransmissiongre sentunicastfrom the
tokensite. Thetokenis notpassedo thenext membeiof thering of
receversuntil thenew sitehascorrectlyrecevedall packetghatthe
formersitehasreceved. Oncethetokenis passeda site mayclear
packetdrom memory We cancharacterizeing-basedrotocolsas
placingthe tokensite in control of the mw (conditionalon passing
the token),andplacingcontrol of the cw with eitherthe tokensite
or thesource.

2.4 Tree-Based Protocols

Tree-basedrotocolsdesignatethree types of nodesover a pre-
constructedhck treeduringreliabletransmissionsource hop,and
leaf nodes.Soucenodeanulticastto theentirerecever setandare
responsibldo at most B childrenfor retransmissionsf data. Leaf
nodesare strictly recevvers and have no childrenin the Ack tree.
Hop nodesare intermediatenodesbetweenthe sourceandleaves,
responsibldor requestindost datafrom a parenthopnodeandfor
retransmittingdatarequestedy at most B children. A hop node
andits childrenconstitutea local group, with the hop nodeasthe



group leader. Note thatleaf nodesare essentiallyhop nodeswith
no children,andsourcenodesarehop nodeswith no parent.

Becauseacks are sentto the parentnodeandnot the source we

refer to them as hierarchical-ackneledgmentgHACKS). In our
generictree-basegbrotocol, a nodesendsa HACK to its parentas
soonit recevesa packetcorrectly (in orderto move the cw), not
whenall its own children (if ary) have senttheir HACKs. If the
sourcehadto wait for Acksto be aggrgatedall the way from the
leafnodesjt would have to bepacedbasedn theslowesttreepath.
In the tree-basedgrotocolsproposedo date([4, 5, 6]) the cw is

advanceddy HACKS, butin thereis noprovisionfor deletingpackets
andadwancingthe mw safely Section4 addressethis important
pointin moredetail, providing anextensionto thetree-basedlass
thatallows the sourceto safelydeletepacketsaandadvancethe mw.

We assumethat the sourceand group leaderscontrol the retrans-
missiontimeouts;however, suchtimeoutscanbe controlledby the

children of the sourceand group leaders. Accordingly, whenthe

sourcesendsa packetjt setsatimer, andeachhopnodesetsatimer

asit becomesware of a new packet. If thereis a timeoutbefore
all HAcks have beenreceved, the packetis assumedo belostand
is retransmittedy the sourceor groupleaderto its children. We

assumea selectve repeatstrat@y is used,sothatoncea packetis

recevved correctly it is never rebroadcasto the local groupagain.
Several tree-basegrotocol possibilitiesare discussedn [4], and
have beenfully developedasthe ReliableMulticast TransportPro-

tocol (RMTP) [5].

2.5 Tree-NAPP Protocols
Tree-NAPP protocolsare a subclasf tree-basegrotocols. The
utilization of NAK-avoidanceandperiodicpolling describedn [2]

by the local groupsin a tree-basegbrotocol definesthis subclass.

NAKS aloneare not sufficient to guaranteaeliability with finite
memory so recevers senda periodic positive (hierarchical)ac-
knowledgmentto their parentsso that the cw may be advanced.
Note that the settingof timersneededfor NAK avoidanceis done
entirelyonthelocal groupscale soit is scalable.

An implementationof tree-NAPPing can be found in the Tree-
basedMulticast TransportProtocol (TMTP) [6]. One approach
to implementNAK-avoidancewithin alocal group of anAcK tree
consistsof using a multicastaddresdor eachlocal group of the
ACK tree.

3 MAXIMUM THROUGHPUT ANALYSIS

To analyzethe relatve maximumthroughputof reliable multicast
protocols we continueto usethe samemodelusedin [10] andfirst
introducedn [8], which focuseson the processingequirementsf
genericreliablemulticastprotocols ratherthanthe communication
bandwidthrequirementsAccordingly, the maximumthroughpuof
a genericprotocolis a function of the perpacketprocessingateat
the senderandrecevers,andthe analysisfocuseson obtainingthe
processingimesperpacketata givennode.

We assumea single sendey X, multicastinga constantstreamof
packetsto R identical recevers. For clarity, we assumea single
ACK treerootedat the source. All losseventsat ary nodein the

multicastaremutuallyindependenthe probabilityof packetossis
p for ary node,andno Ack is everlost.

Following thenotationin [8] and[10], we placeasuperscrip 2 on
ary variablegelatingto thegeneridree-NAPPprotocol. Additional
notation and variablesare introducedas neededin the analysis;
Figure 1 is a completelist of all variablesusedin this paperfor
quick reference. The following paragraphsierive the maximum
throughpufor tree-baseg@rotocolswith local NAPP;themaximum
throughputdor therestof the classesrederivedin [8, 10].

Assuminga finite amountof memoryat every node, it is easyto
shav [10] that the genericsendefinitiated, ring-based,and tree-
basedprotocolsare free of deadlocksand deliver packetsreliably,
while RINA protocolsincur deadlocks. Table 2 summarizeghe
resultson maximumthroughputand correctnesseportedin [10],
togethemwith thetree-NAPPthroughputresultderived next.

3.1 Throughput of Tree-NAPP Protocol

To boundthe overall systemthroughputin the generictree-NAPP
protocol,wefirst derive andboundthe expectedcostat the source,
hop,andleaf nodes.To makeuseof symmetrywe assumewithout
lossof generalitythatthereareenoughreceversto form a full tree
ateachlevel.

3.1.1 Source node We considerfirst X2, the processing
costsrequiredby the sourceto successfullymulticastanarbitrarily
choserpacketto all receversusingthe H2 protocol. The process-
ing requiremenfor an arbitrarypacketcanbe expressedisa sum
of costs:

xH2 — (initial transmissioin+ (retransmissions
+ (receving NAKS) + (receving periodicCHACKS)
M M
X = X4 X0+ Y, Xa(m) + BX, )
=1 m=2

where X; is the time to geta packetfrom a higherlayer, X,(z)
is the time for (re)transmissiorattempt:, X, (m) is the time for
receving NAK m from thereceverset, X 4 is theamortizedimeto
processhe periodicHACK associatedvith the currentcongestion
window, and M is the numberof transmissionattemptghe source
will haveto makefor this packet.Takingexpectationsye have

EIX™] = EX/]+EMEX,]
+ (E[M] — 1) E[X,,] + B E[X4] 2)

Following our previous analysisfor tree-basegbrotocols[10], we
derive the value of M, given that the sourcehasa local recever
subsebf size B from whichto collectNAK sandretransmitpackets
to. The expectechumberof transmissionperpacketis [2, 8]

Ml =Y ( " ) ) ®

=1

It is shawn in [9] that &
np

< E[M] < 1+ —iE, whereHp =
Zil 1/1, the harmonicnumbers. From the known inequality
In(1+p) > ﬁ it follows that—Inp < Pr%l Usingthis result,
assuminaall operationge.g. Xy and X}) areof constantost,and

takinginto accounthatHg € O(In B), it is shovn in [8] that




B - Branching factor of a tree, the group size.

R - Size of the receiver set.

Xy - Time to feed in new packet from the higher protocol layer.

Xp - Time to process the transmission of a packet.

Xa,Xn, X, - Times to process transmission of a ACK, NAK, or HACK.

X, Y: - Time to process a timeout at a sender or receiver node respectively.

Yy - Time to process a newly received packet.

Yy - Time to deliver a correctly received packet to a higher layer.

Yo, Y - Times to transmit a NAK , or HACK respectively.

XyYy - Times to process the reception and transmission, respectively, of a periodic HACK .

P - Probability of loss at a receiver; losses at different receivers are assumed to
be independent events.

M, - Number of transmissions necessary for receiver r to successfully receive a packet.

M - Number of transmissions for all receivers to receive the packet correctly; M = max,{ M, }

X H2 yH2 - the processing time per packet at the sender and receiver respectively in protocol H2

HH? - Processing time per packet at a hop node in tree-based protocols.

AY - Throughput for protocol w € {A,N1,N2, R, H1, H2} where z is one of the source s,
receiver (leaf) r, or hop-node 4. No subscript denotes overall system throughput

Figure 1: Notation

protocol processorequirements pasaconstant| p — 0 correctness
Senderinitiated[8] O (R(1 + B2E)) O(RIn R) — O(R) | safeandlive
ReceverinitiatedNAK-avoidance[8] | O (1 + LX) O(In R) — O(1) | notcorrect

Ring-basedqunicastretrans) [10] O(1+ %ﬁ) O(R) — 0(1) | safeandlive
Tree-basefl0] O(B(1 —p)+pBlnB) 0o(1) — O(1) | safeandlive
Tree-baseavith localNAPP 0 (1 + (1_p+p1“i;p2(l_4p) )) 0(1) — O(1) | safeandlive

Figure 2: Analytical bounds and results on correctness.

E[M] € O (1 + 5 ’ip In B) ()

UsingEq. 4, we canboundEg. 2 asfollows

P _mB)yeon+ 2L

E[XH2]
1—p 1—p

€ O(1+1+

In B)5)

It thenfollows thatwhenp is a constan€[ X 72] € O(1).

3.1.2 Leaf nodes Let Y2 denotethe requiremenbn nodes
thatdo not have to forward packetgleaves). Let Y, (:) bethetime
it takesto procesghe (re)transmission, Y, (z) bethetimeit takes
to sendNAK :, X, (7) bethetime it takesto receve NAK z (from
anotherecever), Y; bethetimeto setthei'” timer, Y} bethetime
to deliverapacketo ahigherlayer, andYy betheamortizeccostof
sendingaperiodicHACK for agroupof packetof whichthis packet
isamember
y*H? = (receiingtransmissions+ (sendingperiodicHACKS)
+ (sendingNAKS) + (receving NAKS)
M
> (1 =p)Yo(i)+ Yy + Ve
=1

Yo L Xn(1),
+Y (F+(B-)TF7)

My —1

+ Prob{M, > 2} Y Yi(i) (6)

=2

YH2 —

=2

Takingexpectationof Eq. 6,

E[YH2] — E[[W](l — p) E[Y;] 4 E[Yf] + E[YM
AT A

+ Prob{M, > 2}(E[M,|M, >2] — 2) E[Y;] (7)

It follows from thedistribution of M, that[8]

E[M,|M, > 1] E[Y:]
E[M:|M; > 2]E[Y)] =

(2-p)/(1-p) ®
(3—2p)/(1-p) ©

Therefore, noting that Prob{M, > 2} = p?, we derive the
expectedcostas

E[Y 2] E[M](1 — p) E[Y,] + E[Y)] + E[Yy]
+ (E[M] - 1) (Eg"] + (B - U@)
oy maw

Again,usingtheboundof E[M] givenin Eq.4, we canboundEq.10
by

EY™] e 0<1+(1_p+pln3+p2(1_4")‘) (11)

1—-p )
Whenp is treatedasa constan€[Y #?] € O(1).

3.1.3 Hop nodes To evaluatethe processingequirementt a
hopnode,k, we notethata nodecaughtbetweerthe sourceanda
nodewith no childrenhasa two jobs: to receve andto retransmit
packetsBecausét is convenientandbecause hopnodeis botha



senderandrecever, we will expressthe costsin termsof X andY'.
Oursumof costsis

H®? = (receving transmissions+ (sendingperiodicHACKS)
+ (receving periodicHACKS) + (receving NAKS)
+ (sendingNAKs) + (retransmissiont children
HH2 —

M
(1=p) > Yp(i)+ Yo+ BXs+ Yy
i=1

O Ya(i) X (4)
+) (T + (B-1)E2)

My=1

+Prob{M, > 2} Y i (3)
1=2

M
+ Y (Xali) + X,p(1)) (12)

Computingthe expectedvalueof H 2,

E[H"] = (1-p)E[M]E[Y;] + E[Ys] + BE[X,] + E[Y/]

SR R

P (=L - B

+ (E[M] — 1)(E[X ] + E[ X)) (13)

In otherwords, the averagecoston a hop nodeis the sameasa
sourceandaleaf, withoutthecostof receving thedatafrom higher
layersandonelesstransmissiorfthe original one)

E[H"] = E[Y™]+EX"]-E[X;]-E[X,] (14)
Therefore Eq. 13 canbeboundediy
E[H™] € O(E[Y™]) u O(EX™)

€ 0<1+(1 —P+plnlB_J;p2(1 —4P))) (15)

Whenp is a constantE[H 7?] € O(1). Therefore,all nodesin
thetree-NAPP protocolhave a constanamountof work to do with
regardto thenumberof recevers.

3.1.4 Overall system Let AF? 1/E[X™?], AJ? =
1/ E[H™?], AF? = 1/ E[Y™?] equalthe throughputatthe sendey
hops,andleaves,respectiely, then

A2 = min{ A2 AF? AF?) (16)

FromEquationss, 11,15, and16, it follows that

1—p—|—plnB—|—p2(1—4p).) a7

H2

1/A7 €0 (1 +( T )
Accordingly, if eitherp is a constantor p — 0, we obtainfrom
Eq.17that1/A™? € O(1). Thereforethe maximumthroughput
of the tree-NAPP protocol, as well as the throughputwith non-
negligible packetloss, is independenbf the numberof recevvers.
Tree-basegrotocolss theonly classof reliablemulticastprotocols
thatexhibits suchadegreeof scalabilitywith respecto thenumber
of recevers.
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Figure 3: Above: The maximum throughput for each
protocol. Bottom: Number of supportable receivers for
each protocol. The branching factor for trees is set at
10.

3.2 Numerical Results

To examinetherelative performanceof the variousclassesf pro-
tocols,all meanprocessingimesaresetequalto 1, exceptfor the
periodiccostsX 4 andYy whicharesetto 0.1. Figure3(a)compares
therelative throughput®f theprotocolsdescribedn Section2. The
graphrepresenttheinverseof Eq.13astheexactexpectedhrough-
putfor tree-NAPP protocolsaswell asthethroughputequationgle-
rived in [8, 10] for all otherclasses.The top, middle andbottom
graphscorrespondo increasingprobabilitiesof packetloss, 1%,
10%,and25%,respectiely.

The throughputof tree-basedind tree-NAPP protocolsare inde-

pendentof the size of the recever set,andthereforeary increase
in processospeedwould directly increasethroughput. A smaller
branchingfactor would also increasethroughputat the cost of a

longer paththat retransmissionmust traverseto an expectingre-

ceiver.

Figure 3(b) shows the numberof supportablereceivers by each
of the different classesrelative to processoispeedrequirements.



This numberis obtainedby normalizingall classego a baseline
processarAs describedn [8, 9], thebaselinaisesasendetinitiated
protocol and can supportexactly onerecever. As in [8, 9], let

u“[R], be the speedof the processothat cansupportat most R

receversunderprotocolw, wherew € {A, N1, N2, R, H1, H2}

representingendetinitiated, receverinitiated, RINA, ring-based,
tree-basedandtree-NAPR respectiely. If we setuA[l] =1 asa
baselindt is shovnin [8] that

1 3—-p 3-p

E[x* = =
[ ]R:1 pAll]l—-p 1-p

The speedupf tree-NAPP protocolscanbe calculatedastheratio
of their expectedcost(Eq. 13) to thebaseline

1

HH2[R] - XA E[HH2]
= ﬁ((‘l—p) E[M] — 1'9+0~13+p2(31__2§ )

In [8, 10], the numberof supportableeceversderived for sender
andreceverinitiated, RINA, ring-basedandtree-basegbrotocols
areshavnto be

WR] = ﬁE{M}(HR(l—p))

WVUR] = ﬁ(HE[MHRp/(I—p))
Wl = g (CEM)

R _ 1 Z(R—l)p

= (” (1—p))

W] = g (1 EMI+ B = 2+ B)p)

Becausehe exact value of E[M] is difficult to computefor large
valuesof R, asin [8, 9], we usethefollowing approximation

(Hss — Hr)
In(p)

wherea is thevalueof E[M] for R = 35 and H, is the harmonic
series. When evaluating ™" [R], or p™?[R] an exact value for
E[M] is usedbecause¢he numberof receversis alwaysR = B =
10.

E[M] ~a+

FromFigure3, it is clearthatonly the tree-basedlassesan sup-
portary numberof receversfor thesameprocessospeedoundat
eachnode.lt is alsoclearthat,in termsof performancetree-NAPP
protocolsaresuperiorto otherclassesOf course pur modelconsti-
tutesonly a crudeapproximatiorof the actualbehavior of reliable
multicastprotocols.In theInternet,an ACK or a NAK is simply an-
otherpacket,andthe failure to deliver a given packetcorrectlyto
arecever is correlatedwith what happensat other recevers, be-
causepacketsare distributed along multicastrouting trees. Nev-
erthelesspur approximatemodelis still a valuabletool as a first-
ordercomparisorof reliable multicastprotocolsand producese-
sultsthat shouldbe expected. Becausdree-basegbrotocolsdele-
gateresponsibilityfor retransmissioto receversandbecausehey
employtechniquespplicableto eithersender or receverinitiated
protocolswithin local groups(i.e., a nodeandits childrenin the
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Figure 4: Packet loss for a subtree due to a hop node
failure.

hacks ,

tree) of the Ack tree only, ary mechanisnthat canbe usedin a
recever-initiated protocolcanbe adoptedn a tree-basegbrotocol,
with the addedbenefitthatthe throughputandnumberof support-
ablereceversis completelyindependentf the sizeof the recever
set, regardlessof the likelihood with which packetsare receved
correctlyat the recevers. The restof this paperdescribeshow to
constructsharedack treesin a scalableandfault-tolerantmanner

4 DEALLOCATING MEMORY

The Ack tree structuregreatly improves throughputover other
classes.However, aninherentweaknessn the basicapproachof

delegatingthe responsibilityof retransmissionto groupleaderss

thatthefailure of oneor morehopnodescancauseanentiresubtree
to losea seriesof packetsluringre-establishmendf thetree.

After nodefailure, applicationscould either (a) terminatethe ses-
sion, (b) continuethesessiorwithout providing areliableserviceto
nodeswhile they aretemporarilydisconnectedyr (c) allow nodego
rejoinandcatchupwith thesessionFor thefirsttwo caseschanges
in the Ack treedo notcreatea problem,andthecwandmwcanad-
vancetogetherat the sourceand eachhop node. The restof this
sectionconsidermecessargxtensiondor thelastcase. Figure4
illustratesthe problemwith anexample.Packetsaremulticastfrom
thesourceto therecever set;nodeshathave recevedthedatacor-
rectly areshaded.Packetsareacknavledgedasthey arereceved,
ratherthanwaiting for the acknavledgmentdgrom children. Node
A, andall othernodeshathave recevedHAcks from all their chil-
dren,deletepacketshowever, B fails beforeit is ableto confirm
thatall its childrenhave correctlyreceved the data. If we assume
thatat leastonechild C' hasnot recevedthe data,thenthereis no
nodewith whomto re-establistcontactthatwill definitely have a
copy of the data. Onesolutionto this problemis to buffer the en-
tire sessionin a secondarystore,asis donein RMTP and SRM.
However, this solutioncanbecomeunscalable.

Ideally, we would like to keep datain a finite secondarystore
only until all currentrecevers have correctly receved the data,
without having ary nodekeepingtrack of who all thereceversare.
Fortunatelydeadlockslueto receverfailuresor reconfigurationsf
the Ack treeor the underlyingmulticastrouting treecanbe easily
avoidedin tree-basegrotocolsby introducingaggreateack sthat



propagatérom thereceversupthetreeto thesource TheAck sent
from anodeto its parentin thetreeconsistf its own Ack andthe

aggregatedacks from all its children. Justasin the generictree-
basedprotocol, correctly receved datapacketsare acknavledged
usingHACKs. However, packetsarenot deletedat this point, they

are kept in a secondarystore or partition of memory Whena

parentof a leaf nodeconfirmsthat all its children have correctly
recevedthedata,it deleteghedatafrom secondargtoreandsends
an aggreatedAck to its own parent. Hop nodesdo the same
procedure.In termsof our taxonomy aggr@ateAcks are usedto

move themwandHACKS (andnegative HACKS ) to move the cw.

The following two additionalmechanismsre usedtogetherwith

aggregatedAcks to ensurethat a disconnectechodeor subtreeis

neverallowedto rejointhe Ack treeafterthesourcehaserasedlata
from memorythattherejoiningnodeor subtreeneverreceved.

First, a nodethat percevesoneof its childrenasdisconnectecs-
sumeghereceptiorof ary pendingaggreyatedack from thatchild
andsetsa topology-changeaotificationflag in its own aggr@ated
ACK. Thesettingof theflagis preseredastheaggreyatedack trav-

elsbackto the source. The flag instructsthe sourceto wait for an
evenlongerperiodof time beforeerasingthe associatediatafrom
memoryafter receving all theaggregatedacksfrom its children.

Secondanorphamodeis givenafinite amountof timeto reconnect
to the AcK tree. This time is much shorterthan the time setin
a “connecttimer” at the source. Oncean orphannodetimesout,
it cannotjoin the sessionand catchup without application-leel
support. The next sectionprovides more detailson the handling
of orphanawithin the context of Lorax.

5 SHARED ACK TREES

For a concurent multicastsessionit is notreasonabléo manage
separatack treefor every source.To remedythis, Lorax supports
the proper disseminationof all acknavledgmentsin a multicast
groupalonga singleshared Ack treeof the concurrentmulticast
session. The routing schemeusedin Lorax is adaptedfrom a
techniquedevelopedfor the routing of messagebetweermultiple
processoelementsiescribedn [24].

Consideran Ack tree createdfor one original source,in which
nodeshave at most B children. The treecanbere-hungasanac-
knowledgmentreewith ary othernodeastheroot, andall nodes
will still have at most B children. This is a well known property
of treesthatallow usto applythe constant-costesultsof Section3
to ary protocolutilizing a shared-treéor concurrenimulticastses-
sions.

Whenan Ack treeis createdfor a single-sourcenulticastsession
with thesourceastherootof thetree,theroutingof aggreyateacks
to theappropriatdhopnodetowardsthe sources simple: eachnode
HACKS to its designatedparent. However, the situationis more
complicatedfor sharedack trees. The introductionof multiple
sourceglasheswith theinherentanorymity of the tree: recevers
in the Ack treelack knowledgeof whereeachsourceis located,
knowledgethat canbe usedto route AcCKs to the appropriatehop
nodeleadingto a particularsource. In this paperwe refer to the

actionsa nodetakesto discover which adjacennodeon the shared
ACK treelies on the pathto a particularsourcenodeon the shared
ACK treeasrouting

Routingin an anorymousAck tree canbe doneefficiently using
implicit routing with which eachnode is labeled basedon its
positionin thetree. All packetsfrom a sourceinclude this label,
from which recevers caninfer to which child or parentto route
towardsthatsource.Onesuchlabelingschemas presentedh [25],
but the algorithmrequiresthe entiretreeto be relabeledvhenary
nodeis addedor deleted.Our adaptatiorof [24] involvesonly two
nodedor acompletelynew addition(theaddechodeandits parent),
anddeletionsrequirere-labelingof the subtreeof the deletednode
whenpatchedackinto the Ack tree.

First we describethe constructionof the sharedack tree,thenthe
labelingandrouting scheme.We thendescribetree maintenance,
includinghow nodescansplit off childrenandhow nodedeletions
arehandled.

5.1 Ack Tree Construction

Our approactassumetheexistenceof the multicastroutingtree(s)
provided by the underlying multicast routing protocols. In the
Internet,thesetreeswill be built using suchprotocolsasDistance
Vector Multicast Routing Protocol (DVMRP) [17], Core Based
Trees(CBT) [19], OrderedCore BasedTrees(OCBT) [20], or
Protocolindependeniulticast(PIM) [18].

To constructthe ACK tree, Lorax utilizes a combinationof root-
basedand off-tree schemego grow the tree. Theseschemesare
basedon the commonexpandingring searcERS)techniqueover
the underlyingmulticastrouting tree(s)and mechanismsntended
to limit the costof eachERS.

The Ack treeis grown from a single root node using either the
sourcemulticastrouting tree of theroot nodeor the commonmul-
ticastrouting tree of the multicastgroup. The root nodemay be
selectedbeforethe sessionstartsand adwertisedtogetherwith the
multicastaddresspr may be selectedvhenthe sessiorbegins us-
ing anelectionalgorithm.

After joining the IP multicastaddressall nodesareconsidereaff-

treeexceptfor theroot nodeof the Ack tree. Therootimmediately
begins multicasting invitation-to-join messagegINV) using the
underlyingmulticastrouting tree with a time-to-lve (TTL) value
of zeroin the IP headerandsetsatimer 775y . An off-tree node
thathearsanINV messagenicastsareques{REQ)to be adopted
backto theinviting node.If aninviting nodedoesnot heara REQ
beforeT; v expires,it multicastsa new INV with a larger TTL

valueandresets/ 7 vy to alongertimeout. Whena REQis recevved
correctlyattheinviting node,a bind messag¢BIND) is sentto the
new child confirmingthe adoption.Oncethenew child recevesthe
BIND, it becomesnon-treenodeandstartsthesameprocessgain
by multicastinganINV. This processtopsatary on-treenode(i.e.,

a nodethatis “growing the Ack tree”) whenthe nodehasseveral
children,ortheTTL field of its INV reaches maximumvalue.

Note thatthe maximumTTL of anINV is muchsmallerthanthe
TTL of datapacketsor the TTL neededo cover the entireunder



lying multicastrouting tree. This root-basedstratey to createthe
ACK treeis usedto avoid excessve traffic over the multicastrout-
ing tree. In practice,this schemeshouldsufiice to createthe Ack
tree,becausenostif notall memberof areliablemulticastgroup
will wantto participatein the Ack tree (i.e., receve information
reliably).

In the unlikely scenarioin which a large numberof membersof
the reliable multicastgroup doesnot want to receie information
reliably, growing the Ack treefrom the root only may resultin the
formation of a “frontier” of leaf nodeson the Ack treethat may
notreachnodesinterestedn receving packetgeliably but who are
beyondthemaximumallowed TTL of INVs from frontiernodes.To
accounfor this casel orax includesanoff-tree schemdor off-tree
nodesto reachthe AcK tree.

Allowing off-tree nodesto freely multicastuntil they find a par
entmaycauseheunderlyingmulticastroutingtreeto becomecon-
gestedwith searchmessagesThis methodis similar to the single-
sourcetreeconstructiormethodpresentedn [6]. Lorax solvesthis
problemby limiting thescopeof ERSmulticastseededo reachthe
ACK tree.More specifically consideran off-tree nodethatjoinsthe
multicastsessiorandcall it orphannodeo. This nodestartsmulti-
castingquery(QRY) messagekoking for a new parentin anERS
fashionafter oneof the following outcomesoccurs:(a) A timeout
expiresafterjoining the multicastsessiorwithout the receptionof
anINV messagdrom a nodein the Ack tree,or (b) having sent
its REQa numberof times,a timeoutexpireswithout receving the
correspondindgdIND.

Whenan off-tree nodeh,; recevesnodeo’'s QRY, it respondgo o

with aDIF messagelNodeo mayreceive multiple suchreplies,and
canpick ary oneof therespondinghodesasits helperin joining

the Ack tree. If o choosesh; asits helper the two nodesthen
periodicallysendnexusmessageENEXUS)to eachotherverifying

thatthereis anexusfrom o to k1. A nexusis adirectedconnection
from o to h; correspondingdo o's attemptto reachthe AcCK tree;it

can be terminatedonly by o or a resourcefailure. Node o need
not multicastmore QRYs as long asits nexus with A, is valid.

Node h; diffusesthe ERS towardsthe Ack tree by multicasting
QRYs accordingto ERS. After a numberof ERS attempts,node
h1's searchmay eitherbe successfubndreachthe Ack tree,or be

unsuccedsll andreachanotheroff-tree nodeh, willing to help. In

the latter casea nexusfrom h; to h; is establishedandh, helps
diffusingnodeo's ERStowardsthe Ack tree.

Notethatthe chainestablishedby thediffusionof nodeo's ERShy
oneor varioushelperss not partof the Ack tree;it is only usedto
containthe spanof the ERSmulticastsneededor theorphannode
to reachthefrontier of the AcK tree.

Oncean on-treenode hearsa QRY messagdor the ERS started
by nodeo, it unicastsa responsenessag€RSP)to nodeo. This
messagdndicatesthat the sendingnodeis willing to adoptthe
orphano. All on-treenodesarerequiredto respondto ary QRY,

andnodesthatendup having more childrenthanthey canhandle
go througha procesof fission describedsubsequetty.
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Figure 5: An example of the labeling scheme.

An orphannode may receive more than one RSR, in which case
the orphanunicastsa REQ to one of the on-treenodeswilling to
adoptandthe procesoutlinedabore continues If the orphannode
alreadystartedanERSto join theACK tree,it alsosendsaterminate
messag€TERM) to its helperto erasehenexusit hadestablished
to reachthe Ack tree. Any nodethatis active helpingnodeo that
receves a TERM from its incident nexus sendsa TERM on its
outgoingnexus. This processcontinuesuntil the chain startedby
nodeo to reachthe ACK treeis erased.

A nodedeclaresa nexus built to help orphano to beinvalid after
timing out without receving a NEXUS from the othernodein the
nexus. In thatcase the helpercloserto theorphannodeo (or node
o itself) startssendingQRYs again(i.e., it attemptsto geta new
helperto reachthe Ack tree)andthe nodeto whichthe nexuswas
incidentsendsa TERM onits outgoingnexusto eraseherestof the
chainof helpers.

Notethata nodemay participatein the diffusion of multiple ERSs,
eachfor adifferentorphan.Eachsearchs is treatedndependently
Onceanodeis on-treejt mustreceve alabelusedin routingof ac-
knowledgmentsfor restructuringpf thetreeduringnodedeletions,
andfor thefissioningof local groups.

5.2 Labeling and Routing

The algorithm usedin Lorax for routing HACKS and aggregjate
ACKSs is basedon the following simple scheme:if a sourceis not
in a recever's subtree then HACKs shouldbe sentto the parent;
otherwise,the HAcK shouldbe sentto the child who headsthe
appropriatesubtree.

Somecommondefinitionsareusedfor ourformaldescriptiorof the
protocol. As aninitial framevork, we representhe networkasan
undirectedgraphG = (V, E), whereV is thefinite setof nodes,
and £ = V x V is the setof edgesrepresentinghe (currently
operational)bi-directionallinks betweennodes. We requireeach
nodez € G to haveauniquenamen(z) (e.g.,anlP hostaddress).

Let 7' C G bethe Ack tree over which acknavledgmentsare
routed. The protocol assignsa uniqueinteger label I(x) to each
nodez suchthatall nodesdescendetrfrom = containi(z) asthe
prefix of theirrespectie labels. Figure6 describeghe hierarchical
labeling algorithm, whereo is the concatenatioroperator When
the labelingalgorithmterminatesgevery nodein the Ack tree has
a uniquelabel, illustratedin Figure5. This label is usedby the
ACK routingalgorithmalsoshownn in Figure6. Basically arecever
mustcheckif the sourceis in its subtree.lf it is, thenthelabel of



LABEL (graphG)
ConstruciatreeT C E from G rooted
atsomenodes, asabove;
labell(s) = 1;
Call LABEL-SUBTREE(s,T,1);

LABEL -SUBTREE (noder, treeT, integer §),
Letw = 0;
For eachchild ¢ of r do:
labell(c) = § o w;
Letw = w4+ 1;
Call LABEL-SUBTREE(c, T,l(c));
ROUTE -PACKET (treeT, noden, nodes, padketp)
1t Ji(n)] > [i(s)]
Then routethe packeto theparentof n;
Else comparehefirst |{(n)| low orderbits
of I(n) andi(s);
If theyarenotequal
Then routethe packetto the
parentof n;
Elsethenext[log, B] explicitly
statego which child of » the packet
shouldberouted.

Figure 6: Algorithms for Ack tree labeling and routing
of ACKs.

the recever nodewill be a prefix of the label of the sourcenode.
The Ack routing algorithmroutespacketh acknavledgingsource
S's datato theproperhopnodefor recevver R. Let |i(z)| denotethe
cardinalityof thelabelof nodez, i.e.,thenumberof bitsit contains.
Eachsourcenodeincludesits labelin all packetst transmits.It is
trivial for eachrecever to storethe label in the table containing
retransmissioimformation(e.g.,thelastsequencaumberreceved
correctly).If atany pointthe sourceis assigned new label,it must
bemulticastto all therecevers.

On average,nodescloser to the root of the tree have to com-
pare fewer bits than leaf nodes. The cardinality of the la-
bel grows well with an increasingrecever set. Each level
addsan additional (log, B) bits, and a tree of n recevers has
(log g n) levels. The numberof bits neededis thereforeexactly
(log, B)(log g n) = log, n. Consequentlyif 32 bitswereusedin
thepacketeadergor thislabel,thenatreecouldhandle2?? nodes.

5.3 Tree Maintenance

5.3.1 Group Fission Theanalysisof Section3 assumes.con-
stantB which boundsthe degreeof eachnodein thetree. In prac-
tice,thevalueof B canbechoserindependentiyat eachnode;i.e.,
somemachinesare morecapablethanothers. For reasonablger
formancenodesshouldnotset B solow thatonly afew nodescan
be supportedaschildren,and B shouldnot be setary higherthan
thenodescansupportefficiently.

It is clear then,thatanalgorithmis neededo keepthe numberof
childrenat or belov B at eachnode;we refer to this processas
fission Arbitrarily assigninga new parentto childrenwould not
presere groupingwell, and so we proposeagainusingthe ERS
heuristicfor fissioninga group. An easyheuristicis to simply
disconnectextra children and let them ask nodesin other local

groupsfor adoption;however, this may createunscalableamounts
of work atsomenodes.

Our fissionalgorithmrequiresthat parentnodeskeeptrack of how

mary additionalnodesits currentchildrenmaytake. This informa-
tion is easilyincludedperiodicallyin HACKs, or aspartof a NAPP
algorithm. The parentnodesendsan adoptmessag€ADOPT) to

the child with the mostfree space.The ADOPT forcesthe adopt-
ing nodeto multicastto all the nodesin its local groupin the Ack

treearequest-forchildrenmessag€¢RFC). The nodesthatrespond
first with a QRY messagarecurrentlycloserandaresentan RSP
messagédy the adoptingnodeandthe fissionis completed.From

here thelabelingalgorithmmustberun onthenew subtree®f the
adoptingnodes.

The questionremainsof how mary new childrento force onto the
adoptingnode.lInitially it is advantageouto justreducehenumber
of nodegto slightly below B. If threefissionshappercloseto each
other measuredby atimer7y,..:n, aheuristicis to requirethatthe
third fissionreducethe numberof nodesdown to half B, andthe
timer is reset.This drasticfissioningis motivatedby the fact thatif
mary fissionshapperin sucha shortperiodof time, thenthetreeis
mostlikely in a periodof growth, andneedso be expanded.Each
additionalfissionwithin the T,...: periodalsoseparatesalf the
childrenandresetghetimer. Whennofissionshapperwithin afull
Tyrowen, Period,thenodeinitializesto smallfissionsagain.

5.3.2 Deletions We usethe samealgorithmfor accidentabnd
intentionaldeletionof nodesfrom the Ack tree;only theinitiating
conditionsaredifferent. Thealgorithmis motivatedby the needfor
a fast distributed algorithm that would not force all disconnected
nodesto bechildrenof oneparent,causingfission. We assumehat
all childrenof a deletednodeare operatingcloseto their B limit,
andcannottakeon B morechildren.

To describea simple methodof restructuringthe Ack tree, we
presentthe following relation. Define “at leastas old as”, with
operator“ >" for two childrenz, y of a commonparent: z is at
leastasold as y if integervaluesi(z) > I(y).

Thealgorithmis simpleandstartswhenthe parennodemulticasts
a deletionmessagdDEL) to the membersof its local group, or

whenanodedetectghatit is anorphan.Sinceall nodeshave labels
beforethe deletionstarts,all even-labelechodesbecomethe child

of the next lowest(thatis, next eldest)even-labelechode.All odd-
labelednodeshecomethe child of next lowest(even-)labelechode.
Sinceall nodeshave a list of their siblings, unicastQRYs aresent
directly to the propernode,andan RSPis expectedin respons¢A

BIND is notrequired).If new parentsdonotrespondthenthenode
joinsthe Ack treeasif it wereanew node.

While this algorithmis completing the eldestnodestartsmulticas-
ting QRYs to all nodesin the multicastgroup using the groupss
multicastaddressNotethataslong asthis nodedoesnotjoin with
descendentghe partial orderingof the treeis presered. In sup-
portof this, we alsorequirethatnodesretaintheir labeluntil anew
parentis found. The reasonis that the eldestnodemay join with
a disconnectecdhodepreviously in its subtree.A loop is formedif



thatdisconnectedodethenre-joinswith anodein theeldestnodes
subtreebeforeit canberelabeled.As long the disconnectedhode
retainstheold label,this scenariccannothappen.

Becausall othermaintenanceén the treeis ERS-heuristic-duen,
it is likely thatthe new parentsare closein the networktopology
However, this is not guaranteedand a nodemay wish to keepa
counterof how mary timesits parenthasbeendeleted;it canthen
rejoin the AcK treeasa new nodewhena certainvalue hasbeen
exceeded.

Whentheroot of the AcK treebecomeslisconnectefrom thetree,
theeldestchild becomeshe new root.

5.3.3 Orphans If anodehaslost contactwith its parentfor a
time Torpran, loNg enoughsothatthe causds clearlynot conges-
tion, it considerstself an orphan,andwill have to rejoin the Ack
treeby initiating the methoddescribedabove. Clearly, all descen-
dentsof the orphanechodedo not have to rejointhe ACK tree, but
mustberelabeledvith the orphanedode’s new prefix.

When a nodeis orphanedit may chooseto enactthe secondary
acknavledgmenprotocoldescribedn Sectiord. Theonly thingan
orphanmustdois contacteachsourcein the ACK tree,instructing
themthatthenodemightbe orphanedandto notdeletedatauntil it
recevesanew parent.If thereareenoughsourcesthe orphanmay
choosefor efficiengy to multicastthis information. A node may
chooseto contactsourcesat time Tparancia < Torphan t0 besure
the hold messageeacheshe sourcein enoughtime. If the sources
arefollowing the secondanyprotocol, thennormally they will not
deletedatauntil the secondack is receved from all children, or
a certainvery long timeout7..,.. hasbeenreached.In practice,
nothingis guaranteedhut if Tsource is muchlongerthanT,,pran
we expectthe protocolto work.

Shawing that Lorax is loop-freeis simple, becausethe relation
“>" is reflexive, transitve, andanti-symmetriandis alsoa partial
ordering.Letx — y denotethatx is the parentof y becaus¢here
existsanedgein thetreeT betweenr andy. Assumethatat some
time during the operationof Lorax, thereis a pathof nodesin the
ACK treesuchthata —+ b — .-+ — ¢ — a, anda # b # c. Lorax
requiresthatz > y if z is the parentof y, thenit mustbe truethat
x > y. It followsthatbotha > ¢ andc > a mustbetrue. Theonly
way in whichthis canbetrueis if a = ¢, whichis acontradiction,
andit follows thatLorax producedoop-freeroutingof Acksatall
times.

6 COMPARISON WITH RELATED WORK

As we have summarizedn our taxonomyof Section2, thereis
a growing body of work on reliable multicastprotocolsfor inter
networks. Our resultsin Section3 clearly indicatethattree-based
protocolsarethefirst choicein termsof performancewith RINA
protocolsbeingthe second.Not surprisingly RINA andtree-based
protocolsarethetwo prominentapproachefor theimplementation
of reliablemulticastingtoday

The main motivation for RINA protocolsis thatusingNAKs frees
the senderfrom having to processevery Ack from eachrecever.
Two additionaladvantagesare that the sourceis not supposedo

know the recever setandandthe receverspacethe source.How-
ever, RINA protocolssuffer from a numberof limitations.

First, the RINA protocolsthat have beenproposedto date (e.g.,
SRM [11] and LBRM [12]) have no mechanisnfor the sourceto
know whenit cansafelyreleasedatafrom memory[10]. LBRM
usesa hierarchyof log senersthat storeinformationindefinitely
andreceversrecoverby contactingalog sener. Usinglog senersis
feasibleonly for applicationghatcanafford the senersandleaves
mary issuesunresoled. If a single sener is used,performance
candegradedueto the load at the sener; if multiple senersare
used,mechanismsnust still be implementedto ensurethat such
seners have consistentinformation. On the other hand, SRM
simply requiresthatdataneededor retransmissiome rekuilt from
the application.Sincethe applicationis never informedwhendata
hasbeensuccessfullydeliveredto all recevers,all datais storedat
all sourcegandatall willing recevers)for thelengthof thesession.

Second,if errorrecovery in a RINA protocol dependssolely on
timeoutsat the recevers,end-to-enddelayscanbecomearbitrarily
large. For example,SRM requiresevery recever to multicastpe-
riodic “sessionmessagesspecifyingthe highestsequenc@umber
acceptedrom asourceandatime-stampusedby thereceversto es-
timatethedelayfrom thesource The sequencaumberin asession
messagés in effectanAck tothelastpackefrom thesourceanda
recevercankeep'polling” thesourceperiodicallyto ensurehatthe
sourceeventually delivers missingpacketsnot caughtby the NAK
schemeThis clearlylimits thescalabilityof SRM, becaus¢he per
sistenceof sessiommessageforcesevery nodeto know therecever
set.

Third, NAKS and retransmissionsnust be multicastto the entire
multicastgroupto allow suppressioof NAKS The NAK-avoidance
was designedfor a limited scope,suchas a LAN, or the small

numberof Internetnodesthat canbe expectedin a local group of

an ACK tree. This is becausdhe basicNAK-avoidancealgorithm
requireghattimersbesetbasednupdatesnulticastoy everynode.
As the numberof nodesincreaseseachnodemustdo increasing
amountof work! Evenworse,nodesthat are on congestedinks,

LANs or regions may constantlybotherthe rest of the multicast
groupby multicastingNAKs.

On the otherhand,tree-basegbrotocolseliminatethe Ack implo-

sion problemandfreethe sourcefrom having to know therecever

set,provide maximumend-to-enddelaysthatareboundedandop-

eratesolelyonmessageexchangedn localgroups(betweeranode
andits childrenin the Ack tree). As we shaw in Section3, the

amountof work requiredateachnodefor tree-NAPPprotocolsdoes
notincreaseavith thenumberof groupmembersi.e.,thethroughput
of suchprotocolsis not dependenbn the numberof groupmem-
bers.

Theonly two concernsegardingthe practicalityof tree-basegro-
tocolsarewhetherfinite memorycanbeusedandtheeffort needed
to build andmaintaina “reasonable’structurefor the Ack treethat
canbe modifiedin a dynamicandscalablemanner Our approach
addressesll prior concernswith tree-basegrotocols. We have
shavnin sectiord how to maketree-baseg@rotocolswork correctly
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Figure 7: Optimality with 95% confidence intervals
shown as vertical lines.

with finite memory Secondloraxis thefirst protocolthatprovides
asharedack treefor efficient useamongmultiple sourcesandre-
cewversin a concurrenmulticastsessionandthe Ack treeis main-
taineddynamicallyin the presenc®f changedo therecever setor
theunderlyingmulticastroutingtree.

7 QUALITY OF ACK TREES

Throughouthis paperwe have describedhe constructionof Ack

treesmakingno assumptionsegardingthe structureof theunderly-
ing multicastrouting tree(s). However, thereis muchto be gained
by usinga sharedmulticastroutingtreesuchascreatedy CBT or
OCBT. With suchanunderlyingroutingtree,packetsaremulticast
from eachsourceto the receversthroughthe samestructure;re-
ceiverscloserto the sourcereceve packetsbeforereceversdown

thetreedo, andthereis a correlationof packetiossat nodeshang-
ing from the multicastrouting subtreeof a router The morethese
relationshipsaarepreseredin the ACK tree,thebetterthe ACK tree
performs,becausdatenciesand retransmissionsiithin eachlocal

group of the Ack tree have a direct correspondencwith delays,
congestionanderrorsthatoccurin theroutingtree.

We definean Ack treeasoptimalif, for all pathsin the underlying
multicastroutingtreethat startfrom therouteradjacento a parent
nodein the ACK treeandterminateat a routeradjacento its child
nodein theAckK tree,arny receversadjacento arouterlying onthat
pathnecessarilyare children of the sameparentnodein the Ack
tree. Unfortunately obtainingan optimal Ack treemaybe atodds
with the numberof childrenin the Ack treethatary givenhostcan
supportin practice.

To gaininsighton the optimality of the Ack treesbuilt with Lorax,
we performeda numberof simulations® A singleroutingtreewas
createdusinga simulationof CBT runningontop of theDistributed
BellmanFord algorithmin a networkof 25 nodes.Theroutingtree
hasits core(root) at node10, andeachroutingnodein suchatree
hasa maximumdegreeof 6. A nodeof the Ack treewasattached

2We thank Rooftop CommunicationsCorporationfor donatingthe C++ Protocol
Toolkit.

to eachroutingnode andeachsuchnodewasselectedistheroot of

theAck tree.For eachplacemenbf the Ack treeroot, eachnodeof

the Ack treewasallowedto have amaximumdegreeof 3, 4,5, and
6, andLoraxwasrunto obtainthe corresponding.ck treein each
of the100casesFor eachack treeobtainedby Lorax, we counted
thenumberof nodesn the Ack treethatadhereo our definitionof

ACK treeoptimality. An ACK treenodeadherego our optimality
principle if its routeris a descendanfon the routing tree) of the
routerof its ACK treeparent.

The resultsfrom this simulation experimentindicate that Lorax
tendsto build anAck treethatis optimumaccordingto our defini-
tion. Loraxalwaysbuilt optimumAck treesvhennodesin theAck
tree cansupportup to 6 neighborsandfor the restof the casest
builds Ack treeswith morethan90% of theirnodesadheringo the
optimality principle. Thesimulationresultsaregraphedn Figure?.
Thetypeof topologiesconsideredn [11] to analyzeSRM's perfor
mancecorrespondo the casein which Lorax producesoptimum
ACK trees,and Lorax with a tree-NAPP protocol should provide
performancebetterthan or at leastequalto the bestperformance
thatcanbe expectedrom SRM.

As the nodedegreeneededor an optimumAcK tree exceedsthe
maximumdegreethat canbe supportedy nodesin the Ack tree,
thestructureof the acktreedeviatesfrom theroutingtreestructure.
This corresponddo the casein which recevers of the multicast
grouparesparselydistributedover aroutingtree.

8 CONCLUSION

We have establishedhat tree-NAPP protocolshave betterperfor
mancethan all other classesf reliable multicastprotocolsusing
a maximumthroughputmodel. We have also presentedsolutions
to severalopenquestiononcerninghe implementatiorof shared
ACK trees. Preservingreliability during restructuringof the Ack
tree is easily guaranteedising aggr@atedacknavledgmentghat
propagatdrom eachleaf towardsthe source. It is not necessary
to useaggregateAcksin conjunctionwith atree-basedongestion
window scheme. It is possibleto usea (shared)tree for deallo-
cating memoryand an unstructuredecever-initiated schemefor
retransmissiomequests.This classof tree-basedeceverinitiated
NAK-avoidance(TRINA) protocolscanbe viewedasan extension
to RINA protocolslike SRM and LBRM so that packetscan be
deletedsafely Ourfuturework continuego defineinstance®f this
new subclas®f protocols.

Lorax maintainsscalableoperationwith multiple sourcesby con-
structingand maintaininga sharedack tree. Overheadtraffic is

containedduringinitial ACK treeconstructiorby growing the Ack

treefrom a known root. Impatientnodesare quieteddown andal-

lowedto join the ACK treeby meanf expandeding searchethat
arenarrav in scope.Hierarchicallabelingof eachnodemakesm-

plicit routing of acknavledgmentssimple and preseresloop-free
routing of suchacknavledgmers over the Ack tree at all times.
For the casein which a sharednulticastroutingtreeis usedat the
networklayer, the Ack treesbuilt with Lorax mirrorsthe multicast
routingtree.

Although our empirical evidenceshows that Lorax createsack



treesthat are reasonablycloseto an underlying sharedmulticast
routing tree, changesn routing tablesand groupmembershigan
makethetwo treesdiffer from oneanothermver time. Furthermore,
moreefficientmechanismsould beadoptedn Loraxif hostswere
allowedto know moreaboutthe structureof the underlyingmuilti-
castroutingtrees.Our work continuego addresshe opportunities
presentedby the hierarchicalabelingof routers,namelythe ability
to provide adirected-multicasterviceover anexisting IP-multicast
routingtree. With a smallchangein the protocolsnow beingpro-
posedor thecreationof multicastroutingtrees | oraxcanmakein-
telligent choiceswhenconstructingand maintainingthe Ack tree.
Multicast routing protocolssuchas CBT and OCBT cancreatea
singletreefrom which an arbitraryroot nodecan easilybe picked
(e.g.,oneof the cores)to startthelabelingalgorithm. It is trivial to
incorporatehe labelingschemepresentedn Section5.2into these
multicastrouting protocols. Forthcomingpublicationsdefinethis
servicemoreformally andthe associategrotocols,andaddresshe
dynamicsof Loraxin large multicastgroups.
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