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Abstract

Within the context of the Integrated Biological Warfare Technology Platform
(IBWTP) program, Quantum Leap Innovations, Inc. (QLI) was tasked by the Office of
Naval Research to develop, evaluate, and demonstrate novel technology supporting early
detection of and rapid response to biological or chemical threats. This report provides an
overview of the challenges QLI faced, the approach it took to creating the technologies,
and some of the specific technological solutions in the areas of Situational Awareness,
Course of Action Planning, Command & Control, and Data & Process Integration. It also
presents the applicability of the developed technologies to areas other than biological
response, such as Department of Homeland Security applications in emergency
management, and Department of Defense applications in force transformation, especially
regarding Future Naval Capability (FNC) Knowledge Superiority and Assurance (KSA).
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1. Summary

A global threat to the people of the United States has recently emerged, with
implications comparable to the nuclear devastation we faced in the cold war era. A
combination of easily accessible pathogens, low cost of development and dispersal, and
the demonstrated strategy of terrorist adversaries to target civilian and commercial
interests, indicates that we should prepare for biological attacks. Though we cannot
eliminate the threat of a biological terrorist attack, we can vastly improve the outcome for
the US population via a combination of early detection of threats and rapid response to
mitigate the damage.

Within the Integrated Biological Warfare Technology Platform (IBWTP) program,
Quantum Leap Innovations, Inc. (QLI) developed an integrated decision support
framework for defense against chemical and biological warfare. The framework enables
the integration of static and dynamic data (e.g. from hospitals, sensors, open source,
intelligence), models (e.g. dispersion, exposure, damage), and advanced intelligent
computing technologies to create a powerful early detection and rapid response system to
identify and respond to potential or existing biological or chemical threats, either man-
made or natural. It enables crisis managers to:

® Monitor chemical or biological outbreaks,

¢ Identify the cause(s) of the outbreak and its (their) possible sources,
¢ Predict potential exposure,

¢ Plan for effective response, and

e Alert appropriate authorities to mitigate the damage (hospitals, local government,
law enforcement, military and CDC).

The system supports a variety of potential scenarios and continuously updates real
world action plans in a format that improves the efficiency and quality of collaborative
decision-making. Collaborative emergency planning and management is facilitated
through an interactive knowledge visualization and decision making environment that
supports teams of different users (ranging from technical specialists to high-level
decision makers) in a single space or distributed across different geographic locations.

The technologies that QLI has developed, also referred to during the project as the
Integrated Biological and Chemical Warfare Defense (IBCWD) software, revolve around
a comprehensive architectural framework supporting:

¢ Situational Awareness: Provide situational awareness by transforming dynamic,
distributed, and heterogeneous data into actionable knowledge in order to identify
and localize potential or existing problems and threats as early as possible. Share
this knowledge with relevant users and applications as soon as possible.

¢ Course of Action Planning, Optimization, and Execution: Given knowledge
about potential or existing problems and threats, simulate different scenarios,
formulate courses of action (plans), and trigger actuators (applications or humans)
to carry out the courses of action in a distributed environment. Continually plan for
contingencies, as the environment is open, dynamic and ever changing.
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¢ Command and Control: Support distributed collaboration among decision
makers in visualizing relevant information (coming from the Awareness layer),
deciding which courses of action to take (coming from the Action layer), and
monitoring the execution of the selected plans.

¢ Data and Process Integration: Tie applications, users, and systems within and
across the Awareness, Action, Control layers in a dynamic and decentralized
fashion with a high degree of scalability, reliability, and security in adherence to
given policies and procedures.

Highlights of the developed technology in the corresponding areas include:

o Awareness

— Intelligent Data management enabling access to heterogeneous data from
distributed data sources.

— Probabilistic reasoning enabling knowledge discovery and syndromic
surveillance based on causal evidence.

¢ Action
— Optimal placement of sensors and other resources over dynamically defined
geographic regions.
— Real-time adaptive planning for contingencies.

— Decentralized coordination of plan execution by distributed autonomous
systems.

e Control

— Integrated Knowledge Environment supporting user-driven information
sharing and application composition.

¢ Integration

— Flexible multi-agent framework enabling dynamic service discovery and
invocation across a network.

The technologies developed under IBWTP were designed to support early detection
and rapid response to biological and chemical threats, and are applicable to decision
making and support in these areas in Homeland Security, Defense, and Agriculture.
However, as the underlying technologies were designed with the goal of being broadly
applicable, the results of the IBWTP project can be used in many domains beyond the
initial target of real-time decision making, including applications in simulations,
functional exercises, and field exercises in training and preparation for emergency
management and emergency response at the urban, regional, state, and federal levels.

Furthermore, the technologies are applicable to other areas of defense, especially
towards enhancing the Future Naval Capability (FNC) Knowledge Superiority and
Assurance (KSA) in support of the transformation of the Navy to meet the emerging
threats in the 21st Century. In particular, the technologies provide enabling capabilities
for Composeable FORCEnet, Operational Adaptation, Human Systems Integration,
Warfighter Defense, Manpower Reduction, and Joint Battle Management.

Based on the developed technologies, QLI has submitted 11 patent applications,
published 5 conference proceeding/journal articles, and has written 11 technical reports.
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2. Introduction

This Final Report provides an overview of the research and development effort
carried out by Quantum Leap Innovations, Inc. (QLI) under contract to the Office of
Naval Research (ONR) during the period from July 2002 to September 2006. Within the
context of the Integrated Biological Warfare Technology Platform (IBWTP) program,
QLI was tasked by ONR to develop, evaluate, and demonstrate novel technology
supporting early detection of and rapid response to biological or chemical threats. This
report provides an overview of the challenges QLI faced, the approach it took to creating
the technologies, and some of the specific technological solutions in the areas of
Situational Awareness, Course of Action Planning, Command & Control, and Data &
Process Integration. It also presents the applicability of the developed technologies to
areas other than biological response, such as Department of Homeland Security
applications in emergency management, and Department of Defense applications in force
transformation, especially regarding Future Naval Capability (FNC) Knowledge
Superiority and Assurance (KSA).

Section 3, Synopsis, of this report provides a high level overview of the issues facing
this country that the project addressed, the approach, overview of the technological
solution, as well as the applicability of the solution to other areas. Section 4, Problem
Details, provides the motivation as well as a background of currently available
technology and technology gaps. Section 5, Methods, Assumptions, and Procedures,
describes the evolution of the approach over the duration of the project, including the
architectural framework, software development processes, and project work breakdown
structure. Section 6, Results and Discussion, provides a more detailed overview of the
specific technologies developed during the project. Section 7, Conclusions, presents the
applicability of the developed technology to the biodefense domain and domains of
Homeland Security and Defense.



3. Synopsis

3.1. Problem

A global threat to the people of the United States has recently emerged, with
implications comparable to the nuclear devastation we faced in the cold war era. A
combination of easily accessible pathogens, low cost of development and dispersal, and
the demonstrated strategy of terrorist adversaries to target civilian and commercial
interests, indicates that we should prepare for biological attacks.

Well-informed studies have observed that we lack the sensor technology to broadly
and accurately detect many of the biological weapons that adversaries could wield against
us. Additionally, vaccines are lacking for many bioweapons, may have serious side-
effects, may not be effective for weaponized variants of natural pathogens, and
vaccination compliance is low, even when effective vaccines are freely available. Many
potential bioweapons currently lack any rapid detection and some also lack effective
treatment.

Though there are similarities between use of bioweapons and the emergence of
naturally occurring diseases, there is a fundamental difference in the danger and logistics
posed by pathogens that are deliberately introduced into a population. Typical disease
epidemiology proceeds gradually, through random contacts, giving healthcare workers
and infectious disease specialists time to analyze early victims, alert the medical
community, and determine the best course of treatment and prevention. In many cases,
low rates of transmission and “herd immunities” reduce incidence and prevalence of
diseases. In contrast to the case of naturally occurring pathogens, bioterrorists can, in
principal, expose a large number of initial victims over a wide area to diseases for which
there is little natural immunity, so that there is little time between detection of an index
case and pervasive disease in the population. Exploitation of contagious disease as a
weapon magnifies this effect — turning every infected victim into an unwitting ally. In
some scenarios, many health facilities will be simultaneously overwhelmed and in need
of regional and national assistance. Event the best preparation will be insufficient for
such an event.

The openness and mobility of western society make the US population an easy target
for foes that do not rely on military weapons, and especially for those who have no
particular vulnerability to retaliation. Thus, it is prudent to expect that eventually one or
more biological attacks will be successful, and that multiple agencies from local to
national levels will be required to act in concert to minimize damage to the population.
Resources such as the CDC's Strategic National Stockpile (SNS) are effective only if they
are provided to the appropriate population sufficiently early in the progression of disease.
Early detection and coordinated response can drastically improve the outlook for affected
populations. Also, it is prudent to expect that at least some local agencies will need to act
initially on their own, both in detection and treatment of disease, and in trying to uncover
the signal events and paths of exposure that predict additional cases.

A small number of anthrax-laden letters mailed in November, 2001 resulted in the
death of 5 victims, illness of 22 people, disruption of US Postal Activities and many
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related businesses for a variable length of time, and roughly $200MM in costs for
decontamination and remediation of US Post Office facilities. The authors of that attack
are still at large.

Though the anthrax attack was costly, it is relatively modest compared to potential
bio-warfare attacks, where some estimates, for communicable infectious diseases such as
smallpox, pose 100,000 initial victims leading to 30 million deaths in four months.
Clearly, bioweapons are competitive with nuclear weaponry in terms of inflicting death
and disruption on society, yet the technology to create a bioweapons is much more
accessible (than that to create nuclear weapons) to non-state actors such as Al Qaeda.
Delivery of a bioweapons is also very difficult to prevent, as millions of doses of an
active pathogen may be easily concealed on the person of a terrorist.

Though we cannot eliminate the threat of a biological terrorist attack, we can vastly
improve the outcome for the US population via a combination of early detection of
threats and rapid response to mitigate the damage. This challenge calls for the creation of
an analytic and decision support system that continually monitors data for patterns that
indicate an attack, alerts the appropriate individuals and agencies when an incident
reaches some threshold of significance, maintains a current capability of simulation and
planning for any locale affected by the attack, supports cooperative analysis and decision
making by domain experts and aids in coordinated response, including appropriate stake-
holders from emergency management, medical, intelligence, and law-enforcement bodies
at local, state, regional and national levels.

At best, local agencies create static “red-book” plans to respond to major types of
emergencies. These plans often lack sufficient specificity (such as awareness of daily or
seasonal current population distributions, current loading of healthcare facilities, and
specific projections given a particular disease event) or concreteness (such as the
allocation of particular personnel to neighborhood health centers). A system must be
created that supports representation and maintenance of dynamically updated plans that
account for important changing conditions.

To satisfy the varied users of such a system, it must be provide easy integration of
data from a wide variety of sources, such as hospital and physician reports, and pharmacy
sales, event notices, weather data, police reports, and national or local threat assessment
levels. The system must provide probabilistic assessment of the threats, and permit
domain experts to use their tools of choice to perform assessments, run scenarios,
consider or generate plans, and effectively communicate their findings.

To exploit local knowledge and awareness, to provide robust operation, and to
prevent bottlenecks inherent in monolithic approaches, the system must provide a
decentralized but connected network, allowing local users to coordinate with more central
ones, while avoiding information overload of any party.

Prior to work on the IBWTP system, no comprehensive technologies existed to
provide the continual monitoring, planning and coordination needed to satisfy the
previously-stated requirements.

Some of the major elements lacking in existing technologies include:
e Automatic integration of data from multiple sources to feed on-the-fly analysis
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¢ Data provisioning to provide temporally or locally inaccessible data in support of
anytime analysis and simulation.

¢ Continual update of planning and optimization models with current state values
and probabilistic threat assessments.

¢ Distributed decentralized interfaces that allow domain experts to dynamically
compose and manipulate appropriate analytic applications, simulations and
visualizations

¢ Anytime planning and optimization within uncertain domains

¢ Integration and manipulation of arbitrary analytic components through an easy-to-
use visual composition system.

3.2. Approach

This section provides an overview of the approach taken by QLI to address the
aforementioned problems. Further details of the approach are elaborated in Section 5 of
this report.

The objective of the Integrated Biological Warfare Technology Platform (IBWTP)
program was to develop an integrated decision support framework for defense against
chemical and biological warfare. The framework enables the integration of static and
dynamic data (e.g. from hospitals, sensors, open source, intelligence), models (e.g.
dispersion, exposure, damage), and advanced intelligent computing technologies to create
a powerful early detection and rapid response system to identify and respond to potential
or existing biological or chemical threats, either man-made or natural. It enables crisis
managers to:

® Monitor chemical or biological outbreaks,

¢ Identify the cause(s) of the outbreak and its (their) possible sources,
e Predict potential exposure,

¢ Plan for effective response, and

e Alert appropriate authorities to mitigate the damage (hospitals, local government,
law enforcement, military and CDC).

The system supports a variety of potential scenarios and continuously updates real
world action plans in a format that improves the efficiency and quality of collaborative
decision-making. Collaborative emergency planning and management is facilitated
through an interactive knowledge visualization and decision making environment that
supports teams of different users (ranging from technical specialists to high-level
decision makers) in a single space or distributed across different geographic locations.

The approach adopted at the outset of IBWTP is shown in Figure 1.The large, dark
blue boxes depict the three major IBWTP system components. In each box, QLI targeted
initial development of the technologies represented in the yellow subcomponents,
whereas technologies represented in the blue components are required from external
sources (COTS, GOTS, and domain expertise). The “Diagnosis and Characterization”
component contains the techniques and models required to fuse, analyze, and reason
about vast amounts of information. Outputs of this component include the detection and
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identification of harmful biological or chemical agents. The “Scenarios, Action Plans,
Tradeoffs” component contains the techniques and models for proactively planning about
the source, exposure, and response to harmful agents. The “Presentation, Collaboration,
Visualization, and Control” component contains techniques for presenting the
information gleaned from processing huge amounts of data to the decision-maker or
technical user, in a format that is easy to understand and manipulate. The goal of IBWTP
was to provide an integrated framework tying the various technologies within and across
the components.
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Figure 1: The Initial IBWTP Approach by QLI

As work on IBWTP progressed, it became clear that many of the technologies under
development were suitable not only for the biological and chemical defense domain, but
were equally applicable to a variety of other domains, especially emergency response in
general, netcentric warfare, and intelligent enterprise solutions. With this in mind, QLI
developed a more general architectural framework around which the core domain-
independent technologies could be developed and integrated. This architectural
framework was designated Awareness/Action/Control/Integration (AACI) as it integrates
technologies and capabilities from Situational Awareness, Course of Action Planning and
Execution, and Command and Control. Using the AACI framework, QLI could then
represent and layer domain-specific functionality, knowledge representation, and models,
to address specific application areas including but not limited to the original project goal
of biological and chemical defense. In particular, the framework can be used to
effectively represent and deploy solutions addressing the Naval FORCEnet requirements.
The AACI framework is depicted in Figure 2.
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Figure 2: The Integrated Awareness/Action/Control (AACI) Framework

The four areas of the framework are:

¢ Situational Awareness: Provide situational awareness by transforming dynamic,
distributed, and heterogeneous data into actionable knowledge in order to identify
and localize potential or existing problems and threats as early as possible. Share
this knowledge with relevant users and applications as soon as possible.

¢ Course of Action Planning, Optimization and Execution: Given knowledge
about potential or existing problems and threats, simulate different scenarios,
formulate courses of action (plans), and trigger actuators (either applications or
humans) to carry out the courses of action in a distributed environment.
Continually plan for contingencies, as the environment is open, dynamic and ever
changing.

e Command and Control: Support distributed collaboration among decision
makers in visualizing relevant information (coming from the Awareness layer),
deciding which courses of action to take (coming from the Action layer), and
monitoring the execution of the selected plans.

¢ Data and Process Integration: Tie applications, users, and systems within and
across the Awareness, Action, Control layers in a dynamic and decentralized
fashion with a high degree of scalability, reliability, and security in adherence to
policies and procedures.

The goal is to automate the Awareness and Action layers as much as possible, while
still keeping the human users and decision makers in the loop through the Control layer.

The majority of effort by QLI in IBWTP was in the development and demonstration
of novel technologies in the four areas of Awareness, Action, Control, and Integration.
The approach followed a spiral development, where basic research was conducted to
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develop the core technology. For the most successful research components, the
technologies would then be strengthened to satisfy software quality standards.

In order to effectively support the transitioning of technology from research proof-of-
concepts and demonstrators to more substantial prototypes and pilots, QLI developed a
unique “Technology Transfer” process allowing for professional software engineers and
developers not only to advance the software quality, maintainability, and maturity, but
also to develop applications and solutions employing the technology for further
validation in successor projects to IBWTP. All software development used the JAVA™ 2
Standard Edition (J2SE) programming language to ensure maximal portability among
different operating systems and inclusion into modern programming environments.

3.3. Solution

This section provides an overview of the QLI technology development in the AACI
framework. Implementations of the software are also referred to as the Integrated
Biological and Chemical Warfare Defense (IBCWD) software. These individual
technology solutions are presented in more detail in Section 6.

3.3.1. Awareness Capabilities

The QLI IBWTP team developed advanced mechanisms for enhancing situational
awareness, such as coordinating data analysis, fusion, and probabilistic reasoning systems
to more rapidly and accurately alert IBWTP users to potentially harmful agents, such as
chemical and biological agents. These systems provide access to heterogeneous data from
a variety of distributed static and dynamic data sources (e.g. databases, sensors) as well
as provide advanced data analysis mechanisms operating on the data. The systems are
integrated by using multi-agent techniques in a grid-like network. This has the advantage
of being able to integrate systems across geographical and organizational boundaries
while preserving individual autonomy. In particular, the IBWTP team:

¢ Provided automated discovery and access to comprehensive on-line data sources
via multi-agent techniques.

¢ Investigated mechanisms for automatically analyzing results of data fusion and
reasoning engines. This enables rapid triggering of alarms to decision makers as
well as triggering further, more exhaustive and comprehensive, analyses.

¢ Developed mechanisms to combine the behavior of separate input models to
provide expanded datasets for drawing better conclusions.

¢ Enabled cooperative resource, results, and goal sharing among disparate data
fusion and reasoning engines, applications, and users.

¢ Developed multi-phased analysis mechanisms, whereby conclusions based on
readily accessible easy-to-process data subsets trigger processing based on more
exhaustive (and therefore more expensive-to-process) data sets.

® Analyzed methods of automatic information extraction from unstructured text-
based information sources.

® Increased number and scope of data fusion and reasoning engines to encompass
traditional data mining techniques and deductive inference mechanisms.



Demonstrated the technologies in the areas of dispersion modeling, syndromic
surveillance of diseases, and integration of weather data.

To accomplish this, QLI drew upon and enhanced core technologies in the areas of
probabilistic and Bayesian reasoning, multi-agent techniques, and the semantic web.

3.3.2.

Action Capabilities

The QLI IBWTP team developed mechanisms for contingency planning, optimizing,
and executing plans by distributed autonomous systems. In particular, the IBWTP team:

Developed a framework for optimal placement of resources (such as sensors,
medical facilities, UAVs) over a geographical region satisfying a number of
coverage constraints and targets.

Incorporated anytime algorithms to be able to provide the best available plans at
any time of the execution phase.

Developed techniques using probabilistic Al to enable real-time planning in
uncertain environments.

Introduced probabilistic representations of the past/present/future world states as
well as probabilistic representations of targeted goals.

Developed optimized decision making algorithms drawing upon the probabilistic
representation of world states and goals.

Incorporated advanced plan representation mechanisms to enable automated
shared execution and coordination of plans across multiple autonomous actors.

Demonstrated the technologies in the areas of sensor placement and route planning
in unknown environments.

To accomplish this, QLI drew upon and enhanced core technologies in the areas of
optimization and problem solving, business process management, probabilistic reasoning,
and multi-agent systems.

3.3.3.

Control Capabilities

The QLI IBWTP team developed technology to support collaborative decision
making processes required to maintain control over the Awareness and Action levels by
users and decision makers. In particular, the IBWTP team:

Developed an “integrated Knowledge Environment” (iKE) supporting seamless
integration of information from many disparate sources into a common shared
visualized information space.

Enabled the integration and user-guided on-demand composition among QLI-
developed, legacy, and COTS applications within the iKE to more
comprehensively evaluate and process information.

Designed and constructed fixed and mobile “Interactive Knowledge Walls”
supporting distributed interaction among users using iKE.

Developed and integrated mechanisms into iKE supporting collaboration among
distributed teams of users and autonomous agents.

Demonstrated the technologies in the area of disaster management.
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To accomplish this, QLI drew upon and enhanced core technologies in the areas of
collaboration, computer supported cooperative work (CSCW), user modeling,
tailorability, semantic web, and multi-agent systems.

3.3.4. Integration Capabilities

The QLI IBWTP team developed and deployed a flexible decentralized platform for
integration and coordination of heterogeneous applications and data sources. This enables
rapid dynamic composition of applications required to support and integrate the
Awareness, Action, and Control capabilities. It also enables the seamless composition of
the capabilities with each other. In particular, the IBWTP team:

® Developed and tested the Multi-Agent Development Environment for developing,
deploying, and coordinating interaction among autonomous systems

¢ Implemented techniques facilitating monitoring and evaluating attributes of large
scale distributed multi-agent systems.

¢ Investigated mechanisms for policy management in multi-agent systems,
especially in order to support authorized execution of data queries, data
provisioning, and application invocation.

¢ Developed mechanisms for automated composition of applications based on rich
semantic descriptions and discovery.

® Developed a unified glossary of terms related to service oriented architectures.

To accomplish this, QLI drew upon and enhanced core technologies in the areas of
multi-agent system technology, service oriented architectures, and the semantic web.

3.4. Applicability

The technologies developed under IBWTP were designed to support early detection
and rapid response to biological and chemical threats, and are applicable to decision
making and support in these areas in Homeland Security, Defense, and Agriculture.
However, as the underlying technologies were designed with the goal of being as broadly
applicable as possible to other areas, the results of the IBWTP project can be used not
only in real-time decision making but also in simulations, functional exercises, and field
exercises in training and preparation for emergency management and emergency
response at the urban, regional, state, and federal levels. User requirements and specific
targeted application areas were obtained from discussions with the Delaware Emergency
Management Agency (DEMA) and Delaware Department of Health and Social Services
(DHSS).

Furthermore, the technologies are applicable to other areas of defense, especially
towards enhancing the Future Naval Capability (FNC) Knowledge Superiority and
Assurance (KSA) in support of the transformation of the Navy to meet the emerging
threats in the 21st Century. In particular, the technologies provide enabling capabilities
for Composeable FORCEnet, Operational Adaptation, Human Systems Integration,
Warfighter Defense, Manpower Reduction, and Joint Battle Management.

Section 7.1.2 provides a more detailed analysis of some of the ways in which the
technologies developed under IBWTP are applicable to FORCEnet.
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4. Problem Details

4.1. Motivation
4.1.1. The Emerging Threat

A global threat to the people of the United States has recently emerged, with
implications comparable to the nuclear devastation we faced in the cold war era. A
combination of easily accessible pathogens, low cost of development and dispersal, and
the demonstrated strategy of terrorist adversaries to target civilian and commercial
interests, indicates that we should prepare for biological attacks.

Well-informed studies have observed that we lack the sensor technology to broadly
and accurately detect many of the biological weapons that adversaries could wield against
us [1]. Additionally, vaccines are lacking for many bioweapons, may have serious side-
effects, may not be effective for weaponized variants of natural pathogens, and
vaccination compliance is low, even when effective vaccines are freely available [2].
Many potential bioweapons currently lack any rapid detection and some also lack
effective treatment [3].

Though there are similarities between use of bioweapons and the emergence of
naturally occurring diseases, there is a fundamental difference in the danger and logistics
posed by pathogens that are deliberately introduced into a population. Typical disease
epidemiology proceeds gradually, through random contacts, giving healthcare workers
and infectious disease specialists time to analyze early victims, alert the medical
community, and determine the best course of treatment and prevention. In many cases,
low rates of transmission and “herd immunities” reduce incidence and prevalence of
diseases. In contrast to the case of naturally occurring pathogens, bioterrorists can, in
principal, expose a large number of initial victims over a wide area to diseases for which
there is little natural immunity, so that there is little time between detection of an index
case and pervasive disease in the population. Exploitation of contagious disease as a
weapon magnifies this effect — turning every infected victim into an unwitting ally. In
some scenarios, many health facilities will be simultaneously overwhelmed and in need
of regional and national assistance. Event the best preparation will be insufficient for
such an event.

The openness and mobility of western society make the US population an easy target
for foes that do not rely on military weapons, and especially for those who have no
particular vulnerability to retaliation. Thus, it is prudent to expect that eventually one or
more biological attacks will be successful, and that multiple agencies from local to
national levels will be required to act in concert to minimize damage to the population.
Resources such as the CDC's Strategic National Stockpile (SNS) are effective only if they
are provided to the appropriate population sufficiently early in the progression of disease
[4]. Early detection and coordinated response can drastically improve the outlook for
affected populations. Also, it is prudent to expect that at least some local agencies will
need to act initially on their own, both in detection and treatment of disease, and in trying
to uncover the signal events and paths of exposure that predict additional cases.
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4.1.2. Potential Consequences

A small number of anthrax-laden letters mailed in November, 2001 resulted in the
death of 5 victims, illness of 22 people, disruption of US Postal Activities and many
related businesses for a variable length of time, and roughly $200MM in costs for
decontamination and remediation of US Post Office facilities [S]. The instigators of that
attack are still at large.

Though the anthrax attack was costly, it is relatively modest compared to potential
bio-warfare attacks, where some estimates, for communicable infectious diseases such as
smallpox, pose 100,000 initial victims leading to 30 million deaths in four months [6].
Clearly, bioweapons are competitive with nuclear weaponry in terms of inflicting death
and disruption on society, yet the technology to create a bioweapons is much more
accessible (than that to create nuclear weapons) to non-state actors such as Al Qaeda [7].
Delivery of a bioweapons is also very difficult to prevent, as millions of doses of an
active pathogen may be easily concealed on the person of a terrorist.

4.1.3. What Is Required

Though we cannot eliminate the threat of a biological terrorist attack, we can vastly
improve the outcome for the US population via a combination of early detection of
threats and rapid response to mitigate the damage. This challenge calls for the creation of
an analytic and decision support system that continually monitors data for patterns that
indicate an attack, alerts the appropriate individuals and agencies when an incident
reaches some threshold of significance, maintains a current capability of simulation and
planning for any locale affected by the attack, supports cooperative analysis and decision
making by domain experts and aids in coordinated response, including appropriate stake-
holders from emergency management, medical, intelligence, and law-enforcement bodies
at local, state, regional and national levels.

At best, local agencies create static “red-book” plans to respond to major types of
emergencies. These plans often lack sufficient specificity (such as awareness of daily or
seasonal current population distributions, current loading of healthcare facilities, and
specific projections given a particular disease event) or concreteness (such as the
allocation of particular personnel to neighborhood health centers). A system must be
created that supports representation and maintenance of dynamically updated plans that
account for important changing conditions.

To satisfy the varied users of such a system, it must be provide easy integration of
data from a wide variety of sources, such as hospital and physician reports, and pharmacy
sales, event notices, weather data, police reports, and national or local threat assessment
levels. The system must provide probabilistic assessment of the threats, and permit
domain experts to use their tools of choice to perform assessments, run scenarios,
consider or generate plans, and effectively communicate their findings.

To exploit local knowledge and awareness, to provide robust operation, and to
prevent bottlenecks inherent in monolithic approaches, the system must provide a
decentralized but connected network, allowing local users to coordinate with more central
ones, while avoiding information overload of any party.
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4.2. Background

It has been observed that the US cannot provide a specific defense for all of the varied
biological agents, especially those which are engineered to resist drug therapy and
vaccines [8]. Simultaneously, we have come to the realization that biological warfare
(BW) attacks of far greater magnitude than the November Anthrax attack of 2001 can
occur at any time. Existing disease-prevention processes and agencies, designed to
combat naturally-occurring threats, are likely to be too slow and too limited to forestall a
large-scale deliberate attack.

To detect biological threats, characterize their nature and consequences, and respond
quickly and effectively, we need to advance the practical application of software
technologies in the areas of distributed knowledge discovery, continual (real-time)
planning, cooperative analysis and control, and in the integration of technical components
such as data analysis, simulations, visualization, and planning components.

4.2.1. Biological Threats

The CDC lists three categories of biological agents that terrorists might be expected
to use [9]. Category A agents pose a risk to national security because they are easily
introduced or transmitted to the population, produce high mortality, have major impact on
public health, and may cause severe disruption of society. These agents include:

e Anthrax

¢ Botulism (Clostridium botulinum toxin)
® Plague (Yersinia pestis)

¢ Smallpox (variola major)

e Tularemia (Francisella tularensis)

e Viral hemorrhagic fevers (filoviruses [e.g., Ebola, Marburg] and arenaviruses [e.g.,
Lassa, Machupo])

Category B agents are the second highest priority, as they are relatively easy to
introduce, have moderate morbidity rates and low mortality rates. These agents include:

¢ Brucellosis (Brucella species)

¢ Epsilon toxin of Clostridium perfringens

¢ Food safety threats (e.g., Salmonella species, Escherichia coli O157:H7, Shigella)
e Glanders (Burkholderia mallei)

¢ Melioidosis (Burkholderia pseudomallei)

e Psittacosis (Chlamydia psittaci)

e ( fever (Coxiella burnetii)

e Ricin toxin from Ricinus communis (castor beans)

e Staphylococcal enterotoxin B

® Typhus fever (Rickettsia prowazekii)

¢ Viral encephalitis (alphaviruses [e.g., Venezuelan equine encephalitis, eastern
equine encephalitis, western equine encephalitis])
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® Water safety threats (e.g., Vibrio cholerae, Cryptosporidium parvum)

Category C agents are the third highest priority, and include emerging pathogens that
could be engineered for mass dissemination in the future because of their availability,
ease of production, and potential for potential for high morbidity, mortality and health
impact. These agents include:

¢ Emerging infectious diseases such as Nipah virus and hantavirus

Clearly, there are more than enough threats to provide nightmares for public health
officials, but even this list is a gloss of the true depth of the threat. There are many
existing strains of almost every agent, and the strains may be combined or augmented to
reduce the effectiveness of therapy, or even to stymie differential diagnosis.

Each of the BW threats is associated with varied etiologies and symptoms, and
unfortunately, most of them lack decisive unambiguous signs in the prodromic stages.

A related form of bioterrorism is agroterrorism, which is aimed at livestock
populations. This approach to bioterrorism can be economically devastating, and in the
case of zoonotic disease, offer a second avenue to attack the human population [10]. The
agro-BW agents must also be considered and monitored in any comprehensive system.

4.2.2. National Public Health Surveillance

The CDC’s goals for public health surveillance clearly omit consideration of
intentional use of pathogens, as the surveillance activities are aimed at naturally
occurring disease, view very long time-lines (months to decades) and are aimed at
improving health practices rather than detecting an unfolding attack [11]. Stated goals of
the CDC health surveillance are:

¢ Estimate magnitude of the problem

¢ Determine geographic distribution of illness
e Portray the natural history of a disease

¢ Detect epidemics/define a problem

¢ Generate hypotheses, stimulate research

¢ Evaluate control measures

® Monitor changes in infectious agents

® Detect changes in health practices

¢ Facilitate planning

An overview of the epidemiologic indicators of a biological attack (from The U.S.
Army Medical Research Institute of Infectious Diseases) lists factors such as intelligence
information and lack of genetic diversity of strains that are not typically considered in
public health analysis of disease patterns [12]:

¢ The presence of a large epidemic with a similar disease or syndrome, especially in
a discrete population

® Many cases of unexplained diseases or deaths

® More severe disease than is usually expected for a specific pathogen or failure to
respond to standard therapy
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¢ Unusual routes of exposure for a pathogen, such as the inhalational route for
diseases that normally occur through other exposures

e A disease that is unusual for a given geographic area or transmission season
¢ Disease normally transmitted by a vector that is not present in the local area

® Multiple simultaneous or serial epidemics of different diseases in the same
population

® A single case of disease by an uncommon agent (smallpox, some viral
hemorrhagic fevers)

¢ A disease that is unusual for an age group

¢ Unusual strains or variants of organisms or antimicrobial resistance patterns
different from those circulating

e Similar genetic type among agents isolated from distinct sources at different times
or locations

¢ Higher attack rates in those exposed in certain areas, such as inside a building if
released indoors, or lower rates in those inside a sealed building if released outside

¢ Disease outbreaks of the same illness occurring in noncontiguous areas
¢ A disease outbreak with zoonotic impact

¢ Intelligence of a potential attack, claims by a terrorist or aggressor of a release, and
discovery of munitions or tampering

It is clear that an analysis and decision support system aimed at minimizing the effect
of a BW attack must consider types of information (syndromic information, events
providing mass exposure, police reports, veterinary reports, and weather information, to
name a few) far beyond the typical purvey of disease monitoring, and that the system
must provide continual local analysis in order to flag suspicious incidents as early as
possible.

4.2.3. Users of Systems for Combating Biological Warfare

Many distinct groups of users at various levels provide the natural audience of a
system aimed at mitigating the effectiveness of BW attacks, including:

® Local and regional health-care facilities

¢ Local, state, and national public health officials

¢ Local, metropolitan, and regional emergency responders

¢ Local, metropolitan, state, and national emergency management
e Defense personnel and leadership

e Local, metropolitan, state, and national law enforcement

¢ Intelligence Agencies

¢ Providers of critical commercial infrastructure (food, energy, transportation,
communication)

Because of the diversity of users, and their disciplines, the system must be flexible
enough to incorporate a wide array of analytic tools, yet provide natural integrating
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platform and interface. The system must be highly configurable to accommodate the
roles of many users and agencies, and must support interlocking networks of expertise.

The landscape of biosecurity users (cf. Figure 3), especially at the local and
metropolitan levels, is constantly changing. Thus, a centralized architecture would not be
tenable. It is also a mistake to assume that all analysis can be usefully performed at
national level. The peculiarities of each site, from student illness during finals week to
livestock deaths during a heat-wave, are much better comprehended at a local level than a
central (regional or national) one. Conversely, relatively rare expertise in disease
forensics, diagnosis and treatment of novel or rare diseases, and intelligence analysis is
more likely to be found at national centers of excellence. Thus, an effective system must
permit coordinated analysis by local and distant experts, each of whom contribute their
unique insight, and all of whom can communicate salient data, findings, models,
projections, and plans via shared visual representations. The system must exploit
decentralized development of local analyses, while supporting oversight and specialized
expertise from regional and national agencies.
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Figure 3: Biosecurity Landscape

4.2.4. Data Sources

A great volume and diversity of data has potential value in the discovery of BW
attack, making a data-warehouse approach untenable, and demanding great flexibility in
acquisition, meta-data representation, and provisioning. Some of the broad areas of data
that are relevant to the system include:

e Reports of illnesses from local hospitals and other health providers
e Absences from schools and businesses

¢ Pharmaceutical sales — which can indicate a surge of symptoms
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¢ Environmental reports -which can account for clusters of symptoms such as
respiratory difficulties

¢ Police reports — which might mention suspicious individuals, or activities later
associated with an outbreak.

¢ Intelligence reports, especially those warning of specific dissemination approaches

e Veterinary reports, both of pets and livestock, especially those involving zoonotic
disease.

® A history of recent mass events such as football games or “Black Thursday” sales.

¢ Geographic information on which to overlay various data, hypotheses, simulations
and plans.

4.2.5. Data Acquisition and Provisioning

Technologies required for accessing relevant data and making that data available to
analytic components include:

e Text Extraction

¢ Information extraction
e Sensor interpretation

¢ Data transformation

e Data preprocessing

® Semantic integration

¢ Data fusion

* Knowledge Extraction
¢ Intelligent Caching

¢ Interpolation, Extrapolation
¢ Data quality assessment

Moreover, for reasons mentioned previously, it is not feasible to achieve all of these
facets in a centralized, monolithic system. Any such system would lack the flexibility
and scalability to handle the large and growing catalog of potentially relevant data. Thus
a successful approach must allow distribution over a wide network of servers and data
sources, placing much of the data acquisition and provisioning as close to the source as
possible, and allowing the incorporation of expert analysis at multiple levels.
Additionally, the data acquisition and provisioning system must support both demand-
driven and data-driven modes of operation, providing relevant data when requested by
analytic components and/or users, while propagating new relevant data automatically to
the appropriate analytic models and users.

4.2.6. Analytic Methods and Models

Because of the severe consequences of a biological attack, it is preferable to
investigate many “false positives” rather than to fail to detect one “true positive”. The
decision support system needs to integrate as much of the relevant information and
models as possible, and to support probabilistic weighting of plausible attack scenarios.
Many specific analytic methods are applicable to the BW area, and can be broadly
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viewed as “supervised” approaches (in which expert users provide judgment on a set of
positive and or negative examples, or projected quantitative outcomes) and
“unsupervised” approaches — where the methods seek to uncover unvoiced relationships,
so suggest new knowledge to the expert users.

Some of the supervised prediction and classification approaches that experts typically
apply include:

* Bayesian Belief Nets

¢ Radial Basis Functions and Artificial Neural Networks

¢ Entropy/Mutual Information-based Learning

® Auto-Regressive Integrated Moving Averages (ARIMA)
e Jterative Dichotomiser (ID3) And Related C4.5 Approaches
e Association Rule Inference

e Causal Reasoning

¢ Inductive Logic Programming

¢ Dynamic Time-Warping Methods

¢ Frequent-Pattern Tree Approaches

¢ Hidden-Markov Models

e Linear and Logit Regression

e Regression Tree Approaches

e Kernel Methods And Support Vector Machines (SVMs)

Relevant unsupervised techniques include:

e Self-Organizing Maps

e K-Means and Hierarchical K-Means Clustering
e Latent Semantic Indexing

e Multi-Resolution Grid Clustering

¢ Distance-Based Outlier Detection

In many cases, pre-existing models and simulations are needed to make sense of
information that is given, learned, or predicted. For the BW domain, some of the
important models include:

e Threat Behavior Models

* Biological Threat Models

¢ Epidemiological Models

® Models of “normal” disease reports and variation
¢ Atmospheric Propagation models

The BW decision support system must provide an integrating framework for the
many analytic approaches and domain-specific models mentioned above, along with
additional approaches that experts find to be relevant. To be computationally and
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organizationally tractable, the system must also support distribution of processing over
locally distributed networks (LANs) and wide area networks (WANS).

4.2.7. Planning Approaches

Because of the severe consequences of a BW attack, and because of the extensive
search space of plausible response plans, a pragmatic decision-support planner must be
maintained in a “warm-start” mode at all times. That is, information and scenarios
concerned with significant threats (as determined by human experts and or analytic
models) along with relevant state-of-the-world information must be continually
propagated through potential a plan analysis system, to reduce the time spent in purely
reactive planning. Likelihood and consequence information from threat scenarios must
be exploited to ensure that useful plans are available when needed.

To prevent wasted re-examination of plan components, the system requires an
intelligent caching mechanism that preserves the most relevant plans, and the most
reusable components of plans. The system must also ensure that plans achieve an
appropriate level of concreteness.

One of the great challenges in developing a pragmatic system is that the majority of
organizations charged with emergency planning have developed static “red-book” plans
to respond to major types of emergencies. These plans are often too abstract to provide a
concrete guideline, or too inflexible to adapt to ever-changing conditions. The planning
system must permit planners to start with a representation of these static plans, but to
extend and parameterize the plans so that they become continuously relevant.

4.2.8. Interfaces for Collaborative Analysis and Decision Support

Ultimately, the analytic and planning capabilities of the system must be monitored,
aided, and directed by teams of human experts. To tie the many agencies and users
together, and provide them with a consistent view of likely threats, plausible plans, and
the ensuing trade-offs. The BW system will need to exploit ideas from Computer
Supported Cooperative Work (CSCW) and Intelligent User Interface (IUI) design. It is
especially important that the system provide a large visual state which has been shown to
serve as an aid to individual cognition and which serves as a unifying reference for
multiple local and distant collaborators [13]. At the same time, some users such as
Emergency Medical Technicians (EMTs) may be mobile and may only be able to
accommodate limited communication devices, such as PDAs and smart phones. The
same collaborative infrastructure must be able to accommodate such uses and to provide
acceptable interplay between large display stationary multi-user views and highly
constrained individual devices. It is a significant technical challenge to permit many
users to simultaneously manipulate a shared visual representation, while updating that
representation with acceptable speed.

4.2.9. The Integrating Platform

Much has been said about the need for supporting distributed, decentralized data
access, analysis, planning, and user interfaces. Additional requirements of flexibility,
robustness and universality argue that traditional methods of multi-component integration
are unsuitable for the desired system. For instance, many multi-application systems are
constructed around sets of relational database tables — but such an approach would force
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centralization and would be slow to adapt for new components. The ability to easily
compose software components has long been a goal of many computer systems. In some
senses, operating systems provide some of this ability, as do applications that offer
component hooks or plug-in strategies. Unfortunately, these approaches fall far short of
the goal of enabling typical users to confront new and unanticipated challenges.

In the case of operating systems, beyond the simplest level of multi-component use,
such as flat files piped among simple Unix filters, there is little system-wide agreement
on the semantics of data sources and data sinks — leading to small clusters of functionality
which, in general, do not communicate with each other. Recent approaches to providing
component integration, such as Component Object Model (COM), Common Object
Request Broker Architecture (CORBA), High Level Architecture (HLA), and JavaBeans
provide schemes to ease the programming difficulty of integration, but do little for the
non-developer end-user who wishes to combine multiple processing components on the
fly. Some software components require a long initialization period before they become
useful. In such cases, it would be convenient to be able to link the running system into a
larger software context, or to unlink that component when it is no longer of immediate
utility.

Multi-Agent Systems (MAS) provide an avenue to both very flexible integration of
components and support of distributed decentralized processes and users. Because MAS
components operate at arms-length, using messaging to communicate and accomplish
coordinated action, they can be constructed to survive failure of any individual
component, and can efficiently incorporate new components as they become available.

4.3. Relevant Technologies

Prior to work on the IBWTP system, no comprehensive technologies existed to
provide the continual monitoring, planning and coordination needed to satisfy the
previously-stated requirements.

Some of the major elements lacking in existing technologies include:
e Automatic integration of data from multiple sources to feed on-the-fly analysis

e Data provisioning to provide temporally or locally inaccessible data in support of
anytime analysis and simulation.

¢ Continual update of planning and optimization models with current state values
and probabilistic threat assessments.

¢ Distributed decentralized interfaces that allow domain experts to dynamically
compose and manipulate appropriate analytic applications, simulations and
visualizations

® Anytime planning and optimization within uncertain domains
¢ Integration and manipulation of arbitrary analytic components through an easy-to-
use visual composition system.

Many existing technologies share some of the aims of IBWTP components, but are
not directly applicable because of one or more intrinsic limitations. In some cases, such
as existing biosurveillance systems, information produced via technological approaches
can be incorporated into IBWTP in a fairly transparent way.
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4.3.1. Existing Biosurveillance Systems
Real-time Outbreak and Disease Surveillance System (RODS)

Developed by Carnegie Mellon and the University of Pittsburgh the RODS system
collects and analyzes relevant data automatically and in real-time, including emergency
room registration data, microbiology culture results, reports of radiographs, and
laboratory orders [14]. The system strives to recognize patterns of infectious disease,
especially sudden and frequent outbreaks of cases involving flu-like symptoms,
respiratory illnesses, diarrhea and paralysis. The system is available as open source, and
has been used widely in Pennsylvania, and in several other states and municipalities in
the United States, Canada and Taiwan.

National Retail Data Monitor (NRDM)

The National Retail Data Monitor (NRDM) is a public health surveillance tool that
collects and analyzes over the- counter healthcare product sales from eight large retail
chains that sell over-the-counter (OTC) medications These chains own 18,600 retail
stores across the country [15]. The NRDM has over 540 users in 47 states.1, 2 Studies of
sales of OTC medications during outbreaks demonstrate that monitoring OTC sales can
provide timely detection of disease outbreaks. The NDRM is a centralized data-
warehousing system that incorporates new data hourly, and provides cached time-series
information via a web services interface.

Electronic Surveillance System for the Early Notification of Community-Based Epidemics
(ESSENCE) and ESSENCE-II)

The ESSENCE Ambulatory Data System (ADS) diagnoses from 104 primary care
and emergency clinics within a 50 mile radius of Washington, DC [16]. The diagnostic
codes are grouped into "syndromic clusters" consistent with emerging infections
including bioterrorism. Through the daily data downloads, traditional epidemiologic
analyses using historical data for baseline comparisons, and more cutting edge analytic
methods such as geographic information system approaches (GIS), the feasibility of the
ESSENCE methodology was established. Currently ESSENCE downloads each day
outpatient data from 121 Army, 110 Navy, 80 Air Force, and 2 Coast Guard installations
around the world. Over 2700 syndrome- and location-specific graphs are prepared each
day and automatically analyzed for patterns that suggest a need for further investigation.
Beyond these centralized assessments, the graphs are available daily to approved DoD
public health professionals on a secure web site.

ESSENCE-II is a DARPA-funded project including joint work by Johns Hopkins,
George Washington University, Carnegie Mellon University, Cycorp, and IBM. A key
element of the approach is the exploitation of non-traditional sources of information on
human and animal behavior during the early onset of symptoms. If abnormalities are
found, supporting data like weather, regional disease states etc. will be mined and
exploited to reduce false alarms. ESSENCE II will automatically perform active
surveillance 24/7, alert and notify when abnormal conditions exist thereby relieving
public health, epidemiologists, and preventive medicine personnel of the routine tasks
associated with surveillance. Once operators have been notified of abnormal conditions,
a suite of reasoning, data mining, and visualization tools will be provided to investigate
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the potential outbreak in a timely fashion. ESSENCE II will be built around an agent-
based architecture with communications occurring on an ontological level.

4.3.2. Automatic Integration and Analysis of Data from Multiple Sources

The Joint Battlespace Infosphere(JBI), pioneered by the Air Force Research
Laboratory (AFRL) provides a flexible publish/subscribe data management and
dissemination system that achieves some of the goals of decentralized data management
and provisioning [17]. However, the system has no built-in capacity to distribute
analytic models to data sources, and does not tackle the semantic integration issues that
are especially prevalent among disparate organizations, and among users with varied
domain expertise.

4.3.3. Continuous Planning and Optimization Models

Very few general purpose systems are aimed at the difficult problem of continual
sensing, analysis and planning. SRI International’s System for Interactive Planning and
Execution (SIPE-2) provides one approach to this challenge [18]. While SIPE has some
of the desired capabilities needed by a BW mitigation system, it is lacking in several
important ways. SIPE is not constructed to easily incorporate new analytic components,
probabilistic assessments or collaborative use.

Another existing system, the GRASP planner, developed at UMASS, has been used
in simulations of adversarial planning environments, and has some relevance to the
problem area [19]. This planner has advantages in using a supervenient hierarchy —
which allows plan sub-components to be developed semi-independently, but, like SIPE, it
does not exploit probabilistic information streaming from the analytic components.

Many MAS approaches also support anytime processing and design-to-time
processing, which is applicable to continual planning [20]. In fact the IBWTP approach
exploits this anytime capability in many facets of sensing and planning.
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5. Methods, Assumptions, and Procedures

The methods for addressing the problem and challenges outlined in Section 4 were to
perform software research and development in novel technologies of intelligent
computing within the frameworks described in Section 5.1. The procedures supporting
the chosen methods consisted of a spiral specification, development, and evaluation
lifecycle transitioning from core research to mature software and are described in more
detail in Section 5.2. The assumptions underlying the methods and procedures undertaken
within IBWTP were that this approach would result in viable software that could be used
to demonstrate and deploy the technology in applications addressing early detection and
rapid response to biological and chemical threats, as well as emergency management and
DoD force transformation applications.

5.1. Integrated Awareness/Action/Control Framework

“Regarding survival of species
it is not the biggest, strongest, nor fastest that survive —
rather, those that can adapt the fastest.” - Charles Darwin

The objective of the Integrated Biological Warfare Technology Platform (IBWTP)
program was to develop an integrated decision support framework for defense against
chemical and biological warfare. The framework enables the integration of static and
dynamic data (e.g. from hospitals, sensors, open source, intelligence), models (e.g.
dispersion, exposure, damage) and advanced intelligent computing technologies to create
a powerful early detection and rapid response system to identify and counter potential or
existing biological or chemical threats, either man-made or natural. It enables crisis
managers to:

® Monitor chemical or biological outbreaks,

¢ Identify the cause(s) of the outbreak and its (their) possible sources,
¢ Predict potential exposure,

¢ Plan for effective response, and

e Alert appropriate authorities to mitigate the damage (hospitals, local government,
law enforcement, military and CDC).

The system supports a variety of potential scenarios and continuously updated real
world action plans in a format that improves the efficiency and quality of collaborative
decision-making. Collaborative emergency planning and management is facilitated
through an interactive knowledge visualization and decision making environment that
supports teams of different users (ranging from technical specialists to high-level
decision makers) in a single space or distributed across different geographic locations.

Figure 4 shows the approach adopted at the outset of IBWTP. The large, dark blue
boxes depict the three major IBWTP system components. In each box, the yellow
components were developed by QLI and the blue components come from external
sources (COTS, GOTS). The “Diagnosis and Characterization” component contains the
techniques and models required to fuse, analyze, and reason about vast amounts of
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information. Outputs of this component include the detection and identification of
harmful agents. The “Scenarios, Action Plans, Tradeoffs” component contains the
techniques and models for proactively planning about the source, exposure, and response
to harmful agents. The “Presentation, Collaboration, Visualization and Control”
component contains techniques for presenting the information gleaned from processing
huge amounts of data to the decision-maker or technical user, in a format that is easy to
understand and manipulate.
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Figure 4: The Initial IBWTP Approach by QLI

As work on IBWTP progressed, it became clear that many of the technologies under
development were suitable not only for the biological and chemical defense domain, but
were equally applicable to a variety of other domains, especially emergency response in
general, netcentric warfare, and intelligent enterprise solutions. With this in mind, QLI
developed a more general architectural framework around which the core domain-
independent technologies could be developed and integrated. This architectural
framework was designated Awareness/Action/Control/Integration (AACI) as it integrates
technologies and capabilities from Situational Awareness, Course of Action Planning and
Execution, and Command and Control. Using the AACI framework, QLI could then
represent and layer domain-specific functionality, knowledge representation, and models,
to address specific application areas including but not limited to the original project goal
of biological and chemical defense. In particular, the framework can also be used to
effectively represent and deploy solutions addressing the Naval FORCEnet requirements.
The AACI framework is depicted in Figure 5. The approach fits naturally within the
Observe, Orient, Decide, Act (OODA) loop, where Observe and Orient are in the domain
of Awareness, Decide is in the domain of Control and Act is in the domain of Action.
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Figure 5: The Awareness/Action/Control/Integration Framework

Figure 6 depicts the relevant software technology areas associated with the
components of AACI. The bulk of the work performed by QLI within IBWTP focused on
researching, developing, and enhancing technologies in these areas.
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Figure 6: The Awareness/Action/Control/Integration Technologies
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S.1.1. Awareness
90% of the solution is in knowing the problem.

Any organization, in particular, emergency response and management agencies, must
be constantly aware of what’s going on in order to rapidly detect (and respond to)
potential and existing problems and threats. This involves monitoring many data and
information sources — internal and external — to understand what has happened in the
past, what is currently happening, and what might happen in the future.

With the advent of the Internet and information technology, there is an
overabundance of available data — the problem is not that of collecting data, rather that of
collecting the right data, how to make sense of this "InfoGlut" and, especially, how to
identify relevant areas of concern. An important problem is to identify potential causes
and indictors of problems based on observed effects.

A wide variety of data mining and data fusion techniques are available for extracting
information out of data and knowledge out of information. Within IBWTP, QLI
developed new approaches to data mining and data fusion based on probabilistic and
causal reasoning. This allows for patterns in the effects of causes to be determined and
thereby point to potential causes more rapidly than previously possible.

Furthermore, QLI developed technology within IBWTP to bring the power of
different analysis techniques together, to cooperatively achieve better understanding than
any one technique on its own. This enables data mining across disparate data sources
(even potentially across organizational boundaries) without having to aggregate all data
within a single data warehouse. This has advantages of flexibility, scalability, and allows
organizations to maintain their individual autonomy.

An important component of Awareness is knowledge management — maintaining it as
well as distributing it in a timely fashion to those who need to know. Targeted active
dissemination of knowledge to relevant parties is crucial.

The QLI IBWTP team developed advanced mechanisms for enhancing situational
awareness, such as coordinating data analysis, fusion, and reasoning systems to more
rapidly and accurately alert IBWTP users to potentially harmful agents, such as chemical
and bio-agents. These systems automatically share data, information resulting from data
analysis, and goals. The systems are integrated by using multi-agent techniques in a grid-
like network. This has the advantage of being able to integrate systems across
geographical and organizational boundaries while preserving individual autonomy.
Within IBWTP, the team:

¢ Provided automated discovery and access to comprehensive on-line data sources
via multi-agent techniques.

¢ Investigated mechanisms for automatically analyzing results of data fusion and
reasoning engines. This enables rapid triggering of alarms to decision makers as
well as triggering further, more exhaustive and comprehensive, analyses.

¢ Developed mechanisms to combine the behavior of separate input models to
provide expanded datasets for drawing better conclusions.
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¢ Enabled cooperative resource, results, and goal sharing among disparate data
fusion and reasoning engines, applications, and users.

® Developed multi-phased analysis mechanisms, whereby conclusions based on
readily accessible easy-to-process data subsets trigger processing based on more
exhaustive (and therefore more expensive-to-process) data sets.

¢ Analyzed methods of automatic information extraction from unstructured text-
based information sources.

¢ Increased number and scope of data fusion and reasoning engines to encompass
traditional data mining techniques and deductive inference mechanisms.

® Demonstrated the technologies in the areas of dispersion modeling, syndromic
surveillance of diseases, and integration of weather data.

To accomplish this, QLI drew upon and enhanced core technologies in the areas of
probabilistic and Bayesian reasoning, multi-agent techniques, and the semantic web.

5.1.2. Action
“...The best-laid schemes o' mice an 'men
Gang aft agley...” - Robert Burns

With Awareness comes knowledge and understanding of problems facing an
organization. Once an organization is aware of any current problems it is facing along
with their corresponding causes, it must take action to resolve those problems. Similarly,
if an organization is aware of any potential future problems it might be facing, it needs to
take action to prevent those problems. In both cases, plans must be formulated and
executed to achieve the organization’s goals. Within IBWTP, QLI developed advanced
planning & reasoning technology to help organizations take action.

Plans may be generated using the following techniques:
e Scour a search space of possible plans, guided by heuristics, if available,

¢ Goal-directed reasoning using explicit domain-specific representation of
preconditions and effects of tasks, and

e Establishment, modification, selection, constraint addition, and constraint
relaxation by human planners drawing upon their experience and know-how.

However, it is crucial that plans adapt to an ever dynamic and evolving environment.
It is not enough to plan based upon complete knowledge (or belief) about the current
world state, as this knowledge may be inaccurate. Planning must also take different
possible future world states into account (contingency planning). This takes not only the
probability of events happening but also the importance of events into account. A trade-
off must be made between the optimality of a plan and the time required to generate it
(real-time planning). Finally, during execution of a plan, an organization must be able to
rapidly react to any changes in the world state that affect the plan (on-demand planning).

Once a plan that must be performed is identified, it must be scheduled, resources
(personnel and equipment) allocated, and a timeline set up for execution. Quantum Leap
developed a flexible scheduling mechanism to accomplish this by a sophisticated model
incorporating tasks to be done, available resources, and hard and soft constraints. The
model is solved by Quantum Leaps patented Adaptive Optimization® Engine, which is a
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flexible technology employing over thirty different problem solving techniques in a
cooperative-competitive mechanism.

Within IBWTP, the team:

e Developed a framework for optimal placement of resources (such as sensors,
medical facilities, UAVs) over a geographical region satisfying a number of
coverage constraints and targets.

¢ Incorporated anytime algorithms to be able to provide the best available plans at
any time of the execution phase and demonstrated these in the area of route
planning in unknown environments.

¢ Developed techniques using probabilistic Al to enable real-time planning in
uncertain environments, including probabilistic representations of past, present,
and future world states as well as probabilistic representations of targeted goals.

¢ Incorporated advanced plan representation mechanisms to enable automated
shared execution and coordination of plans across multiple autonomous actors.

To accomplish this, QLI drew upon and enhanced core technologies in the areas of
optimization and problem solving, business process management, probabilistic reasoning,
and multi-agent systems.

5.1.3. Control

A fundamental component in any organization is the support of human decision
makers in visualizing the information and knowledge gained by the awareness
component, in analyzing and deciding on plans of action, and in directing and monitoring
operations in real time. In large organizations, these decision makers are distributed
across time and space. Furthermore, such operations involve the inclusion of many
support personnel, such as technical specialists. Within IBWTP, the team:

® Developed an “integrated Knowledge Environment” (iKE) supporting seamless
integration of information from many disparate sources into a common shared
visualized information space.

¢ Enabled the integration and user-guided on-demand composition of both QLI-
developed, legacy, and COTS applications within the iKE to more
comprehensively evaluate and process information.

¢ Designed and constructed fixed and mobile “Interactive Knowledge Walls”
supporting distributed interaction among users using iKE.

¢ Developed and integrated mechanisms into iKE supporting collaboration among
distributed teams of users and autonomous agents, including clearboard, decision
logging, chat, and video streaming.

® Demonstrated the technologies in the area of disaster management.

To accomplish this, QLI drew upon and enhanced core technologies in the areas of
collaboration, computer supported cooperative work (CSCW), user modeling,
tailorability, semantic web, and multi-agent systems.
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5.1.4. Integration

Underlying these technology components is the requirement to seamlessly and
dynamically integrate a wide number of applications, systems, and human users into a
cohesive, unified whole. Within IBWTP, QLI used multi-agent system technology,
service oriented architectures, and the semantic web to develop a flexible platform
(Multi-Agent Development Environment — MADE) supporting:

¢ Decentralized data management and process execution,

¢ (Collaboration among systems and human users,

e Zero configuration networking and automated service discovery,
¢ Integration with legacy systems and applications, and

* Policy management for authorized access and execution of services.

The QLI team developed and deployed a decentralized platform for integration and
coordination of heterogeneous applications and databases enabling rapid dynamic
composition of applications required to support the Awareness, Action, and Control
capabilities. It also enables the seamless composition of the capabilities with each other.

5.2. Evolution of IBWTP Conceptual Framework

Figure 7 provides an overview of the progression of the concept and high level

architectural framework over the course of the IBWTP project.
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User requirements and specific targeted application areas were obtained from
discussions with the Delaware Emergency Management Agency (DEMA) and Delaware
Department of Health and Social Services (DHSS) as well as with representatives from
US Department of Defense, Office of Naval Research and Department of Homeland
Security.

5.3. Software Development Processes and Quality Assurance
5.3.1. Technology Evolution

QLI’s goal in IBWTP was to not only perform research into novel technologies
supporting the aims of the project but to also progressively evaluate and develop
particularly promising technology into mature software that can be embedded in
deployed solutions. To this end, QLI adopted a spiral R&D development with research
performed by software scientists creating the core technologies followed by technology
transfer performed by software engineers and developers developing robust and
maintainable implementation of the technology. The technology evolved in the following
stages (cf. Figure 8):

» Implementation
+ Documentation

.

+ Evaluation
+ Testing
+ Validation

Technology Transfe

* Requirement
Analysis

« Dasign

» Architecture

= Specificatian

Figure 8: Spiral Technology Development from Concept to Deployment

¢ Proof of Concept (Research)
— Basic research
— Concept development
e Demonstrator (Research)
— Simulated data
— Simulated environment
® Prototype (Research & Technology Transfer)
— Real world data
— Simulated/controlled environment
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¢ Pilot (Technology Transfer)
— Integrated into real world environment
¢ Deployment (Technology Transfer)
— Fully deployed
Software Scientists were primarily responsible for the Proof of Concept and
Demonstrator phases, and Software Engineers were primarily responsible for the Pilot
and Deployment phases. The transition from Research to Technology Transfer usually

happens at the Prototype phase, where Scientists hand off the technology to the
Engineers.

Throughout the phases of the technology, QLI used a common software development
and maintenance environment, called the Quantum Leap Uber Build System (QLUBS).
QLI developed a variety of mechanisms to monitor the progression of technology
development across teams in order to ensure that the technologies could be used by other
teams and integrated with the other technologies under development.

The following describes the approach taken in the development of the technologies
and maturation of the software. All software was developed modularly in the JAVA™
software programming language, using the Eclipse Integrated Development Environment.
Each technology is represented in one or more Java “packages.” All packages are
registered with a central archive called the nexus that has an easy-to-use web-based
interface to access virtually all information about the package.

In order to ensure maximum reusability, any package can be dependent on any other
package in the nexus or a third party library. The nexus provides a variety of reports
about the software code, such as Lines of Code, results of Unit Testing, adherence to
coding standards, etc.

Packages are managed by the QLUBS build system that automatically
e Manages dependencies among packages
e Stores code in a version control system
e Launches and loges compilation of newly generated code
¢ Performs automated testing
® Generates reports
— JUnit test coverage
Checkstyle
Lines of Code Count
- Javadoc

QLUBS makes use of a number of open source software management tools, such as
MAVEN, ANT, Damage Control, CVS, JUnit, etc. The design of the system is such that
new software management components can be updated and integrated into the overall
system.
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5.3.2. Maturity Levels

When first developing software for research purposes, QLI did not want to spend an
excessive amount of time ensuring the quality of the software. However, as the software
progressed along the spiral development path, it became increasingly necessary to ensure
its quality. QLI developed its own Software Quality Maturity Level process with the
following goals in mind:

Table 1: Goals for Software Maturity

Goal Justification

Pioneering ideas are most likely to be discovered when researchers
Research can work in a flexible environment. Restraints placed on code that is
exploring ideas and concepts should be minimal.

Developers should not have to spend more than 5% of their time
Low Overhead | fulfilling process requirements. Creation and maintenance of tests and
documentation of code is not considered overhead.

Software projects should follow standards in order to allow easier

Uniformity understanding of the code.

Communication All levels of the organization should be able to easily get up to date
information about a software package that is relevant to them.

Bullet Proof When the software is deployed there should be no doubt that it will
work.

Cost Effective The commitment of resources to software production should be as

cost-effective as possible.

The Maturity Level process defines four levels of software maturity as well as the
steps required for software to advance from one level to the next. Each package has a
Maturity Level (ML). To advance in maturity level, the package must pass an audit
performed by the Quality Assurance lead or authorized representative. The requirements
and how the software performs against the requirements can be easily seen based on the
reports generated by the build system.

Quality Maturity Level 1: Explorable

At this level, developers have free reign to experiment and try out ideas. Packages
should leave this state when something useful has been developed. While there are no
specific standards for packages at this level, developers are strongly encouraged to follow
published standards to ease the transition to higher levels.

Requirements

¢ Package must be registered with the nexus

— The Nexus registers the package with various back-end infrastructure
components, and organizes all software in the company.

Permissions
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Package may have IBWTP resources committed to it.

By ensuring that only registered packages are allowed to be worked on, we
guarantee that the development organization is aware of what its developers are
doing.

Package may be used by other packages within its originating subtask.

When a package is initially created, it should be able to freely interact with other
packages that are part of the same development effort. However for the package to
be used outside of its first subtask, it must be promoted to Quality Level 2.

Quality Maturity Level 2: Sharing

At this level a software package is ready to be used throughout the program. The
sharing of software packages allows for code to be combined in ways that may not have
been originally envisioned by the creator. This interaction provides valuable feedback on
how to increase the utility of the packages.

Requirements

Must produce a dedicated entry (web page) in the nexus

Creates a well known repository for information about packages, and provides a
standard expectation for documentation about the package. Documentation about a
package must be easily accessible in order for the package to be successfully used.

Package web page must contain example code and usage documentation

Packages can only be successfully shared if their usage is 