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A general purpose theorem prover can be thought of as an extremely flexible modeling environment in which one can define and analyze 
almost any kind of model. A disadvantage to the full flexibility of a general purpose theorem prover is the lack of any guidance on how to 
construct a model and how then to apply the theorem prover to analyzing the model. In the general environment supplied by the prover, much 
time can be consumed in deciding how to specify a model and in interacting with and understanding feedback from the prover. However, 
specification templates, together with proof strategies whose design follows certain principles, can be used in many general purpose provers to 
create specialized modeling environments that address these difficulties. A specialized modeling environment created in this way can be further 
extended and/or further specialized by drawing on the underlying theorem prover for additional capabilities, and provides a means of integrating 
powerful theorem proving capabilities into existing software development environments by way of appropriate translation schemes. This paper 
will use TAME (Timed Automata Modeling Environment) to illustrate the creation, extension, and specialization of a modeling environment 
based on PVS, and its integration into several software development environments.
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TAME Strategy Purpose

AUTO_INDUCT Set up a reachable-state induction proof

DIRECT_PROOF Set up a non-induction proof

DIRECT_INDUCTION Set up a mathematical induction proof

APPLY_SPECIFIC_PRECOND Introduce the specified precondition

APPLY_GENERAL_PRECOND Introduce the timing constraints

APPLY_IND_HYP Apply the inductive hypothesis

APPLY_INV_LEMMA Apply an invariant lemma

APPLY_LEMMA Apply any general lemma

SUPPOSE Do a case split and label the cases

COMPUTE_POSTSTATE Compute the poststate of the current transition

SKOLEM_IN Skolemize an embedded quantified formula

INST_IN Instantiate an embedded quantified formula

TRY_SIMP Try to complete the proof automatically





Inv_5(s:states): bool = (FORALL (e:Edges): length(mq(e,s)) <= 1);

(""
(AUTO_INDUCT)
(("1" ;;Case add_child(addE_action)

(APPLY_SPECIFIC_PRECOND)
(SUPPOSE "e_theorem = addE_action")
(("1.1" ;;Suppose e_theorem = addE_action

(TRY_SIMP))
("1.2" ;;Suppose not [e_theorem = addE_action]

(TRY_SIMP))))
("2" ;;Case children_known(childV_action)

(SUPPOSE "source(e_theorem) = childV_action")
(("2.1" ;;Suppose source(e_theorem) = childV_action

(APPLY_SPECIFIC_PRECOND)
(APPLY_INV_LEMMA "2" "e_theorem")
(TRY_SIMP))

("2.2" ;;Suppose not [source(e_theorem) = childV_action]
(TRY_SIMP))))

("3" ;;Case ack(ackE_action)
(SUPPOSE "e_theorem = ackE_action")
(("3.1" ;;Suppose e_theorem = ackE_action

(APPLY_SPECIFIC_PRECOND)
(TRY_SIMP))

("3.2" ;;Suppose not [e_theorem = ackE_action]
(TRY_SIMP))))))





Mode Transition Table

mode1 event1 mode2
. . . . . . . . .

mode1 eventi modek
. . . . . . . . .

moden eventj modem

Condition Table Event Table

mode1 cond1,1
. . . cond1,m mode1 event1,1

. . . event1,m
. . . . . . . . . . . . . . . . . . . . . . . .

moden condn,1
. . . condn,m mode1 eventn,1

. . . eventn,m
var = val1

. . . valm var = val1
. . . valm






























