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INTRODUCTION 

 
Presently, the direction of almost all power- and thrust-producing devices is to in-

crease the operating chamber pressure. The rationale for this increase in chamber pres-
sure is to create gains in efficiency and thrust output. As chamber pressure is increased, 
the fluids inside the injector or combustion chamber may no longer remain below the 
thermodynamic critical point and become supercritical. At pressures much lower than the 
critical pressure, the liquid breaks up into ligaments and drops, leading to spray combus-
tion. The vast majority of what is currently understood about spray combustion applies to 
these conditions, where the gas-to-liquid density ratio (DR) is very small, in the range of 
0.002 to 0.03. However, as the combustion chamber pressure increases, the DR becomes 
larger and can approach unity. A solid fundamental understanding of the processes that 
occur under supercritical conditions is limited. 

The objective of this research was to determine the fluid physics governing transport 
and mixing in non-reacting transcritical and supercritical shear layers. A combined ex-
perimental and modeling approach was proposed wherein transport and mixing could be 
studied. The proposed experimental approach was to produce inertially dominated lami-
nar jets of cryogenic nitrogen injected into room-temperature nitrogen in microgravity. 
The modeling approach considered here was to perform direct numerical simulations 
(DNS) of the experiments. 

A drop tower experiment was designed to satisfy the objectives of the program. How-
ever, because of the complexities introduced by satisfying safety standards associated 
with performing drop tower experiments on pressure vessels with windows containing 
cryogenic fluids at high pressures, it was discovered that the cost of resources required to 
fabricate the experiment were prohibitive. Consequently, the objectives of the program 
were modified. On the experimental side, it was decided to expand on supercritical ex-
perimental studies already begun in an existing normal-gravity facility. Rather than try to 
produce inertially dominated shear flows in the absence of buoyancy in normal gravity, it 
was decided instead to study the interaction of subcritical and supercritical shear flows – 
specifically, shear-coaxial jets – with acoustic waves. This was motivated by a need to 
understand the physics behind combustion instabilities in liquid rocket engines.  

Then, since experimental data was not going to be available for comparison with the 
model, and since adding acoustic capability to the model was beyond the scope of the re-
sources available, the objectives of the modeling effort were modified as well. It was de-
cided to (i) inquire into the numerical issues that occur in DNS of supercritical incom-
pressible flows, such as in the experiment, as compared to equivalent large-eddy simula-
tions (LES) in which the small turbulent scales are not computed as in DNS but instead 
are modeled; (ii) determine the behavior of the small turbulent scales that were resolved 
in DNS but modeled in LES; and (iii) explore what would be the quantity/quantities to 
measure in an ideal experiment to compare to the numerical solution to ensure that code 
validation is meaningful. Results from this research program are briefly summarized be-
low. Reference is made to the considerable detail which may be found in the Appendices.  
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EXPERIMENTAL SUMMARY 

 
The initial task was to design a high-pressure experimental chamber to inject a lami-

nar cryogenic jet while the entire test setup was released in the 2.2-sec NASA drop tower. 
NASA has very stringent safety requirements for chamber operation at pressures of inter-
est to us (2000 psi). To ensure a safe design, an external firm was contracted to perform 
detailed design of the apparatus. All design calculations were performed by a profes-
sional engineer (PE) including a finite element analysis (FEA) of the structure. Details of 
the FEA analysis are reported in Appendix A. As stated in NASA Technical Memoran-
dum 107090 [1], all components were designed to withstand four times maximum aver-
age working pressure (MAWP) – i.e., 8000 psig. Because of the rigid weight constraints, 
it was necessary to select a material that had a high strength-to-weight ratio to minimize 
chamber weight and yet not compromise safety. In addition to having a high strength-to-
weight ratio, the alloy selected (Ti Grade 23) remains ductile at cryogenic temperatures 
of interest in this work [2]. Detailed machine shop drawings of the chamber – which in-
cludes the injection pump for the cryogenic nitrogen – have been completed, along with 
step-by-step details of the design equations and FEA analysis. These are given in Appen-
dix A. 

Two companies possessing an ASME Boiler and Pressure Vessel Code were con-
tacted to fabricate the device. The ARB, Inc. Company (Bakersfield, CA) is capable of 
producing ASME Boiler and Pressure Vessel certified pressure vessels under Section 
VIII, Division I of the code. However, ARB stated that the apparatus discussed here was 
beyond the scope of Division I. Another company, Precision Components Corporation 
(PCC, York, PA), which is certified for Section VIII, Divisions I, II, and III, was able to 
fabricate an ASME-certified vessel under Division II, if the necessary material for the 
fabrication was approved by the ASME. However, Ti Grade 23 was not approved by 
ASME Section VIII, and our calculations showed that no other material could produce a 
low enough chamber weight to meet the weight limitation and produce meaningful scien-
tific data. PCC also stated that it was capable of producing this chamber in an “ASME-
like” manner, which would include following the ASME code, except for the material, 
but including testing of the final machined parts. The term “ASME-like” manner means 
that the guidelines followed for the manufacturing of the chamber are those recom-
mended by the ASME codes and that the chamber is built by a machine shop possessing 
ASME Section VIII Division 1 or 2 code stamp, with the exception of the selected mate-
rial. Considering that this chamber was intended to withstand four times the MAWP, that 
it had to be made from the highest strength-to-weight ratio titanium alloy to meet the 
weight limitation, and had internal dimensions less than the required values by the NASA 
Glenn Safety Manual, and that it had to be manufactured in an “ASME-like” manner, we 
consequently wrote a memo to NASA and requested reconsideration of the ASME Code 
Stamp requirement for this project.  

More importantly, it was projected by PCC that the total cost of the “ASME-like” 
fabrication would be greater than $100,000. This set a budgetary limitation, and was 
greater than our level of available funds at that time by at least $50,000. NASA was ap-
proached for additional funding, which proved not to be available. Therefore, the experi-
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mental work continued in an existing normal gravity facility, where the emphasis was 
changed to understanding the interaction between acoustic waves and shear-coaxial jets.  

To gain a better understanding of some of the underlying physics associated with the 
interaction of high-amplitude acoustic waves with a coaxial-jet injector similar to those 
used in cryogenic liquid rockets, a non-reacting-flow experimental investigation was con-
ducted under sub-, near-, and supercritical chamber pressures, with and without acousti-
cal excitation. The flow from the inner jet of this coaxial injector was liquid nitrogen (or 
liquid-like, if at supercritical pressures), and cold gaseous nitrogen flowed from the outer 
annular jet, both injected into a chamber pressurized with nitrogen at room temperature. 
The jet was excited with a high-amplitude acoustic driver, with the jet located at a veloc-
ity anti-node (pressure node) of the established acoustic field. Past research on this sub-
ject has shown both the relevance and importance of geometrical changes in an injector’s 
exit-area and its nearby physical and fluid mechanical processes. On this basis, special 
attention was paid to collecting spatially-resolved mean temperatures and documenting 
the aforementioned interactions at the exit of this injector. Short-duration and high-speed 
digital photography, at framing rates up to 18 kHz, provided information on the dynamic 
behavior of this jet under a variety of conditions. Mean and root mean square (RMS) val-
ues of the coaxial-jet dark-core length fluctuations were measured from the acquired im-
ages via a computer-automated method. The conclusions of this work are summarized 
below. Additional details may be found in References [3-9]. Reference [3] is reproduced 
in its entirety in Appendix B.  

1. The existence of high-amplitude acoustic waves alters the behavior of the shear-
coaxial jet. The resulting structure of the jet exhibits a periodic shape correspond-
ing to the transverse-velocity field created by the acoustic waves. The periodic 
oscillations imposed on the dark core of the jet are predominately in the direction 
of the transverse acoustic velocity. No helical mode for the jet was observed. 

2. The root mean square (RMS) variation of the dark-core length decreases with in-
creasing outer-to-inner-jet velocity ratio at a given chamber pressure and asymp-
totically approaches a constant level. The RMS of the dark-core length is greatest 
at subcritical pressures. To the best of the authors’ knowledge, this behavior has 
not previously been reported in the literature. 

3. Previous research showed that an episode of so-called “temperature ramping,” 
used for rocket combustion stability rating, could lead the engine to an unstable 
behavior. Also, from other work, it has been shown that coaxial injectors with 
high outer-to-inner jet velocity ratios (greater than ~10 for LOX/H2 engines) are 
more stable. In the current work, the observation that the RMS of the dark-core 
length fluctuations decreased at high velocity ratio, is considered to be a potential 
explanation for the temperature ramping effect. Reducing the hydrogen tempera-
ture increases its density and therefore reduces its velocity. It is possible that the 
increases in the RMS fluctuations that this causes enable a key feedback mecha-
nism for the self-excitation process that drives combustion instability in liquid 
rocket engines. Ultimately, this hypothesis requires further testing in a multi-
element, fired rocket experimental facility, for validation purposes. 
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4. The quantitative behavior of the dark-core length of the coaxial jet at near- and 
supercritical pressures follows a similar momentum flux ratio (M) dependency re-
ported for the single-phase shear-coaxial jets (i.e., 12M -0.5). The dark-core length 
for the subcritical chamber pressures, however, scales with M -0.2. 

5. Within a range of momentum flux ratios between 1 and 10, the dark-core lengths 
for the coaxial jet under the subcritical (two-phase) ambient pressure used here 
appear longer than those measured at the supercritical (single-phase) condition. 
This range represents relevant values for liquid rocket engines. The subcritical 
data reported herein was conducted in parameter ranges that have not been re-
ported previously. 

 
NUMERICAL SIMULATION SUMMARY 

 
The modeling and simulation tasks were as follows.  
                 

1. At the very low Mach number of the experiments, it was expected that the acoustic 
waves would have little impact on the flow phenomena of interest, and only flow de-
velopments on the scale of the flow velocity would need to be resolved. The goal was 
to obtain an algorithm where the time step is constrained by the flow velocity and not 
by the acoustic speed. Because we wished to perform computations at Mach number 
values of 5×10-5, we first conducted an extensive literature search for low-Mach 
number algorithms, either applicable to or that could be adapted to, the present study. 
As a result, we implemented a variety of low-Mach number schemes. The low-Mach 
number schemes that were considered included computing the pressure implicitly [10, 
11], and preconditioning with pseudo-time integration [12]; these schemes involved 
modifying the numerical scheme while retaining the original governing equations. 
Our studies determined that neither approach was successful in the supercritical set-
ting where real-gas equations of state must be used, and where we knew that there 
were regions of high-density-gradient magnitude which must be solved in DNS. In 
contrast, no such requirement is imposed on LES, which use presumed submodels; in 
LES pre-conditioning techniques are possible. 

  
Therefore we explored an alternative approach based on low Mach number asymptot-
ics [13, 14]. The goal was to modify the governing equations of the compressible for-
mulation to eliminate the acoustic waves while incorporating physically reasonable 
assumptions to allow the governing equations to be solved with larger physical time 
steps than those possible for the original governing equations. This is the advantage 
of the low-Mach-number asymptotics, which we formally derived: the modified gov-
erning equations (“low-Mach-number formulation”) can be solved at larger time-
steps than required by the original equations. The scheme derived solves the original 
governing equations (“compressible formulation”), by integrating different variables, 
in a numerically stable manner at low Mach numbers. Whereas the assumptions used 
to derive the low-Mach-number formulation from the compressible formulation were 
verified to be reasonable based on simulations using the compressible formulation, 
the low-Mach-number formulation did not yield physically consistent results with the 
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compressible formulation. The lack of agreement was attributed to failure of the low-
Mach-number formulation to properly represent the pressure field. Therefore at this 
juncture, it appears that the low-Mach-number approach is not feasible for this prob-
lem, and such calculations should proceed with the compressible formulation. Be-
cause for all low-Mach-simulations it was observed that the results at the lowest rea-
sonable Mach number for the compressible formulation (0.05) were very similar to 
those at the target experimental Mach number (5×10-5), except for the pressure field 
which scales as Mach number squared, the indications are that the Mach=0.05 results 
will be generally applicable to the lower Mach numbers. The success of these studies 
was to show that existing numerical methodologies for LES are not applicable to 
DNS for high-pressure incompressible flows. Since the LES equations are obtained 
from filtering the DNS equations, thereafter making modeling assumptions neglecting 
several terms obtained through the filtering of the DNS equations, and then hypothe-
sizing the mathematical form of the small-scale fluxes, it is appropriate to question 
the validity of the LES approximations made so far in the literature, particularly be-
cause the corresponding DNS results for incompressible flows are not yet available 
for comparison. With the future advent of numerical techniques applicable to high-
pressure, incompressible flow DNS, comparisons between experimental results and 
simulations will be performed, at which point the issue of LES fidelity compared to 
DNS may be revisited. 

2. To understand the characteristics of supercritical flows, with focus on the differences 
between DNS and LES discussed above, a study was conducted examining the small-
scale features of such flows from DNS. Using an existing DNS database of supercriti-
cal binary-species temporal mixing layer simulations, explicit mathematical forms 
(i.e. models) for the small-scale fluxes and simplifying assumptions for the remaining 
filtered terms were assessed. Coefficients of proportionality calibrated on the DNS 
database yielded good quantitative agreement with the small-scale fluxes for two of 
the three types of mathematical forms; however, comparison among the several reali-
zations in the DNS database revealed that, statistically speaking, the calibrated coeffi-
cients were not generally valid. The study has been presented in detail in Refer-
ence[15]. This shows the complexity of the small turbulent scales behavior that is dif-
ferent under supercritical conditions from equivalent results obtained under subcriti-
cal conditions [16]. Additionally, the implication is that the coefficients cannot be 
considered constant during LES calculations. 

3. In the goal of future objective comparisons between ideal experiments and simula-
tions, we have focused on the necessary identification of vertical structures as a crite-
rion for comparing experiments and simulations; this is a necessary but not sufficient 
condition for model validation. We have obtained a quantitative criterion to distin-
guish vortical structures in images, such as would be provided by ideal experiments, 
and showed that unlike other criteria proposed for incompressible low-pressure flows, 
the selected criterion can identify the coherent structures expected from high-pressure 
experiments. A manuscript has been submitted for Publication [17]. 

References [15 and 17] are reproduced in Appendix C. 
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A conceptual design is shown in Figure 1, and the nomenclature used in Figure 1 will be 
used through out this document, unless otherwise stated. The figures in this document are 
intended to clarify points made in the text, show the general function of the component, 
or show specifications that are not easily communicated with text alone, and are in no 
way meant to be the final design unless otherwise explicitly stated. 

 

1. GENERAL REQUIREMENTS 
The general requirements are to ensure the safety of the personnel operating the appa-
ratus and facility where the apparatus will be used, to ensure that the apparatus can be 
used in the 2.2 sec. Drop Tower at NASA GRC, and to specifically state a general 
operating requirement. 

1.1. The entire apparatus will be designed to ASME Boiler and Pressure Vessel Code, 
whenever possible, and the intent of the code when not possible. In particular, a 
factor of safety of four (4) or greater shall used for all structural parts, except 
the windows where the factor of safety shall be six (6) or greater. 

1.1.V.  Verification Procedure 

Inspection: The final calculations, including a finite element analysis 
(FEA) will be inspected to verify the ASME Boiler and Pressure Vessel 
Code has been me, whenever possible, by IES and AFRL. 

1.2. The requirements and guidelines in the NASA Tech. Memo 107090 and the 
NASA Glenn Safety Manual (located at: 
http://microgravity.grc.nasa.gov/drop2/pdf/2.2_handbook.pdf and http://osat-
ext.grc.nasa.gov/gso/manual/chapter_index.shtml, respectively) shall be fol-
lowed. In particular, the entire apparatus shall survive 2000 (apparatus life of 10 
years assuming 200 drops per year), short duration (of the order 0.1 s), 30g im-
pacts when the drop vehicle reaches the bottom of the drop tower. 

1.3. The maximum weight of the apparatus, conceptually shown in Figure 1, shall be 
115 lbs +3 lb/-115 lb. It is believed by AFRL that an alpha beta titanium alloy 
or beta titanium alloy will be the only choice to meet the requirements. How-
ever, the material is not specified 

1.4. The apparatus shall be able to withstand a maximum ambient temperature of 
322 K, and a minimum local temperature of 77 K. 

1.5. Special consideration to shall be given to the large temperature gradient within 
the apparatus (77 K to 322 K). 

1.6. IES shall work closely with AFRL throughout the design process to meet the end 
goal of designing the apparatus. 

2. MAIN CHAMBER REQUIREMENTS 
The following requirements relate to the physical requirements and operation of the 
main chamber. These requirements are derived from the required end result of visu-
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alization of supercritical and transcritical jet phenomena in a microgravity environ-
ment. 

2.1. The maximum allowable working pressure (MAWP) of the main chamber shall 
be 2000 psig.  

2.1.V.  Verification Procedure 

Analysis: The results of a FEA will be verified that the design meets 
specifications 1.1, 1.2, and 2.1. 

2.2. The internal height of the main chamber shall be 7.00” +0.000” / -0.125”, and 
the internal cross-section shall be circular (except where the windows prevent 
the contour from being circular) with a diameter of 6.00” +0.000” / -0.125”, as 
shown in Figure 2. 

2.3. The main chamber shall have a minimum of four (4) windows. The windows 
shall be oriented such that the distance radially from the axis of the chamber to 
the centerline of the window on the inner surface of the window is one half the 
diameter stated in specification 2.2. The angle between the centerline of a win-
dow, the axis of the chamber, and an adjacent window shall be 90° ± 2°. 

2.4. The dimensions for the visible portion of the windows when assembled shall be a 
width of 1.50” +0.50”/-0.25” and a length (along the centerline) of 5.5” +0.50”/-
0.00”, and the radius at the top and bottom of the window opening shall be 
equal to one half the width. 

2.5. The top of the window openings and associated window attachment devices shall 
be positioned such that the injector tip (Figure 1.) is 0.25” ±0.125” below the 
top of the visible portion of the window. 

2.6. The windows shall be rectangular with a height of 5.75” ±0.5” and a width of 
1.75” ±0.5”. Physical property data of the sapphire and fused silica materials 
from Esco Products Inc. will be faxed to IES. 

2.7. The window attachment mechanism shall be able to accommodate both fused sil-
ica (quartz) and Al2O3 (sapphire). The estimated thickness of the quartz and 
sapphire windows is 1.5” and 0.5”, respectively. Different flanges for the sap-
phire and quartz windows may be designed, if necessary to accommodate the 
different material thicknesses.  

2.8. The windows shall seal on the face of the window with a leak rate such that the 
loss in pressure from the chamber is less than 1.0% of the chamber pressure 
over a five (5) minute period, while the apparatus is both at ambient temperature 
and in the completely chilled down state. It is desirable to have the sealing 
mechanism that consists of an external flange that bolts into position that holds 
the window in place. If weight becomes prohibitive, alternate methods for seal-
ing the windows may be considered. 

2.9. The windows shall have an elastomer o-ring or other suitable object that is lo-
cated on the perimeter of the window to provide a cushion as to minimize 
breakage of the window when exposed to the 30 g deceleration at the bottom of 
the drop tower. 
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2.10. The main chamber shall have a minimum of six (6) 7/16”-20 ISO straight thread 
ports capable of accepting Swagelok fittings part number Ti-400-1-OR or simi-
lar part from another manufacturer, for filling, venting, measuring pressure, the 
pressure balance line, and two safety relief devices 

2.11. The main chamber shall have one (1) 5/16”-24 ISO straight thread port (Figure 
2), that will accept a fitting such as Swagelok part number Ti-100-1-OR or simi-
lar part from another manufacturer, so a thermocouple may be passed through to 
measure the temperature of the wall of the injector tubing at a location of 
0.125”±0.063” from the injector tip. 

2.12. The bottom plate shall have a hole that is 4.0” in diameter, with a flange that 
seals an insert such as the ones depicted in Figure 3. There shall be at least three 
types of inserts, a blank (Figure 3), one with nine (9) 5/16”-24 ISO straight 
thread ports, that will accept a fitting such as Swagelok part number Ti-100-1-
OR or similar part from another manufacturer (Figure 3), and one that will have 
ports for hermetic thermocouple feed-through (not shown) to be determined. 

3. INJECTOR ASSEMBLY REQUIREMENTS  
The following requirements relate to the physical requirements and operation of the 
injector assembly. These requirements are derived from the required end result of 
visualization of supercritical and transcritical jet phenomena in a microgravity envi-
ronment. 

3.1. Part 3 in Figure 4 shall be 316 Stainless Steel (S.S.) 1/16”outside diameter(OD), 
0.020” inside diameter (ID) with a minimum length of 5.0” such as obtainable 
from Supelco part# 5-6727 or similar from another supplier. 

3.2. Part 4 in Figure 4 shall have the dimensions stated in Figure 4. 

3.3. Part 4 in Figure 4 shall have a hole bored axially the entire length, such that 
part 3 in Figure 4 as described in specification 3.1, may pass through. An inter-
ference fit is not necessary, but the radial gap between parts 3 and 4 shall be 
minimized. 

3.4. The top of part 4 in Figure 4 shall have a 5/16”-24 ISO straight thread port that 
will accept a fitting such as Swagelok part number Ti-100-1-OR bored through 
or similar part from another manufacturer to provide the seal between parts 3 
and 4 and the main chamber. 

3.5. Parts 4 and 5 in Figure 4 shall have a hole that shall be used in conjunction with 
the port described in specification 2.10 to pass a thermocouple through to meas-
ure the temperature on the wall of part 3 without violating specifications 2.1 and 
3.6. Parts 4 and 5 shall be keyed so that alignment of the holes is easily accom-
plished. 

3.6. Parts 5 and 6 shall connected in some manner (such as welding) to produce a 
sealed cavity (labeled Cavity 1 in Figure 4) that is capable of holding a vacuum 
to a pressure of 1.0 psia. 
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3.7. Cavity 1 in Figure 4 shall have two (2) 5/16”-24 ISO straight thread ports, that 
will accept a fitting such as Swagelok part number Ti-100-1-OR or similar part 
from another manufacturer. 

3.8. The annulus formed between parts 4 and 6 in Figure 4 shall be 0.25”+0.125”/-
0.00”, as shown in Figure 4, to allow for proper thermal conditioning of the in-
jector. It is envision that part 4 will be held in place by a nut threaded onto the 
top of part 4 drawn tight against the shoulder of part 6. Regardless of the 
method of attachment, LN2 shall be able to enter the annulus region.  

3.9. The region labeled “Cavity 2” in Figure 4 is part of the LN2 bath, and the 
MAWP shall be 400 psig, and a minimum temperature of 77 K. Note the bottom 
of the injector assembly is exposed to the main chamber, which has a MAWP of 
2000 psig. 

3.9.V.  Verification Procedure 

Analysis: The results of a FEA will be verified that the design meets 
specifications 2.1 and 3.9. 

3.10. The o-ring seal, as indicated in Figure 4, shall be capable of sealing at ambient 
temperatures as high as 322K and at the completely chilled down conditions of 
77K. The seal may be of some other method other than an o-ring if necessary. 
However, in either case the seal must not allow the LN2 bath pressure to rise at 
a rate of 1% of the pressure of the LN2 bath in a 5 minute period, by allowing 
the greater pressure chamber fluid to enter the bath through the seal. 

4. LN2 BATH AND FLUID DELIVERY SYSTEM REQUIREMENTS 
4.1. The LN2 bath, when assembled shall be one internal volume with a MAWP of 

400 psig. 

4.1.V.  Verification Procedure 

Analysis: The results of a FEA will be verified that the design meets 
specifications 3.9 and 4.1. 

4.2. The internal volume of the LN2 bath shall be a minimum of 1.9L. 

4.3. The internal cross-section of the LN2 bath shall be circular with a minimum di-
ameter of 3.0”. Note that in the envisioned LN2 bath the external cross-section 
of part 8 in Figure 5, which forms a portion of the LN2 bath, should be square 
such that part 9 in Figure 5 and part 6 in Figure 4 mate properly to seal the LN2 
bath. 

4.4. Parts similar in nature to parts 7 and 9 in Figure 5 shall be included to maximize 
access to the bath without disassembly. The accesses port where part 9 will 
mate shall be rectangular with dimensions of 3.0” by 5.0”. The access port 
where part 7 attaches shall be circular and be 3.0” in diameter. 

4.5. Part 7 in Figure 5 shall have hermetic feed through to be determined to provide 
power to the perturbation mechanism in Figure 1. 
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4.6. The LN2 bath shall have seven (7) 5/16”-24 ISO straight thread ports, that will 
accept a fitting such as Swagelok part number Ti-100-1-OR or similar part from 
another manufacturer. Four (4) these ports may be located on part 9 Figure 5. 
One of the ports shall be located at 3.0”±1.5” in part 12 Figure 5 measured from 
the end of part 12 that mates with part 13 in Figure 5. The remaining two ports 
shall be located so that they may be used in conjunction with the ports specified 
in specification 4.7. 

4.7. The LN2 bath shall have two (2) 7/16”-20 ISO straight thread ports, that will ac-
cept a fitting such as Swagelok part number Ti-400-1-OR or similar part from 
another manufacturer for the installation of a safety relief valve and/or burst 
disk holder. 

4.8. Part 10 in figure 5, labeled “Injection Reservoir Housing” in Figure 1, shall have 
a minimum internal volume of 10 mL, with a circular cross-section of capable 
of allowing part 17 in Figure 5 labeled “Pump Rod” in Figure 1, as specified in 
specification 4.5, to traverse the designed length for the displacement of the 
fluid contained in the “Injection Reservoir” in Figure 1. 

4.9. The “pump rod seal” location in part 10 in Figure 5 shall be designed to accept a 
seal from the Bal Seal Company. The detailed seal drawings from Bal Seal will 
be faxed to IES The same seal may be used in Parts 13 and 15 in Figure 5. The 
leak rate from the “injection reservoir” through the “pump rod seal” shall be less 
than 4 μL/min at 77 K and 2000 psig. 

4.10. The outlet from part 10 in Figure 5 shall be a male ⅛” AN (AND 10056) with 
5/16”-24 UNF-3A threads to accept 37° flared ⅛” tubing. 

4.11. Part 10 in Figure 5 shall have two (2) 7/16”-20 ISO straight thread ports, that 
will accept a fitting such as Swagelok part number Ti-400-1-OR or similar part 
from another manufacturer, which are located such that one may be used to fill 
the “injection reservoir” and the other may be used to measure temperature. The 
two ports shall be used in conjunction with the ports specified in specification 
4.5.  

4.12. Part 14 in Figure 5 shall have two (2) 7/16”-20 ISO straight thread ports, that 
will accept a fitting such as Swagelok part number Ti-400-1-OR or similar part 
from another manufacturer, such that the “pressure balance line” (Figure 1) may 
be attached and a port to vent the opposite side of the “pressure balance piston” 
(Figure 1). 

4.13. Part 17 in Figure 5 labeled “Pump Rod” in Figure 1 shall have a diameter of 
0.400” +0.000”/-0.001” over the portion of the length that pass into the “injec-
tion reservoir”. 

4.14. The “Pressure Balance Piston” shown in Figure 1 shall be an integral part of the 
“pump rod”. The dimensions of this piston shall be sized to produce a net force 
of 5 lbf ±5 lbf (neglecting friction) in the direction opposite to the motion of the 
“pump rod” when used in conjunction with the “pressure balance line” when the 
chamber is a MAWP. 
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4.14.V.  Verification Procedure 

Analysis: Calculate the net force on the “pump rod” when the chamber is 
at MAWP with the dimensions from the drawing. 

4.15. The “pump rod” (part 17 Figure 5) shall have 0.125” radius on the ends to allow 
for seal installation. 

4.16. The end of the “pump rod” (part 17 Figure 5) that mates with the motor connec-
tion shall be such that it may be connected to the motor via the “pump to motor 
linkage” (Figure 6) without interfering with seal installation. 

5. TEST ARTICLE INTEGRATION WITH NASA DROP FRAME 
5.1. The maximum dimensions shall be less than the size of the drop frame (Figure 6 

and http://microgravity.grc.nasa.gov/drop2/pdf/rectang_drop_frame.pdf ) 38” 
long, 33” high, and 16” deep. 

5.2. The bottom plate shall be elevated 3.5” ±0.5” above the drop frame floor by 
“chamber stands” (Figure 6). The “chamber stands” shall bolt to the bottom 
plate of the main chamber and not interfere with the access to the fittings to be 
located on the flange assembly referred to in specification 2.11. The “chamber 
stands” shall bolt to the drop frame. The “chamber stands” may be made from 
an aluminum or titanium alloy. An example of chamber stands may be found at: 
http://microgravity.grc.nasa.gov/drop2/photo_pages/124_m.htm  

5.3. The chamber shall be supported such that it will be able to withstand the 30g im-
pact. Envisioned “chamber support locations” are shown in Figure 6. However, 
it is impossible to determine at this time to determine the exact dimensions for 
the supports, because of the variability of the other components to be located on 
the drop rig. The locations and the required load bearing capability of each of 
the supports shall be determined by IES. 

5.4. The “pump to motor linkage” (Figure 6) shall be such that it connects the motor 
(to be determined) to the “pump rod” with a deflection of less than 0.001” when 
the motor is operated at a velocity of 0.1 mm/s under the MAWP of the cham-
ber. 

6. WORK TO BE PERFORMED BY IES AND FINAL DELIVERABLES 
6.1. A FEA of the main chamber, window assembly, and any other critical compo-

nents shall be performed. 

6.2. A report of the final design calculations shall be given to AFRL. 

6.3. Machine shop drawings of the final design conforming to ASME Y14.5M-1994 
in both print and electronic format shall be given to AFRL. 

6.4. Determine if non-destructive testing of the Ti alloy stock is necessary prior to 
fabrication. 
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7. FIGURES 
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Figure 1. Baseline conceptual design of injection chamber; orange is titanium, blue is liquid nitrogen (LN2), light blue is gaseous nitrogen (GN2), red is 
bolt locations, and green is the perturbation mechanism. 
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Figure 2. Thermocouple port location in main chamber 
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Figure 3. End view of Bottom Plate with flange and inserts. 

A.12 



 

Weld

Weld

5

6

4

3

4.0 "

1.0"

o-ring seal

Cavity 1

Cavity 2

0.25 "

 
Figure 4. Injector assembly 
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Figure 5. LN2 bath and fluid delivery system assembly 
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Figure 6. Test apparatus in envisioned location inside drop frame. 
 

A.15 



 

 

 

 

 

 

 

 

 

APPENDIX B 
  

Davis, D. W., 2006. On the Behavior of a Shear-Coaxial Jet, Spanning Sub- to Super-
critical Pressures, with and Without an Externally-Imposed Transverse Acoustic Field, 
PhD Thesis, Mechanical Engineering Department, The Pennsylvania State University, 

University Park, Pennsylvania. 

B.1 



 
B.2 



 

 

B.3 



 

 

B.4 



 

 
 
 
 

B.5 



 
B.6 



 

 
 
 
 

B.7 



 
B.8 



 
B.9 



 
B.10 



 
B.11 



 

 

B.12 



 
B.13 



 
B.14 



 
B.15 



 
B.16 



 
B.17 



 
B.18 



 
B.19 



 

 

B.20 



 
B.21 



 
B.22 



 
B.23 



 
B.24 



 

 

B.25 



 
B.26 



 
B.27 



 

 
 
 
 
 
 
 

B.28 



 

 
 

B.29 



 

 

B.30 



 

 
 
 

B.31 



 
B.32 



 
B.33 



 
B.34 



 

 
 

B.35 



 
B.36 



 
B.37 



 
B.38 



 

 

B.39 



 
B.40 



 

 

B.41 



 

 
 

B.42 



 
B.43 



 

 
 

B.44 



 

 
 
 

B.45 



 

 
 

B.46 



 

 

B.47 



 
B.48 



 
B.49 



 

 

B.50 



 
B.51 



 
B.52 



 

 
 
 
 
 

B.53 



 
B.54 



 

 

B.55 



 
B.56 



 
B.57 



 

 
 

B.58 



 
B.59 



 
B.60 



 

 
 
 
 
 

B.61 



 
B.62 



 

 

B.63 



 

 
 
 
 

B.64 



 
B.65 



 
B.66 



 
B.67 



 

 
 
 

B.68 



 

 

B.69 



 

 

B.70 



 
B.71 



 

 
 

B.72 



 
B.73 



 
B.74 



 
B.75 



 
B.76 



 
B.77 



 
B.78 



 
B.79 



 
B.80 



 
B.81 



 
B.82 



 

 
 
 
 
 
 
 

B.83 



 

 
 
 

B.84 



 

 
 

B.85 



 

 
 
 
 
 

B.86 



 

 
 
 
 

B.87 



 
B.88 



 

 

B.89 



 
B.90 



 
B.91 



 
B.92 



 
B.93 



 
B.94 



 
B.95 



 
B.96 



 
B.97 



 
B.98 



 
B.99 



 

 

B.100 



 
B.101 



 
B.102 



 
B.103 



 
B.104 



 
B.105 



 
B.106 



 B.107 



 
B.108 



 
B.109 



 
B.110 



 
B.111 



 
B.112 



 
B.113 



 
B.114 



 
B.115 



 
B.116 



 
B.117 



 
B.118 



 
B.119 



 
B.120 



 
B.121 



 
B.122 



 
B.123 



 
B.124 



 
B.125 



 
B.126 



 
B.127 



 
B.128 



 
B.129 



 
B.130 



 
B.131 



 
B.132 



 
B.133 



 
B.134 



 
B.135 



 
B.136 



 
B.137 



 
B.138 



 
B.139 



 
B.140 



 
B.141 



 
B.142 



 
B.143 



 
B.144 



 
B.145 



 
B.146 



 
B.147 



 
B.148 



 
B.149 



 
B.150 



 
B.151 



 
B.152 



 
B.153 



 
B.154 



 
B.155 



 
B.156 



 
B.157 



 
B.158 



 
B.159 



 
B.160 



 
B.161 



 
B.162 



 
B.163 



 
B.164 



 
B.165 



 
B.166 



 
B.167 



 

 

B.168 



 
B.169 



 
B.170 



 

 

B.171 



 
B.172 



 

 
 

B.173 



 

 

B.174 



 
B.175 



 

 
 

B.176 



 
B.177 



 
B.178 



 

 

B.179 



 
B.180 



 
B.18

1



 
B.182 



 
B.183 



 
B.184 



 
B.185 



 
B.186 



 
B.187 



 
B.188 



 
B.189 



 
B.190 



 
B.191 



 
B.192 



 
B.193 



 
B.194 



 
B.195 



 
B.196 



 
B.19

7



 
B.198 



 
B.199 



 
B.200 



 
B.201 



 
B.202 



 
B.203 



 
B.204 



 
B.205 



 
B.206 



 

 

B.207 



 
B.208 



 
B.209 



 

 

B.210 



 
B.211 



 
B.212 



 
B.213 



 

 

B.214 



 

 

B.215 



 
B.216 



 
B.217 



 
B.218 



 

 

B.219 



 

 
 
 
 
 
 
 
 

B.220 



 
B.221 



 
B.222 



 
B.223 



 
B.224 



 

 
 

B.225 



 
B.226 



 
B.227 



 

 
 
 
 

B.228 



 
B.229 



 

 

B.230 



 
B.231 



 

 

B.232 



 

 
 
 

B.233 



 

 
 

B.234 



 

 

B.235 



 

 

B.236 



 
B.237 



 

 
 
 
 
 

B.238 



 

 

B.239 



 
B.240 



 
B.241 



 
B.242 



 

 
 

B.243 



 
B.244 



 
B.245 



 
B.246 



 
B.247 



 
B.248 



 

 

B.249 



 
B.250 



 
B.251 



 
B.252 



 
B.253 



 
B.254 



 
B.255 



 
B.256 



 
B.257 



 
B.258 



 
B.259 



 

 

B.260 



 
B.261 



 
B.262 



 
B.263 



 
B.264 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

APPENDIX C 
 

  

C.1 



A Priori Analysis of Subgrid-Scale Models for Large
Eddy Simulations of Supercritical Binary-Species

Mixing Layers

Nora Okong’o∗ and Josette Bellan†

Jet Propulsion Laboratory
California Institute of Technology

Pasadena CA 91109-8099

Models for large eddy simulation (LES) are assessed on a database obtained from direct
numerical simulations (DNS) of supercritical binary-species temporal mixing layers. The
analysis is performed at the DNS transitional states for heptane/nitrogen, oxygen/hydrogen
and oxygen/helium mixing layers. The incorporation of simplifying assumptions that are
validated on the DNS database leads to a set of LES equations that requires only models
for the subgrid scale (SGS) fluxes, which arise from filtering the convective terms in the
DNS equations. Constant-coefficient versions of three different models for the SGS fluxes
are assessed and calibrated. The Smagorinsky SGS-flux model shows poor correlations
with the SGS fluxes, while the Gradient and Similarity models have high correlations, as
well as good quantitative agreement with the SGS fluxes when the calibrated coefficients
are used.

Introduction

Supercritical fluids are of great interest in extraction processes as well as in propulsion devices such as
advanced gas-turbine and diesel engines, and liquid rockets. The performance of these devices depends on
the efficiency of fluid disintegration and turbulent mixing, which may occur under supercritical conditions. A
fluid is here defined to be in a supercritical state when it is at a thermodynamic pressure, p, or temperature,
T , exceeding its critical (subscript c) value,1 pc or Tc; therefore, in the supercritical regime there is no
longer the possibility of a two phase (i.e. gas/liquid) region.2 For mixtures, both pc and Tc depend on the
composition. The present interest is in fluid mixtures at high pressures that are supercritical for the pure
species. Past the critical point of the fluid (where material surfaces no longer exist), the disintegration of
fluid jets displays an aspect that Chehroudi et al.3 call ‘fingers’, or ‘comb-like structures’ at transcritical
conditions, which have an increasingly gaseous appearance with increasing p. Similar experimental evidence
was produced by Mayer et al.4, 5 for O2 disintegration. For supercritical free N2 jets, the experiments of
Oschwald and Schik6 also showed sharp density profiles, indicating the occurrence of sharp density gradients.
Results from Direct Numerical Simulations (DNS) showed, as in the experiments, that regions of high

density-gradient-magnitude exist in both pre-transitional7 and transitional8, 9 temporal mixing layers, arising
both from the initial density stratification as well as from mixing.10 These DNS were conducted using real-
gas equations of state for non-ideal mixtures in conjunction with realistic transport properties and thermal
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diffusion (Soret and Dufour) effects. For modeling fully turbulent supercritical flows at high pressures,
Large Eddy Simulation (LES), wherein only the large-scales are simulated and the subgrid scales (SGS) are
modeled, presently seems more computationally achievable for practical systems than DNS, which requires
all turbulence scales to be resolved. The LES equations are derived by applying a spatial filter to the
DNS equations, leading to various unclosed terms, including the SGS fluxes, which arise from filtering the
convective terms. Given the distinctive supercritical flow characteristics, it is of interest to inquire whether
LES models developed for compressible perfect-gas and incompressible flows can be extended to real-gas
non-ideal mixtures.
In this paper, DNS databases for transitional supercritical temporal mixing layers8, 9 are analyzed on

an a priori basis. In Section I, the LES governing equations are presented, in order to derive the unclosed
terms that need to be modeled. Section II summarizes the DNS database, followed by the a priori analysis
of the database in Section III. The analysis includes explicit modeling for the SGS fluxes and simplifying
assumptions for the remaining unclosed terms. Finally, Section IV contains the conclusions and areas for
future work.

I. Governing Equations for Large Eddy Simulations

The LES equations are derived from the DNS set by spatial filtering. The filtering operation is defined
as:

ψ(~x) =

Z
V

ψ(~y)G(~x− ~y)d~y (1)

where G is the filter function and V is the filtering volume; G has the property that for a spatially constant
function, the filtered function is identical to the unfiltered one. For compressible flow, we use Favre filtering,
defined as ψ̃ = ρψ/ρ̄ where ρ is the density. The governing equations are written for the conservative
variables φ = {ρ, ρui, ρet, ρYα} where ui is the velocity component in the xi-direction, et is the total energy
and Yα is the mass fraction for species α.

A. DNS Equations

The conservation equations for a mixture of N species are:

∂ρ

∂t
+
∂ρuj
∂xj

= 0 (2)

∂ρui
∂t

+
∂ρuiuj
∂xj

= − ∂p
∂xi

+
∂σij
∂xj

(3)

∂ρet
∂t

+
∂ρetuj
∂xj

= −∂puj
∂xj

− ∂qj
∂xj

+
∂σijui
∂xj

(4)

∂ρYα
∂t

+
∂ρYαuj
∂xj

= −∂Jαj
∂xj

−wα (5)

where t is the time, σ is the viscous stress tensor, q is the heat flux, e = et − ek is the internal energy,
ek = uiui/2 is the kinetic energy, and Jα and wα are the species-mass flux and reaction rate of species α,
respectively. Also,

NP
α=1

Yα = 1,
NP
α=1

Jαj = 0,
NP
α=1

wα = 0 (6)

In this paper, the Einstein summation is used for roman indices (i, j, k), but not for Greek indices (α,β).
The thermodynamic variables are functions of the flow field φ:

e = e (φ) , p = p (φ) , T = T (φ) , h = h (φ)
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where p, T and the enthalpy h are computed from the equation of state (EOS); likewise, the transport
quantities are functions of φ:

σij = σij (φ) , Jαj = Jαj (φ) , qj = qj (φ)

For a Newtonian fluid,

σij = µ

µ
∂ui
∂xj

+
∂uj
∂xi

− 2
3

∂uk
∂xk

δij

¶
(7)

where µ is the viscosity and Sij is the rate-of-strain tensor.
The species-mass and heat fluxes originate in Keizer’s11 fluctuation-dissipation theory which is consistent

with non-equilibrium thermodynamics, converges to kinetic theory in the low-pressure limit and relates fluxes
and forces from first principles. The species-mass and heat fluxes take the form, including Soret and Dufour
effects:12

Jαj = −
NP
β=1

Λαβj (8)

qj = −λ ∂T
∂xj

− 1
2
RuT

NX
β=1

NX
α=1

αIK,αβ
m

mαmβ
Λαβ (9)

Λαβ =
mαmβ

m

µ
ρ

Ru
Dm,αβYαYβ

¶·
m

mβmα
RuαIK,αβ

1

T

∂T

∂xj
+

1

mα

∂

∂xj

³µα
T

´
− 1

mβ

∂

∂xj

³µβ
T

´¸
(10)

∂

∂xj

³µα
T

´
= −h,α

T 2
∂T

∂xj
+
v,α
T

∂p

∂xj
+Ru

NP
β=1
β 6=α

αDαβ
Xα

∂Xβ
∂xj

(11)

αDαβ ≡ 1

RuT
Xα

∂µα
∂Xβ

=
∂Xα
∂Xβ

+Xα
∂ ln γα
∂Xβ

(12)

For the mixture, λ is the thermal conductivity, Ru is the universal gas constant, m is the mixture molar
mass, with the molar volume being v = m/ρ. For the pure species α, mα is the species-α molar mass, µα is
the chemical potential, h,α is the partial molar enthalpy, v,α is the partial molar volume, Xα = mYα/mα is
the mole fraction, and γα is the fugacity. For the species-α/species-β pair, Λαβ is the binary species-mass
flux (Λαβ = −Λβα, Λαα = 0), αIK,αβ is the Irwing-Kirwood (IK) form of the thermal diffusion factor
(αIK,αβ = −αIK,βα,αIK,αα = 0), Dm,αβ is the binary diffusion coefficient (Dm,αβ = Dm,βα, Dm,αα = 0)
and αDαβ is the mass diffusion factor.

B. LES Equations

After filtering, and assuming that filtering and differentiation commute (true except near boundaries, where
the filter function changes), the governing equations become:

∂ρ̄

∂t
+
∂ρ̄ũj
∂xj

= 0 (13)

∂ρ̄ũi
∂t

+
∂ρuiuj
∂xj

= − ∂p̄
∂xi

+
∂σ̄ij
∂xj

(14)

∂ρ̄ẽt
∂t

+
∂ρetuj
∂xj

= −∂puj
∂xj

− ∂q̄j
∂xj

+
∂σijui
∂xj

(15)

∂ρ̄Ỹα
∂t

+
∂ρYαuj
∂xj

= −∂J̄αj
∂xj

− w̄α (16)
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ẽt = ẽ+ guiui/2, NP
α=1

Ỹαj = 1,
NP
α=1

J̄αj = 0,
NP
α=1

w̄α = 0 (17)

Using the previously adopted notation of denoting the DNS flow field as φ, the filtered flow field can now be
denoted as φ and we can define functions of the filtered flow field:

e
¡
φ
¢
, p

¡
φ
¢
, T

¡
φ
¢
, h

¡
φ
¢
, σij

¡
φ
¢
, Jαj

¡
φ
¢
, qj

¡
φ
¢

which have the same functional form as in the DNS and that in general differ from their filtered counterparts

ẽ = ρe (φ)/ρ̄, p̄ = p (φ), T̄ = T (φ), T̃ = ρT (φ)/ρ̄, h̃ = ρh (φ)/ρ̄, σ̄ij = σij (φ), J̄αj = Jαj (φ), q̄j = qj (φ)

Defining the SGS fluxes,

τ ij = guiuj − euieuj , ζj =
ghuj − h̃ũj , ηαj = gYαuj − eYαeuj with NP

α=1
ηαj = 0 (18)

the filtered governing equations are:
∂ρ̄

∂t
+
∂ρ̄ũj
∂xj

= 0 (19)

∂ρ̄ũi
∂t

+
∂ρ̄ũiũj
∂xj

= −∂p
¡
φ
¢

∂xi
+
∂σij

¡
φ
¢

∂xj
− ∂

∂xj
(ρ̄τ ij)− ∂

∂xi

£
p̄− p ¡φ¢¤+ ∂

∂xj

£
σ̄ij − σij

¡
φ
¢¤

(20)

∂ρ̄ẽt
∂t

+
∂ρ̃ẽtũj
∂xj

= −∂p
¡
φ
¢
ũj

∂xj
− ∂qj

¡
φ
¢

∂xj
+
∂σij

¡
φ
¢
ũi

∂xj
− ∂

∂xj

¡
ρ̄ζj
¢− ∂

∂xj
(ρ̄κj)

− ∂

∂xj

©£
p̄− p ¡φ¢¤ ũjª− ∂

∂xj

£
q̄j − qj

¡
φ
¢¤
+

∂

∂xj

£
σijui − σij

¡
φ
¢
ũi
¤

(21)

∂ρ̄Ỹα
∂t

+
∂ρ̄Ỹαũj
∂xj

= −∂Jαj
¡
φ
¢

∂xj
− w̄α − ∂

∂xj

¡
ρ̄ηαj

¢− ∂

∂xj

£
J̄αj − Jαj

¡
φ
¢¤

(22)

where κj = gekuj − eekeuj . These equations contain several unclosed terms that cannot be directly computed
from the filtered flow field. To compute these terms, we pursue two closure approaches: explicit models for
the SGS fluxes, and simplifying assumptions for the remaining terms. The assumptions and models will be
assessed in Section III on a DNS database, described below, of a binary non-reacting temporal mixing layer.

II. Description of DNS database

Table 1. Pure species properties.

Species m (g/mol) Tc (K) pc(MPa)
H2 2.016 33.0 1.284
He 4.003 5.19 0.227
N2 28.013 126.3 3.399
O2 31.999 154.6 5.043
C7H16 100.205 540.2 2.74

The database consists of supercritical tempo-
ral mixing layer simulations of binary (N = 2)
mixtures, namely, heptane/nitrogen (HN), oxy-
gen/hydrogen (OH) and oxygen/helium (OHe). The
pure species properties are listed in Table 1. For
each layer, the lighter molar mass species is indexed
as species 1 while the heavier molar mass species is
indexed as species 2; the notation is simplified as
D ≡ D21, αIK ≡ αIK ,21, αD ≡ αD,21, ηj ≡ η2j .
The flows are non-reacting, i.e. wα ≡ 0.
A detailed description of the DNS methodology

has been given by Miller et al.7 and Okong’o and Bellan8 for C7H16/N2 layers and by Okong’o et al.9 for
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the O2/H2 layers. The conservation equations were numerically solved using a fourth-order explicit Runge-
Kutta time integration and a sixth-order compact scheme with eighth-order filter for spatial derivatives;20

the filtering is required to maintain numerical stability for long-time integrations and is applied at interior
points only. The computations were parallelized using three-dimensional domain decomposition and message
passing, and an efficient parallel tridiagonal solver.21 The configuration, initial and boundary conditions,
EOS, and transport property relations are summarized below.

A. Configuration, initial and boundary conditions

 x1
→

←
x

2 


x
3 →

Nitrogen

Heptane

U1

U2

δω,0

↓

↑

ρ 1,T 1,Y 1

ρ2,T 2,Y 2

Figure 1. Sketch of the C7H16/N2 mixing layer config-
uration.

The temporally developing mixing layer configura-
tion is depicted in Figure 1 for heptane/nitrogen, as
an example, showing the definition of the stream-
wise (x1), cross-stream (x2) and spanwise (x3) co-
ordinates. The layer is not symmetric in extent in
the x2 direction, to accommodate the larger layer
growth in the lighter fluid side. The free-stream
density (ρ1 or ρ2) is calculated for each pure species
at its free-stream temperature (T1 or T2) and at the
initial uniform pressure (p0). The vorticity thickness
is defined as δω (t) = ∆U0/ (∂ hu1i /∂x2)max where
hu1i is the (x1, x3) planar average of the streamwise
velocity, and ∆U0 = U1 − U2 is the velocity differ-
ence across the layer. The choice

U1 =
2Mc,0as1h

1 +
³
as1
as2

´q
ρ1Z1
ρ2Z2

i , U2 = −qρ1Z1
ρ2Z2

U1 (23)

was made with the intent of keeping the ultimate
vortex stationary in the computational domain,7 al-
though the relations of Papamoschou and Roshko16

U1 =
2Mc,0as1h

1 +
³
as1
as2

´q
ρ1
ρ2

i , U2 = −qρ1
ρ2
U1 (24)

were also used for some simulations reported here. Here Mc,0 is the convective Mach number and Z =
p/ (ρTRu/m) is the compression factor indicating departures from perfect gas (Z = 1) behavior. The
specification of Mc,0 therefore determines ∆U0. Given the initial streamwise velocity profile u1 based on
U1 and U2, (∂ hu1i /∂x2)max and hence δω,0 ≡ δω (0) are calculated. The specified value of the initial flow
Reynolds number, Re0 = (1/2) (ρ1 + ρ2)∆U0δω,0/µR, chosen so as to enable the resolution of all relevant
length scales, is then used to calculate µR. The grid spacing is an approximately linear function of Re0.
The simulations are started with error-function profiles for the mean streamwise velocity, mass fraction

and temperature, upon which are imposed spanwise and streamwise vorticity perturbations17, 18 of strengths
F2D and F3D respectively, whose streamwise (λ1) and spanwise (λ3) wavelengths are λ1=Cδω,0 and λ3=0.6λ1,
where C=7.29 is the most unstable wavelength for incompressible flow. For the simulations reported here,
listed in Table 2, other values of C obtained from stability analyses9 were also used: C =4.57 for the
shortest (estimated) unstable wavelength for the C7H16/N2 layer, or C corresponding to the most unstable
wavelength for O2 layers. The grid is chosen for all simulations so as to accommodate four wavelengths in
the streamwise and spanwise directions, and the evolution of the layer is meant to encompass roll-up and
two pairings of the four initial spanwise vortices into an ultimate vortex.
The boundary conditions are periodic in the streamwise and spanwise directions, and of outflow type for

real gas in the cross-stream direction, as derived by Okong’o and Bellan.19 The outflow type conditions are

5 of 15

American Institute of Aeronautics and Astronautics

gfeller kenette
Text Box
C.6



Table 2. Simulation parameters for supercritical temporal mixing layer database

Run HN400 HN500 HN600 HN800 OH750 OH550 OH500 OHe600
Species 2 C7H16 C7H16 C7H16 C7H16 O2 O2 O2 O2
Species 1 N2 N2 N2 N2 H2 H2 H2 He
T2 (K) 600 600 600 600 400 400 235 235
T1 (K) 1000 1000 1000 1000 600 600 287 287
ρ2/ρ1 12.88 12.88 12.88 12.88 24.40 24.40 24.51 12.17
p0 (atm) 60 60 60 60 100 100 100 100
Re0 400 500 600 800 750 550 500 600
λ1/δω,0 7.29 7.29 7.29 4.57 7.29 10.35 10.61 9.31
L1 (m) 0.200 0.200 0.200 0.125 0.200 0.284 0.284 0.255
L2 (m) 0.232 0.232 0.232 0.148 0.200 0.284 0.284 0.255
L3 (m) 0.120 0.120 0.120 0.075 0.120 0.170 0.170 0.153
N1 192 240 288 240 352 352 352 352
N2 224 288 336 272 352 352 352 352
N3 112 144 176 144 208 208 208 208
∆x (10−4m) 10.71 8.36 6.97 5.23 5.77 8.19 8.39 7.36
F2D 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.05
F3D 0.05 0.05 0.05 0.05 0.05 0.025 0.025 0.0125
t∗trans 150 155 135 100 150 270 290 220
Rem,trans 972 1250 1452 1258 1507 1907 1772 2004

All simulations have Mc.0=0.4, L1 = 4λ1 and L3 = 0.6L1. Ni is the number points in the xi-direction,
∆x = max {∆x1,∆x2,∆x3}.

essential to maintain numerical stability since the initial perturbation causes large pressure waves that must
be allowed out of the domain with minimal reflection.

B. Equation of state

The pressure is calculated from the well-known Peng-Robinson (PR) EOS, given T and the PR molar volume
(vPR), as

p =
RuT

(vPR − bm) −
am

(v2PR + 2bmvPR − b2m)
, (25)

where am and bm are functions of T and Xα. At high pressures, vPR may differ significantly from the actual
molar volume v.1 Both vPR and the volume shift (vS = v − vPR) can be calculated from the PR EOS
given p, T and Xα,13 although for the C7H16/N2 system vS is negligible. All thermodynamic quantities,
including αD, h, Cp = (∂h/∂T )p,X and the speed of sound (as), are calculated from the EOS using standard
thermodynamic relations.7, 8, 14 The implementation of the EOS to calculate p and T from ρ, e and Yα uses
an iterative scheme14 for O2/H2 and O2/He, and an energy fit8 for C7H16/N2.

C. Transport coefficients

The viscosity, the Schmidt number (Sc = µ/ (ραDD)) and the Prandtl number (Pr = µCp/ (mλ)) were
calculated from high-pressure single-species transport properties using mixing rules, as in Harstad and Bel-
lan.15 The calculated values were correlated, as summarized in Table 3, and these correlations are then used
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Table 3. Transport properties for binary mixtures. TR = (T1 + T2)/2, T in Kelvin.

System C7H16/N2 O2/H2 O2/He
µ = µR (T/TR)

n
n = 0.7 n = 0.75 n = 0.59

Sc ≡ µ/ (ραDD) 1.5− Y2
" ¡

1.334− 0.668Y2 − 0.186Y 22 − 0.268Y 62
¢

×
h
1 + (88.6/T )1.5

i #
Eq. 41

Pr ≡ µCp/ (mλ) 0.5Sc/ exp (−1.5Y2) 1.335/T 0.1 Eq. 40
αIK or αBK αIK = 0.1 (Ref. 12 ) αBK = 0.2 (Refs. 15,30 ) αBK = 0.25

T Range 500K—1100K 200K—800K 100K—900K
p Range 40 atm—80 atm ∼100atm ∼100atm

to compute the transport properties µ, D and λ. One of the thermal diffusion factors is specified, then the
other is calculated from

αBK = αIK − 1

RuT

m2m1

m

µ
h,2
m2

− h,1
m1

¶
(26)

where αBK is the Bearman-Kirkwood (BK) form of the thermal diffusion factor.

III. Results

The database used for the a priori analysis is summarized in Table 2. Note that the grid spacing is
uniform with ∆x1 ' ∆x2 ' ∆x3; we denote ∆x = max {∆xi}. The flow fields are filtered using a cubic-
top hat filter, for which the filtered value is simply the volume-average. The filter width used is ∆̄, with
∆̄/∆x=4 or 8. Further filtering is performed at the test-filter width ∆̂, with ∆̂/∆̄=1 or 2. All calculations
are performed on the DNS grid. The analysis is carried out at the transitional states listed in Table 2. The
differing thermodynamics of the various species-systems preclude matching of the initial density stratification
(ρ2/ρ1) or of the transitional momentum thickness9, 14 within the regimes of practical interest, since there
is not a simple relationship between the initial conditions and the transitional state. As a result, the O2
layers ended up with higher momentum-thickness Reynolds number, Rem, at the transitional state, with
the O2/He layer having the highest value of 2004. While the HN layers have lower initial ρ2/ρ1, they have
higher density gradient magnitude |∇ρ| δω,0/ (ρ2 − ρ1) at the transitional state, due to their higher mixture
non-ideality.10 Since the appropriate LES resolution (∆xLES) depends on the gradients of the filtered flow
field, the implication is that HN LES may require higher resolution relative to DNS (i.e., less grid coarsening,
smaller ∆̄/∆xDNS and ∆xLES/∆xDNS) than LES for the other species systems considered.

A. LES assumptions

Following a protocol previously used for an atmospheric two-phase mixing layer,22 we evaluate the following
LES assumptions, with a view to simplifying Eqs. 20—22:

ẽ = e
¡
φ
¢
, T = T

¡
φ
¢
, eT = T ¡φ¢ , p̄ = p

¡
φ
¢
, h̃ = h

¡
φ
¢

(27)

σij = σij
¡
φ
¢
, J̄αj = Jαj

¡
φ
¢
, q̄j = qj

¡
φ
¢
, uiσij = euiσij ¡φ¢ (28)

ρ̄κj =
1
2(ρuiuiuj − ρuiui euj) = ρ̄τ ijeui (29)

The LES assumptions tested are listed in Table 4, where the slopes from least-squares fit of the model
(RHS) to the terms (LHS) are tabulated. Correlations between the models and terms (not shown) were
excellent (typically above 98%), being somewhat lower for the larger filter width. Correspondingly, compared
to the values at the smaller filter width, the slopes in Table 4 also show greater deviation from the ideal value
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of unity at the larger filter width. The thermodynamic assumptions (Eq. 27) have less than 1% error on all the
flow fields. The assumptions for the viscous, heat and species-mass fluxes are almost as accurate, with errors
of about 4%. The model for the triple correlation (Eq. 29) appears to be the least accurate assumption, with
errors of up to 10%. Therefore, it would appear that the filtered thermodynamic quantities (internal energy,
temperature, pressure and enthalpy) and the filtered viscous, heat and species-mass fluxes can be adequately
modeled from the filtered flow field. The same results were previously obtained in an atmospheric-pressure
perfect-gas mixing layer,22 although here the species-mass and heat fluxes have a much more complicated
functional form (Eqs. 8 and 9), including Soret and Dufour (thermal diffusion) effects.
Incorporating the validated LES assumptions, Eqs. 19—22 become:

∂ρ̄

∂t
+
∂ρ̄ũj
∂xj

= 0 (30)

∂ρ̄ũi
∂t

+
∂ρ̄ũiũj
∂xj

= −∂p
¡
φ
¢

∂xi
+
∂σij

¡
φ
¢

∂xj
− ∂

∂xj
(ρ̄τ ij) (31)

∂ρ̄ẽt
∂t

+
∂ρ̃ẽtũj
∂xj

= −∂p
¡
φ
¢
ũj

∂xj
− ∂qj

¡
φ
¢

∂xj
+
∂σij

¡
φ
¢
ũi

∂xj
− ∂

∂xj

¡
ρ̄ζj
¢− ∂

∂xj
(ρ̄τ ijeui) (32)

∂ρ̄Ỹα
∂t

+
∂ρ̄Ỹαũj
∂xj

= −∂Jαj
¡
φ
¢

∂xj
− w̄α − ∂

∂xj

¡
ρ̄ηαj

¢
(33)

Eqs. 30—33 still contain unclosed terms, namely the SGS fluxes, that will be modeled explicitly.

B. SGS-flux models

The three basic models for the SGS fluxes (τ ij , ηαj , ζj) are
22 the Smagorinsky (SM) model, the Gradient

(GR) model and the Scale-Similarity (SS) model. For the a priori analysis, only constant coefficient versions
of these models can be considered, although dynamic-coefficient versions should also be studied in a posteriori
LES.23 Because dynamic models are based on the same concept as the SS model, the a priori evaluation of
that model should provide reasonable indications of the likely performance of dynamic models. Although
in this paper we will calibrate the constant-coefficients, it should be kept in mind that other effects that
cannot be studied a priori, such as the interaction of the resolved flow with the SGS, may dictate a different
value in actual LES. Note that the calibration will consider the same coefficient value for all SGS fluxes,
although practical implementation may require different values for different fluxes, in addition to the spatial
and temporal variation of coefficients that is afforded by dynamic modeling.23

The SM model, which is based on the gradient-diffusion (eddy-viscosity) concept, is24

τ ij − 1
3
τkkδij = −CSM∆̄2S

¡
φ̄
¢ ·
Sij
¡
φ̄
¢− 1

3
Skk

¡
φ̄
¢
δij

¸
(34)

ηαj = −CSM∆̄2S
¡
φ̄
¢ 1
2

∂Ỹα
∂xj

, ζj = −CSM∆̄2S
¡
φ̄
¢ 1
2

∂h̃

∂xj
(35)

where S2 (φ) = Smn (φ)Smn (φ). The Yoshizawa25 (YO) model for τkk is

τkk = CY O∆̄
2S2

¡
φ̄
¢

(36)

The GR model, derived from a Taylor series expansion, is26

τ ij = CGR∆̄
2 ∂ũi
∂xk

∂ũj
∂xk

, ζj = CGR∆̄
2 ∂h̃

∂xk

∂ũj
∂xk

, ηαj = CGR∆̄
2 ∂Ỹα
∂xk

∂ũj
∂xk

, σ2SGS = CGR∆̄
2 ∂ψ̃

∂xk

∂ψ̃

∂xk
(37)
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Table 4. Slopes from least squares fit of RHS/LHS. For quantities with more than one component, the slope
listed is that with the largest deviation from unity.

Run HN400 HN500 HN600 HN800 OH750 OH550 OH500 OHe600
t∗trans 150 155 135 100 150 270 290 220
Rem,trans 972 1250 1452 1258 1507 1907 1772 2004
ẽ = e

¡
φ
¢
(∆̄/∆x=4) 1.0001 1.0001 1.0001 1.0001 1.0000 1.0000 1.0000 1.0002

ẽ = e
¡
φ
¢
(∆̄/∆x=8) 1.0002 1.0002 1.0002 1.0002 1.0001 1.0001 1.0001 1.0006

T = T
¡
φ
¢
(∆̄/∆x=4) 0.9982 0.9989 0.9986 0.9983 0.9999 0.9999 0.9999 0.9999

T = T
¡
φ
¢
(∆̄/∆x=8) 0.9949 0.9968 0.9961 0.9953 0.9998 0.9998 0.9999 0.9998eT = T ¡φ¢ (∆̄/∆x=4) 0.9992 0.9947 0.9994 0.9993 1.0005 1.0006 1.0003 1.0005eT = T ¡φ¢ (∆̄/∆x=8) 0.9977 0.9985 0.9983 0.9980 1.0015 1.0018 1.0009 1.0015

p̄ = p
¡
φ
¢
(∆̄/∆x=4) 0.9996 0.9998 0.9996 0.9996 1.0001 1.0001 1.0001 1.0002

p̄ = p
¡
φ
¢
(∆̄/∆x=8) 0.9987 0.9993 0.9987 0.9986 1.0003 1.0003 1.0003 1.0005

h̃ = h
¡
φ
¢
(∆̄/∆x=4) 0.9999 1.0000 0.9999 0.9999 1.0000 1.0000 1.0000 1.0002

h̃ = h
¡
φ
¢
(∆̄/∆x=8) 0.9998 0.9999 0.9998 0.9998 1.0001 1.0001 1.0001 1.0005

σij = σij
¡
φ
¢
(∆̄/∆x=4) 0.9924 0.9969 0.9972 0.9912 1.0053 1.0038 0.9987 1.0171

σij = σij
¡
φ
¢
(∆̄/∆x=8) 0.9764 0.9867 0.9853 0.9610 1.0095 1.0057 0.9935 1.0273

J̄αj = Jαj
¡
φ
¢
(∆̄/∆x=4) 1.0086 1.0080 1.0099 1.0111 1.0035 1.0046 1.0032 1.0018

J̄αj = Jαj
¡
φ
¢
(∆̄/∆x=8) 0.9709 0.9861 0.9886 0.9653 1.0046 1.0078 1.0045 0.9964

q̄j = qj
¡
φ
¢
(∆̄/∆x=4) 1.0330 1.0253 1.0258 1.0456 1.0046 1.0053 1.0036 1.0027

q̄j = qj
¡
φ
¢
(∆̄/∆x=8) 1.0389 1.0344 1.0326 1.0365 1.0067 1.0093 1.0052 0.9971

uiσij = euiσij ¡φ¢ (∆̄/∆x=4) 1.0196 0.9980 1.0070 1.0112 1.0131 1.0093 1.0063 1.0026
uiσij = euiσij ¡φ¢ (∆̄/∆x=8) 1.0235 0.9854 0.9787 0.9325 1.0217 1.0197 1.0132 0.9941
ρ̄κj = ρ̄τ ijeui (∆̄/∆x=4) 0.9788 1.0453 0.9818 0.9535 0.9859 0.9946 1.0054 1.0099
ρ̄κj = ρ̄τ ijeui (∆̄/∆x=8) 0.9611 1.0845 0.9658 0.9070 0.9682 0.9862 1.0156 1.0131

where the SGS standard deviation, σSGS, of a generic variable ψ is defined as

σ2SGS

³
ψ̃
´
= fψψ − ψ̃ψ̃, σSGS

¡
ψ̄
¢
= ψψ − ψ̄ ψ̄ (38)

(Note: σSGS (ũ1) = τ11, σSGS (ũ2) = τ22, σSGS (ũ3) = τ33.) Theoretically, CGR is proportional to the
moments of inertia of the filtering volume; for a cubic top-hat filter CGR = 1/12.
The SS model, which postulates similarity between the SGS and the small resolved scale, is27

τ ij = CSS
³deuieuj − beuibeuj´ , ζj = CSS µd̃heuj − b̃hbeuj¶ , ηαj = CSS ³ d̃Yαeuj − b̃Y αbeuj´ , σ2SGS = CSS µc̃ψψ̃ − b̃ψ b̃ψ¶

(39)
where the overhat (b) denotes (unweighted) filtering at the test-filter level ∆̂. Two test filter widths are
considered, leading to models SS1 (∆̂/∆̄ = 1) and SS2 (∆̂/∆̄ = 2). While scale-similarity would imply that
CSS = 1, the actual value is filter-width dependent.22, 28, 29

Least squares fits of the exact SGS fluxes to the SGS-flux models produced the slope (exact/model) and
correlation for each SGS quantity; the model coefficient is the slope from the least squares fit. For each SGS
model, the calibrated SGS coefficient for a given run and filter width is obtained by averaging the slopes
obtained for each SGS quantity. The SM coefficient is based on 12 SGS quantities (6 independent τ ij , 3 ζj ,
3 ηj), whereas the GR and SS coefficients are based on an additional 6 SGS standard deviations. Due to the
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Table 5. Slopes from least-squares fit of SGS models to SGS quantities (slope=exact/model), OHe600, ∆̄/∆x=8.
The SM model τ ij is compared to the exact (τ ij − τkkδij/3). For ρ̄τkk using the YO model, the slope is 0.2275
and the correlation is 0.8332.

SGS quantity SM GR SS
³
∆̂/∆̄ = 1

´
SS
³
∆̂/∆̄ = 2

´
ρ̄τ11 0.0633 0.1269 1.4741 0.5141
ρ̄τ22 0.0241 0.1241 1.5030 0.5667
ρ̄τ33 0.0160 0.1210 1.4826 0.5574
ρ̄τ12 0.0366 0.1133 1.3331 0.4572
ρ̄τ13 0.0241 0.1158 1.4547 0.5348
ρ̄τ23 0.0160 0.1143 1.5005 0.6108
ρ̄ζ1 0.1662 0.1200 1.4647 0.5132
ρ̄ζ2 0.0607 0.1143 1.4389 0.4802
ρ̄ζ3 0.0522 0.1119 1.4371 0.4812
ρ̄η1 0.1683 0.1201 1.4641 0.5132
ρ̄η2 0.0591 0.1145 1.4378 0.4805
ρ̄η3 0.0509 0.1122 1.4360 0.4810
σ2SGS (ũ1) - 0.1200 1.4174 0.5088
σ2SGS (ũ2) - 0.1213 1.4535 0.5516
σ2SGS (ũ3) - 0.1190 1.4596 0.5602

σ2SGS

³
T̃
´

- 0.1204 1.7133 0.7200

σ2SGS

³
Ỹ2

´
- 0.1136 1.5360 0.6143

σ2SGS (p̄) - 0.1224 1.4021 0.5197
Average slope 0.0622 0.1180 1.4671 0.5369
Std. dev. of slopes 0.0577 0.0044 0.0230 0.0636
Average correlation 0.2313 0.9602 0.9492 0.8322

strong density variation, the actual calibration is performed for the product of density and SGS flux, that
appears in Eqs. 31—33. The slopes and the average of the correlations are listed for OHe600 in Table 5. The
correlations for the SS and GR models are typically better than 95% (better than 80% for SS2), whereas
the correlations for the SM model are at best 50% and are typically about 20%. Whereas the GR and SS
slopes have a narrow distribution, as indicated by their small standard deviation of the slopes, there is wide
variation among SM slopes, with the standard deviation of the SM slopes being comparable in magnitude
to the average. These characteristics of OHe600 are typical of all layers at both filter widths.
Figures 2 and 3 compare the different SGS-flux models in terms of their averages in homogeneous (x1, x3)

planes for OHe600. The calibrated coefficient values (that is, the average slopes) from Table 5 are used for
the comparison. The Smagorinsky model has poor agreement with the exact (computed) SGS fluxes for all
components, consistent with the low correlations; its deficiencies cannot be remedied by simply using different
coefficient values for the different types of fluxes. However, the Yoshizawa model correlates quite well (over
80%) with τkk, and in this case, where τkk dominates in τ ij , the combination with the Smagorinsky model
yields good predictions of τ11, τ22, and τ33. In marked contrast to the Smagorinsky model, the Similarity
and Gradient models clearly have both qualitative and quantitatively good agreement with the exact SGS
fluxes for all components.
The calibrated coefficients for all layers in Table 2 are tabulated in Table 6. The calibrated coefficients are

here compared to determine possible statistical equality of the values (based on t-tests with 5% confidence
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Figure 2. SGS fluxes and models for OHe600 with ∆̄/∆x=8, averages in homogeneous planes. ([ρ] ≡ ρ̄.)
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Figure 3. SGS fluxes and models for OHe600 with ∆̄/∆x=8, averages in homogeneous planes. ([ρ] ≡ ρ̄.)
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Table 6. Model cofficients calibrated from transitional states

Run HN400 HN500 HN600 HN800 OH750 OH550 OH500 OHe600
t∗trans 150 155 135 100 150 270 290 220
Rem,trans 972 1250 1452 1258 1507 1907 1772 2004

CYO
³
∆̄
∆x = 4

´
0.2751 0.2687 0.2583 0.2612 0.2396 0.2383 0.2398 0.2477

CYO

³
∆̄
∆x = 8

´
0.2751 0.2634 0.2471 0.2506 0.2144 0.2150 0.2137 0.2275

CSM
³
∆̄
∆x = 4

´
0.0726 0.0735 0.0655 0.0409 0.1442 0.1315 0.1293 0.0711

CSM

³
∆̄
∆x = 8

´
0.0742 0.0687 0.0579 0.0423 0.1232 0.1169 0.1138 0.0622

CGR

³
∆̄
∆x = 4

´
0.1372 0.1397 0.1346 0.1344 0.1284 0.1280 0.1275 0.1328

CGR

³
∆̄
∆x = 8

´
0.1254 0.1257 0.1193 0.1180 0.1115 0.1118 0.1112 0.1180

CSS

³
∆̂
∆̄
=1, ∆̄∆x=4

´
1.3352 1.3293 1.2938 1.2954 1.1312 1.1048 1.0983 1.2388

CSS
³
∆̂
∆̄
=1, ∆̄∆x=8

´
1.6891 1.6069 1.5399 1.5661 1.2920 1.2560 1.2448 1.4671

CSS

³
∆̂
∆̄
=2, ∆̄∆x=4

´
0.4934 0.4904 0.4705 0.4676 0.3845 0.3685 0.3655 0.4426

CSS
³
∆̂
∆̄
=2, ∆̄∆x=8

´
0.6998 0.6260 0.5770 0.5870 0.4469 0.4303 0.4243 0.5369

level). The YO coefficients range from 0.2137 to 0.2751, with the lower values for OH at the larger ∆̄/∆x,
while the HN values show little filter-width dependence. At fixed ∆̄/∆x, the OHe600 coefficient lies between
the HN and OH values, and is approximately equal to the average coefficient computed over all layers; this
behavior was also observed for all the other models. Except for the SM model, where the trend is reversed,
for a given ∆̄/∆x, the HN values are higher than the OH values. The range of coefficient values is 0.0409—
0.1442 (SM), 0.1112-0.1397 (GR), 1.0988—1.6891 (SS1) and 0.3655—0.6998 (SS2). For the SM model, the
coefficients are statistically independent of run and filter width, because the underlying the SM coefficients
have a large spread of slopes (large standard deviation, e.g. Table 5 for OHe600). This result indicates that
the correlation of the SM model with the SGS-fluxes is too poor for this calibration procedure to produce a
meaningful coefficient.
For the GR and SS models, the statistical equivalence of the coefficients in Table 6 mirrors the closeness

of numerical values, due to the small variation (small standard deviation) in the underlying slopes. For both
models, the coefficients are filter-width dependent for each run. At either ∆̄/∆x, the three OH coefficients
are (statistically) equal, the HN coefficients are also generally equal, and OHe600 is generally equal to the
closest HN value (HN600 or HN800). For the GR model, the HN400 and HN500 values at ∆̄/∆x = 8 are
equal to the OH values at ∆̄/∆x = 4. For the SS1 model, the HN values at ∆̄/∆x = 4 are equal to the
OH750 value at ∆̄/∆x = 8. For the SS2 model, the OHe600 value at ∆̄/∆x = 4 is equal to the OH values at
∆̄/∆x = 8. Based on the ∆̄/∆x- and run-dependence of the GR coefficients, it is anticipated that dynamic
modeling, wherein the model coefficient is computed during the LES from the LES flow field, will be required.
Because dynamic modeling is based on the SS model with CSS=1, the fact that the SS1 coefficient values are
closer to unity than are the SS2 values suggests that ∆̂ = ∆̄ has the greater potential for dynamic modeling.
An a posteriori study is needed to determine the sensitivity of the LES to the model coefficients.

IV. Summary and conclusions

Large Eddy Simulation (LES) equations have been derived for compressible real-gas non-ideal-mixture
flows, by applying a spatial filter to the Direct Numerical Simulation (DNS) equations. The LES equations
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contain unclosed terms that cannot be computed directly from the filtered flow field, including the SGS
fluxes that arise from filtering the convective terms. Using an existing DNS database of supercritical binary-
species temporal mixing layer simulations, explicit models for the SGS fluxes and simplifying assumptions
for the remaining unclosed terms were assessed a priori. The DNS database consists of transitional states of
high pressure heptane/nitrogen, oxygen/hydrogen and oxygen/helium layers. The various assumptions were
found to be valid, and the filtered thermodynamic quantities as well as the filtered viscous, species-mass and
heat fluxes were found to be well-approximated by using the DNS functional form on the filtered flow field;
the species-mass and heat fluxes contain Soret and Dufour effects, respectively. For modeling the SGS fluxes,
constant-coefficient versions of Smagorinsky, Gradient and Similarity models were assessed and calibrated
on the DNS database. The Smagorinsky model showed poor correlation with the exact SGS fluxes, while
the Gradient and Similarity models had high correlations. Furthermore, the calibrated coefficients for the
Gradient and Similarity models yielded good quantitative agreement with the SGS fluxes. However, compar-
ison among the layers in the DNS database revealed that, statistically speaking, the calibrated coefficients
were not generally valid. Future studies involve assessing the LES models a posteriori to determine their
predictive ability in reproducing the temporal and spatial evolution of the filtered flow field, with particular
interest on the sensitivity of the results to the value of the SGS-flux model coefficients.
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Appendix. Transport properties for O2/He mixtures

For O2/He mixtures, the Prandtl number is approximated as

Pr = 0.68 + 0.0283ξ − 0.5017ξ2 − 0.5390ξ3 +∆Pr (40)

where
ξ = min

¡
0.5, Y2 − 0.81θ0.35

¢
, θ = (T − 100) /800, 0 ≤ θ ≤ 1, (T in Kelvin)

For 0.02 ≤ θ ≤ 0.368, ∆Pr = 2.42Y 14.62 max (0.0,−0.23 (1 + ln θ)), otherwise ∆Pr = 0.
For O2/He mixtures, the Schmidt number is approximated as

Sc = Σ (Y2)
h
1 + (114/T )1.5

i
/ (1 +∆s) (41)

T < 200K: Σ =
¡
1.292− 0.757Y2 + 0.444Y 22 − 0.757Y 32

¢
T > 200K: Σ =

¡
1.318− 0.772Y2 + 0.453Y 22 − 0.772Y 32

¢
For p <30 MPa,∆s = min (0.08, 0.1264 + 0.226YR)+0.1 exp

¡−2400θ4.5¢ where YR = Y2−min ¡1, 0.5 + 0.78θ0.6¢,
otherwise ∆s = 0.
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Vortex identification in high-pressure flows
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High-pressure flows have distinctive visual features compared to low-pressure flows, particularly
regions of high-pressure-gradient magnitude resulting both from dynamic turbulent effects and from
thermodynamic mixing of species. Identifying a vortex may thus need a quantitative measure
beyond that of visual observations. Several quantitative measures previously proposed for vortex
identification are tested using an existing Direct Numerical Simulation database, and it is shown
that the second invariant of the velocity-gradient tensor best captures the vortical features of the
flow.
PACS: 47.27.Cn, 47.27.Eq

High-pressure flows occur in nature and in manufac-
tured items; prominent examples are the flow in the at-
mosphere of Jupiter and other large gaseous planets, and
diesel, gas turbine and rocket engines. Understanding
the atmosphere of gaseous planets relies on measurements
where the information consists mainly of visual and ther-
mal images of the flow over the planet. Also, valida-
tion of recently proposed models of high-pressure flows
[1—3] requires comparison with measurements, which are
mainly of visual nature [4]. The interpretation of flow
structures observed in these images is based on experi-
ence with low pressure flows, typically modeled as in-
compressible or compressible perfect-gas flows, whereas
at high pressures the fluid might no longer behave as a
perfect gas and will additionally exhibit significant varia-
tion in fluid properties such as density and temperature.
Therefore, the identification of flow structures, in partic-
ular, vortices, based on low-pressure behavior may lead to
misidentification in the high-pressure situation. In this
study, we develop quantitative criteria for the identifi-
cation of coherent structures, especially vortices, from
previously generated flow field data, to complement or
supersede the determination of flow structures by visual
inspection of instantaneous fields or flow animations. The
focus is on correlating visual images of flow features with
various quantities computed from the flow field data.
The quantities considered are the deformation tensor,

Dij = ui,j = ∂ui/∂xj , the strain rate Sij = (ui,j+ui,j)/2
and the rotation tensor Ωij = (ui,j − ui,j)/2 which are
the symmetric and anti-symmetric part of the deforma-
tion tensor, and the vorticity ωi = �ijkuj,k. Path lines
and stream lines have also been used for vortex iden-
tification, but are not considered here as they are not
Galilean invariant, i.e. they are reference-frame depen-
dent. Besides magnitude, other quantities based on D, S
and Ω can be defined using matrix analysis. For a 3-by-3
matrix, A, the characteristic equation

γ3 − I1γ
2 + I2γ − I3 = 0 (1)

has 3 eigenvalues γi (A), ordered as |γ1| ≤ |γ2| ≤ |γ3|,
where Ii (A) are the three invariants of A

I1 = Aii, I2 = (1/2)
¡
I21 − tr

¡
A2
¢¢
, I3 = detA. (2)

The characteristic equation 1 can have (i) all real roots
that are distinct, (ii) all real roots of which at least two
are equal, or (iii) one real root and a conjugate pair of
complex roots. Regions with complex roots are defined
by ∆ (A) > 0, where

∆ = 27I23 +
¡
4I31 − 18I1I2

¢
I3 +

¡
4I32 − I21I

2
2

¢
(3)

is the discriminant ofA. Furthermore, ifA is symmetric,
all its roots are real.
While the vorticity magnitude |ω|might seem the most

obvious indicator of vortical activity, subjective selec-
tion of the |ω| values to isolate the structures of inter-
est from near-wall or free-stream regions of high vortic-
ity [5—7] makes this criterion arbitrary. Chong et al. [8]
used D to classify three-dimensional flow patterns de-
fined by instantaneous streamlines for compressible and
incompressible flow; they conclude that ∆ (D) > 0 in the
vortex cores. For incompressible flow (I1 (D) = ui,i = 0,
I2 (D) = −(1/2)ui,juj,i), Jeong and Hussain [5] propose
that I2 (D) > 0 inside the vortex cores as a restriction of
∆ (D) > 0. Jeong and Hussain [5] also used, for incom-
pressible flow, the eigenvalues of the symmetric tensor
S2 +Ω2 to identify a vortex. They argued that a local
pressure minimum in a plane requires two positive eigen-
values of the pressure Hessian p,ij which appears in the
strain transport equation for incompressible flow

DSij
Dt

− νSij,kk +ΩikΩkj + SikSkj = −
1

ρ
p,ij . (4)

Neglecting the first two terms also appearing in that
equation, they considered ΩikΩkj + SikSkj = S2 + Ω2

to determine the existence of a local pressure minimum
due to vortical motion. They identified the vortex core
as a region with Λ2 ≡ γ2

¡
S2 +Ω2

¢
< 0. Analysis of

the strain transport equation for high-pressure flows with
strong density gradients [9] reveals that the additional
terms arising in compressible flow are in general non-
negligible; moreover, the vortex cores no longer coincide
with local pressure minima.
Therefore, there are four quantities that could poten-

tially be used for identifying vortical features: (1) The
discriminant of D, ∆ (D); (2) The second invariant of D,
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I2 (D); (3) The intermediate eigenvalue of S2 +Ω2, Λ2;
and (4) The vorticity magnitude, |ω|. Inside the vortex
cores, ∆ > 0 [8] and I2 > 0, Λ2 < 0 [5].
Comparative studies of these quantities for incompress-

ible flows have yielded mixed results [6, 7, 10—12], with
ensuing proposals for more complicated methods such as
pressure-based schemes [6], non-local analysis [7], eigen-
value analysis [10] or strain-based analysis of fluid tra-
jectories [11]. The assumptions underlying these schemes
are based on incompressible flow, and have not been val-
idated for compressible high-pressure flows. However,
Grinstein [13] and Fureby and Grinstein [14] successfully
performed flow visualizations for atmospheric-pressure
compressible jets using iso-surfaces of |ω| and Λ2. While
it is unlikely that a fully automatic feature identification
scheme can be easily developed for high-pressure flows,
aiding the interpretation of results by using flow visual-
ization to isolate regions of unusual activity is a viable
and worthwhile goal. In the present study, we plot iso-
surfaces of the four listed quantities using a database of
transitional states of a high-pressure mixing layer and as-
sess their ability to demarcate flow structures from the
background flow.
The database consists of direct numerical simulation

(DNS) data of high-pressure binary-species temporal
mixing layers undergoing transition to turbulence [2, 3];
the turbulence characteristics of the database, listed in
Table I, have been previously been examined in detail [9].
The mixing layer has two counter-flowing streams, with
species 1 in the upper stream and species 2 in the lower
steam. The coordinates are: streamwise (x1), cross-
stream (x2) and spanwise (x3). The boundary condi-

TABLE I: Simulation parameters for supercritical temporal
mixing layer database

Run HN500 HN600 HN800 OH500 OH750

Species 2 C7H16 C7H16 C7H16 O2 O2
Species 1 N2 N2 N2 H2 H2
T2 (K) 600 600 600 235 400
T1 (K) 1000 1000 1000 287 600
ρ2/ρ1 12.88 12.88 12.88 24.51 24.40
p0 (atm) 60 60 60 100 100

Re0 500 600 800 500 750

λ1/δω,0 7.29 7.29 4.57 10.61 7.29
L2 (m) 0.232 0.232 0.148 0.284 0.200
N1 240 288 240 352 352
N2 288 336 272 352 352
N3 144 176 144 208 208

∆x/δω,0 0.122 0.102 0.076 0.122 0.084

t∗trans 155 135 100 290 150
Rem,trans 1250 1452 1258 1772 1507

All simulations have convective Mach number of 0.4,
δω,0=6.86×10−3m, L1 = 4λ1 and L3 = 0.6L1. Li is the
domain length and Ni is the number points in the

xi-direction, ∆x = max {∆x1,∆x2,∆x3}, t∗ = t∆U0/δω,0.

a)

b)

FIG. 1: Contours for HN600 in the x3 = L3/16 plane: (a) vor-
ticity magnitude and (b) density gradient magnitude.

tions are periodic in the x1- and x3-directions, and of
outflow type for real gas in the x2-direction [15]. The
grid is chosen for all simulations so as to accommodate
four wavelengths of the initially imposed vorticity per-
turbations, of wavelengths λ1 and λ3 = 0.6λ1 in the x1-
and x3-directions respectively, and the evolution of the
layer encompasses roll-up and two pairings of the four
initial spanwise vortices into an ultimate vortex. The
layer is not symmetric in extent in the x2-direction, to
accommodate the larger layer growth in the lighter fluid
side. The free-stream density (ρ1 or ρ2) is calculated
for each pure species at its free-stream temperature (T1
or T2) and at the initial uniform pressure (p0). Error-
function profiles are used for the initial mean streamwise
velocity, mass fraction and temperature. The vorticity
thickness is defined as δω (t) = ∆U0/ (∂ hu1i /∂x2)max
where hu1i is the (x1, x3) planar average of the stream-
wise velocity, and ∆U0 = U1 − U2 is the velocity differ-
ence across the layer. U1 and U2 are selected to keep
the ultimate vortex stationary in the computational do-
main [1, 16, 17]. The specified value of the initial flow
Reynolds number, Re0 = (1/2) (ρ1 + ρ2)∆U0δω,0/μR is
used to calculate the reference viscosity μR. The grid
spacing is an approximately linear function of Re0, and
the number of nodes is high enough to resolve all flow
scales [2, 3]. The momentum thickness-based Reynolds
number, Rem = Re0 δm/δω,0, listed in Table I at the
transitional times, t∗trans, is larger than that typical of
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FIG. 2: Iso-surfaces for HN600: density gradient magnitude
(at 10% of maximum value).

the laminar regime.
The transitional states of the flow contain vortical

structures found in fully turbulent flow, as well as high
density gradient structures which are created both by
the distortion of the initial density interface between
the two streams and by mixing of the fluid in the two
streams (Fig. 1), depicting a flow similar to that exper-
imentally visualized at the edge of round jets [4]. The
three-dimensional counterpart of the density-gradient-
magnitude of Fig. 1 is plotted in Fig. 2. The four vor-
tex identification methods discussed above were exam-
ined using the DNS database and selected iso-surfaces of
the four quantities are plotted in Fig. 3.
The criteria ∆ > 0 (Fig. 3a) and Λ2 < 0 (Fig. 3c)

yield only a few small localized structures. In contrast,
plotting iso-surfaces of I2 > 0 (Fig. 3b) yields struc-
tures distributed throughout the layer; the long thin
structures correspond to the initial streamwise vortices
that have been distorted by the flow and lie along the
high-density-gradient magnitude regions. Shorter struc-
tures with a more random orientation indicate turbulence
within the flow. Structures identified using iso-surfaces
of |ω| (Fig. 3d) appear to be confined to the edges of the
layer and seem to be a subset of those in Fig. 3b. In
comparing the four methods, the I2 > 0 method appears
to produce the most realistic structures, and seems to
capture structures in all regions of the flow.

Illustrated in Fig. 4 are vortical features from several
simulations listed in Table I; the vortical features are
identified using the second invariant criterion. The di-
versity of the features is noticeable. This bodes well on
the ability of this method to distinguish specific features
of the flow, and thus to both be able to extract vortical
features from visual data and to enable appropriate com-
parisons between experiments and numerical simulations
for the purpose of model validation.

This work was conducted at the Jet Propulsion Lab-
oratory (JPL), California Institute of Technology (Cal-
tech) and sponsored by the National Aeronautics and
Space Administration (NASA). Portions of the iso-
surface generation program were developed at the Na-
tional Center for Supercomputing Applications at the
University of Illinois at Urbana-Champaign. Computa-
tions were performed at the JPL Supercomputing Center.
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a) b)

c) d)

FIG. 3: Iso-surfaces for HN600: a) ∆ > 0, b) I2 > 0, c) Λ2 < 0, and d) |ω| (at 20% of maximum value). Levels are:
∆ (δω,0/∆U0)

6=9.14×10−3, I2 (δω,0/∆U0)
2=0.10, Λ2 (δω,0/∆U0)

2=-1.83×10−2, |ω|2 (δω,0/∆U0)
2=1.4711.

a) b)

c) d)

FIG. 4: Iso-surfaces of I2 > 0: (a) HN500, (b) OH500, (c) HN800, and (d) OH750. Levels are I2 (δω,0/∆U0)
2 =0.07(HN500),

0.12(HN800), 0.016(OH500), 0.018(OH750).
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