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Coping with the Bounds

Speculations on 
Nonlinearity

in Military Affairs

Tom Czerwinski



“I am convinced that the nations and people
who master the new sciences of complexity will
become the economic, cultural, and political
superpowers of the next century.”

Heinz Pagels

Physicist, author of Dreams of Reason, and inspira-
tion for the character of the Chaos scientist in the
book and film “Jurassic Park.” Died climbing a
mountain in 1988.
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Foreword

or years, the private sector has been immersed in such
works as Thriving In Chaos by Tom Peters and The Fifth

Dimension by Peter M. Senge. This book is perhaps the first to
directly engage the defense establishment along the same lines.

The theme of this work is that conventional, or linear, analysis
alone is not sufficient to cope with today’s and tomorrow’s
problems, just as it was not capable of solving yesterday’s. Its
aim is to convince us to augment our efforts with nonlinear
insights, and its hope is to provide a basic understanding of
what that involves.

Murray Gell-Mann, a Nobel Laureate in physics, has defined
the challenge:

When dealing with any nonlinear system, especially a
complex one, it is not sufficient to think of the system in
terms of parts or aspects separately, and finally to combine
those analyses in an attempt to describe the entire system.
Such an approach is not, by itself, a successful way to
understand the behavior of the system. In this sense there
is truth in the old adage that the whole is more than the
sum of its parts. . . . It is of crucial importance that we
learn to supplement those specialized studies with what I
call a crude look at the whole.

F
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Tom Czerwinski brings to this challenge his experience teach-
ing nonlinearity to sudents of the National Defense University.
He has formulated an approach that calls for intertwining, or
meshing, linear and nonlinear reductionist techniques. His
terms are “Tools of Analysis” for linear techniques and “Aids
to Learning” for nonlinear approaches. The latter are set forth
as a means to attain Gell-Mann’s “crude look at the whole.”
As you will find, these Aids to Learning are still in the forma-
tive stage and very different both in methodology and
expectations, requiring new ways of thinking and acting.

Nevertheless, I am convinced that the ability to thrive in non-
linear environments will have to be among the core
competencies of the warrior and stateman of the 21st century
if the United States is to maintain its position. It may be that
attaining that ability lies at the heart of the Revolution in Mili-
tary Affairs that we seem certain is present, but that has
proven so elusive.

Richard A. Chilcoat
Lieutenant General, U.S. Army
President, National Defense University
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The field of nonlinear studies, including chaos theory and
complexity theory, both as pure and applied science, is evolv-
ing and has almost as many viewpoints as practitioners.
Therefore, anyone proposing, at this date, to interpret the
meaning of nonlinearity for national security and military
strategy and operations must by necessity assume the provi-
sional nature of those efforts, running the risk of being found
to be erroneous. I accept these assumptions and have written
this work fully conscious of them; being on the one hand, as
careful as the limits of my knowledge allow, and on the other,

I
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not allowing them to overly constrain me in the paths where
my thoughts on nonlinearity led me. As a teacher, my first
obligation is not to pristine precision, but to the sweaty intel-
lectual inconvenience of finding a way to get the point across
to students without unduly mangling the matter. That is
always a judgment call. The result is mine alone, and I am
responsible for errors in both fact and interpretation.
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Introduction

his book is about the implications of the new nonlinear
sciences for national security and military affairs. Uncer-

tainty is with us, and chaos theory rooted in physics and
chemistry tells us why it is inevitable, pervasive, and won’t go
away. Fortunately, there is the “companion” new science of
complexity, rooted in biology, which provides insights into what
we can do about that. 

I have adopted the term nonlinearity as a convenient umbrella
for all of the various terminology and concepts which have
proliferated in the field–deterministic chaos, fractals, self-orga-
nizing systems far from thermodynamic equilibrium, complex-
ity and complex adaptive systems, self-organizing criticality,
cellular automata, solitons, and so on–because they all globally
share this property. 

Nonlinearity reflects the science of the Information Age, rather
than its technology. Currently, the awareness level about that sci-
ence is low in comparison to the omnipresent technology. This
book is intended to help correct this dangerous imbalance. In
fact, the Information Age and its technology are largely con-
sidered to be synonymous in both the public and the military
mind. The Revolution in Military Affairs debate to date has
largely been shaped by that technology, including the perva-
sive rush of chip advances, computer utilities, and an

T
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increasingly Internetted world. The science is in its infancy,
and is more about biology than about physics. It is some 20
years old, and required the computer to be invented before it
could itself be discovered. This science has its own jargon:
phase states, bifurcations, strange attractors, emergence, criti-
cality and path-dependence, to name a few. However, its
message is post-Newtonian. 

By “Newtonian,” we mean the arrangement of nature–life and
its complications–to be a linear phenomenon. Inputs in a lin-
ear phenomenon are proportional to outputs, facilitating
prediction by careful planning; success is by detailed monitor-
ing and control; and a premium is placed upon linear
reductionism, rewarding those who excel in such reductionist
processes. Linear reductionist analysis consists of taking large,
complex problems and reducing them to manageable chunks.
This form of reductionism works in environments that are
effectively linear, where the test of wills, the conflict of inter-
ests, and the collision of agendas are largely absent. 

By “post-Newtonian,” we mean the arrangement of nature–
life and its complications, such as warfare–to be nonlinear,
where inputs and outputs are not proportional; where phe-
nomena are unpredictable, but within bounds are self-organizing;
where unpredictability frustrates conventional planning;
where solution as self-organization defeats control as we think
of it; and where a premium is placed on nonlinear reduction-
ism. And where rewards go to those who excel in coping with the
bounds in order to command and manage–not in prediction
and control.

I have become convinced that nonlinearity does not pose a
revolutionary challenge in the sense of being a trumpet of the
“new,” or yet another siren song for novelty. Instead, it for the
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most part privileges, reinforces, and gives the edge to certain
practices over others forged in the school of hard knocks and
trial and error. Humankind has been around a long time and
is very resourceful. The effect of conscious nonlinearity will
largely be to go back over alternatives and choices with a dif-
ferent lens and say, “Hey, you overlooked this,” or “That one
is better,” or “Yes, you were right all along.” The nonlinearist
job is not so much to invent, but to reaffirm, review, and
improve. The human being is smart, and has through history
tried lots of things. With our new knowledge, we can make
good those efforts where they fit, by recognizing them and
promoting them. It may be that the strength and staying
power of nonlinearity will turn out to be that, like Clausewitz’s
On War, it operates in a deeply historical, organic context, as
opposed to “cutting-edge” faddism. 

In fact, Clausewitz is the emblem of nonlinearity in military
affairs. It is said that Clausewitz is more often quoted than
read. The reason is simply that he is hard to read linearly. We
only learned this in 1992, with the publication of “Clausewitz,
Nonlinearity and the Unpredictability of War,” by Alan Bey-
erchen. The message is both profound and fundamental. This
paper is so important that it is reproduced in its entirety in the
Appendix. It forms the basis for the neo-Clausewitzian view: the
synthesis of nonlinear science and Clausewitz’s words to form
a powerful and contemporary message. The rest of this book
can be regarded as a supplement. 



Part One

Linearity +
Nonlinearity

This section introduces nonlinearity. It contains
the theoretical material underlying the rest of
the text, and introduces the idea of nonlinear
reductionist techniques.
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Chapter 1

Nonlinearity:
An Introduction

The chess-board is the world; the pieces are the phenom-
ena of the universe; the rules of the game are what we call
the Law of Nature. 

- T. H. Huxley

n this chapter, we will cover the bare essentials to get us
started. There are a lot of aspects of the nonlinear sciences

that we will not cover, such as fractals, solitons, cellular
automata, and a host of other subjects. Not because they are
uninteresting or unimportant, but because we can get there
without them. On the other hand, in the notes are some good
sources to read to learn more.1 Our approach will be to briefly
contrast linearity and nonlinearity, and then concentrate on
the characteristics of complex adaptive systems, which is key to
grasping the rest of the material.

I
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Linearity
We are essentially linear creatures. Whether this is the native
mode of humanity or whether it is primarily the result of
acculturation is open to question. It can be observed that non-
linearity is more prevalent in contemporary non-Western
cultures, and indeed in Western culture itself, prior to the
modern era. However, it is unarguable that our society fosters
and rewards linear behavior and performance from kindergar-
ten on. Our educational system teaches it and grades on it, our
workplaces hire, fire, and promote on it, our governmental
and social programs are designed and executed on it, and it
drives national security policy, military strategy, and opera-
tions. Often associated with the name of Sir Isaac Newton,
Newtonian, or linear, science became a powerful philosophy
to both describe and ultimately control nature, which has
proved to be largely illusory.

But what is it? The features of linearity include proportionality,
additivity, replication, and demonstrability of causes and effects. With
proportionality, small inputs lead to small outputs, greater inputs
to larger consequences in an environment where these causes
and effects are demonstrably and effectively measurable. Like
the linear mathematical equation, only one valid answer is
possible, permitted, or expected.

Further, the linear principle of additivity provides that the
whole is equal to the sum of its parts. This promotes and legit-
imizes reductionism, the practice of taking a complicated and
large problem and breaking it into more manageable pieces,
analyzing the constituent parts, and arriving at a conclusion.
The assumption, of course, is that the cumulative analytic
product represents a valid derivative of the original whole,
faithful and complete. Replication means that the same action or
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experiment under the same conditions will come out the same
way; that results are repeatable, and therefore, independently
verifiable. Finally, cause and effect are demonstrable. This can hap-
pen in a number of ways: observed, inferred, extrapolated,
statistically validated, and so on. Therefore, the nature of lin-
ear systems is that if you know a little about their behavior,
you know a lot. You can extrapolate, change scales, and make
projections with confidence. Unlike nonlinearity, in which
2+2 may yield oranges, in linearity you can rely on the 4.

Two historical factors have reinforced a linear mindset within
the U.S. military establishment. The first is the result of the
Cold War, in which we lived and struggled for 40 years in a
bipolar world, dominated by the USSR and the United States.
Two-body problems lie generally in the linear to mildly non-
linear range. In other words, the Cold War marked by the
interactions of two world powers habituated participants to an
essentially linear environment. The second factor is America’s
historical industrial and technological prowess, which has
favored a military strategy of attrition through the use of over-
whelming force wherever it could be brought to bear.
Overwhelming force can, in effect, significantly linearize con-
flict. If the odds are big enough, the inherently nonlinear
characteristics of warfare don’t count as much.

Nonlinearity
Nonlinearity, which covers such concepts as chaos theory and
complexity theory, does not conform to those qualities found
in linearity. It is not proportional, additive, or replicable, and
the demonstrability of causes and effects are ambiguous.
Inputs and outputs are not proportional. The whole is not
quantitatively equal to its parts, or even qualitatively recogniz-
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able in its constituent components. Results cannot be assumed
to be repeatable; the same experiment may not come out
exactly the same way twice. A contributing cause to this condi-
tion is the phenomenon of nonlinear dynamics, whereby
outcomes are arbitrarily sensitive to tiny changes in initial
conditions. 

As a result, if you know a little about a nonlinear system, you
don’t know a lot. We cannot extrapolate, change scale, or
project. The lack of predictability frustrates planning and con-
trol, as we use the terms. Yet, the vastness of the nonlinear
world dwarfs the linear. So we must learn to deal with it. Alan
Beyerchen, of Ohio State University, addresses this need in
practical national security terms. 

Why harp on nonlinearity? Why does it matter? One rea-
son for emphasizing nonlinearity is that it constitutes the
well-established mathematical property underlying and
making coherent all the faddish-sounding new sciences:
deterministic chaos, fractals, self-organizing systems far
from thermodynamic equilibrium, complexity and com-
plex adaptive systems, self-organizing criticality, cellular
automata, solitons, and so forth. It was in various ways
sensed by the ancient Greeks. . . . Yet no one before the
late twentieth century could solve the interesting problems
posed by nonlinear equations. There are no analytical
techniques that work well, and numerical methods were
just too cumbersome and time-consuming. Most scientists
just bracketed out the nonlinear elements of their equa-
tions and went with the idealized linear approximation.
Now computers allow us to go after many formerly intrac-
table problems using the computer to pursue numerical
solutions.
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The connotations of linearity still drive a great deal of our
thinking, especially in mechanics and the many social sci-
entific disciplines that implicitly try to copy the success of
mechanics. Linearity offers structural stability and empha-
sis on equilibria. It legitimates simple extrapolations of
known developments, scaling and compartmentalization.
It promises prediction and thus control–very powerful
attractions indeed. But linear systems are often restrictive,
narrow, and brittle. They are seldom very adaptive under
significant changes in their environment. Bureaucracy is
the quintessential linearization technique in social affairs.

The connotations of nonlinearity are a mix of threat and
opportunity. Nonlinearity can generate instabilities, dis-
continuities, synergisms, and unpredictability. But it also
places a premium on flexibility, adaptability, dynamic
change, innovation, and responsiveness. . . .

What is the utility of thinking about war–for our potential
opponents and ourselves–in nonlinear terms, especially in
the high-tech, research-forefront metaphorical terms from
the new sciences? For our opponents the usefulness may be
the same as it was for Clausewitz. The Germans were
underdogs to the French, and Clausewitz wanted to
understand and use against the French their blindspots.
He also needed to be the champion of disproportionate
effects and unpredictability, for in a linear, predictable
world Prussian resistance to Napoleon after 1807 was
futile. The opponents of the United States will be looking
for our blindspots in an effort to seize opportunities to sur-
prise and shock us. They may also be able to compensate
for their disadvantage in a military confrontation such as
the Gulf War by consciously striving to affect the political
context in order to change the conduct of warfare. An
understanding of the porousness of the boundaries
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between politics and war can be a real weapon against
those who envision those boundaries to be impermeable.

We need for our own sake to understand the limitations
our imagination places upon us. Linearity is excellent for
the systems we design to behave predictably, but offers a
narrow window on most natural and social systems. That
narrowness sets blinders on our perception of reality and
offers a weakness for an opponent to exploit. But if we
know our limits, we can minimize the extent and duration
of our surprise, reducing its value. And an expanded sense
of the complexity of reality can help us to be more success-
fully adaptive amid changing circumstances. By thinking
more constructively about nonlinearity, we might be able
to design more robust systems when we need them. A new
form of modeling that takes such concepts as self-organiza-
tion to heart allows structures to bubble up from below
rather than be imposed from above. With such tools we
might come to understand better the biological and histor-
ical processes with which we must deal. And we may come
to realize how conventional, analytical predictive tech-
niques can themselves stimulate a self-defeating,
unfulfillable desire to control more of the real world
around us than is truly possible.2

Complex Adaptive Systems (cas)
Fundamental to an understanding of nonlinearity is an under-
standing of complex adaptive systems, or cas, which are the
“engines” that drive nonlinearity. 

Complex adaptive systems are quite different from most
systems that have been studied scientifically. They exhibit
coherence under change, via conditional action and antic-
ipation, and they do so without central direction. At the
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same time, it would appear that cas have lever points,
wherein small amounts of input produce large, directed
changes. It should be easier to discover these lever points
if we can uncover general principles that govern cas
dynamics. Knowing more about lever points would, in
turn, provide us with guidelines for effective approaches
to cas-based problems, such as immune diseases, inner-
city decay, industrial innovation, and the like. . . . We are
only at the beginning of the search for general principles,
but we do have some hints as to what those principles
might be.3

Complex adaptive systems, or cas, contain seven basic
attributes. These consist of four properties (aggregation, non-
linearity, flows, and diversity), and three mechanisms (tagging,
internal models, and building blocks.)

Aggregation

The first property of cas is aggregation, which “concerns the
emergence of complex large-scale behaviors from the aggre-
gate interactions of less complex agents. . . .” Aggregates so
formed can in turn act as agents at a higher level–meta-agents.
Holland cites examples:

Gross National Product (GNP) as an emergent aggregate
property of the aggregate of the economy consisting of
firms; individual identity from the immune system com-
posed of anti-bodies, and behavior from the nervous
system comprised of neurons.4

Emergent behavior, that is, activities that could not be pre-
dicted from the system’s parts, is a feature of non-additivity–
that the sum of the parts of cas is not equal to the whole.
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Another way to view emergence is provided by the following
hierarchy:

Universe

Earth

Ecosystems

Organisms

Cells

Molecules

Atoms

Particles

Note that the structure is hierarchical, but not in the bureau-
cratic sense. For all of the talk one hears today about the
demise of “tyrannical” hierarchies and the rise of “net-
worked” organizations such as the Internet, nature doesn’t
work that way. 

A good example of emergent behavior is also demonstrated by
a popular simulation known as “boids,” in which a few simple
rules result in quite complex behaviors akin to the flocking of
birds or the schooling of fish. A good Internet site for “boids”
is Professor Brakke’s Web site at Susquehanna University.

Tagging

The first mechanism of cas is tagging, which 

consistently facilitates the formation of aggregates. . . . The
most familiar example is a banner or flag that is used to
rally members of an army or people of similar political
persuasion. A more operational version of a tag in these
days of the Internet is the header on a message that knits
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together members of a bulletin board or conference
group. . . cas use tags to manipulate symmetries. . . . The
classic example of a full-blown symmetry is a perfect
sphere, say the white cue ball in billiards. [C]onsider a set
of cue balls in rapid motion on a billiard table. . . after a
strong ‘break.’ We cannot distinguish the individual cue
balls unless we keep a careful record of their trajectories.
But again, we can break the symmetry with a tag. If we put
a striped cue ball in with the other cue balls, we can easily
track it despite its motion. . . .

[Tags] allow agents to select among agents or objects
that would otherwise be indistinguishable [and] provide
a sound basis for filtering, specialization, and coopera-
tion. This, in turn, leads to the emergence of meta-
agents and organizations that persist even though their
components are continually changing. Ultimately tags
are the mechanism behind hierarchical organization–the
agent/meta-agent/meta-meta-agent/. . . organization
so common in cas.5

Nonlinearity

The second property of cas is nonlinearity. It is not unusual to
have a word stand for two meanings when it has both macro
and micro relevance, depicting both a global and interior con-
dition: for example, “man” as a species and “man” as an
individual. This is the case here, in which nonlinearity stands
for a field as a whole as well as a specific property of cas.

It is little known outside of the world of mathematics that
most of our mathematical tools, from simple arithmetic
through differential calculus to algebraic topology, rely on
the assumption of linearity. Roughly, linearity means that
we can get a value for the whole by adding up the values of
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its parts. . . . Whole branches of mathematics are devoted
to finding linear functions that are reasonable approxima-
tions when linearity cannot be directly established.
Unfortunately, none of this works well for cas. To attempt
to study cas with these techniques is much like trying to
play chess by collecting statistics on the way pieces move in
the game.6

One of the most valuable databases known contains the metic-
ulous records kept by the Hudson Bay fur company, which
goes back over 150 years. These have been studied in great
detail, and a model has been developed that can account for
the year-to-year fluctuations in the number of fur pelts
acquired. This model deals with the interactions of predator-
prey populations, and in this instance, the predator is the lynx
and the prey is the hare. It is also one of the simplest illustra-
tions of nonlinearity. The model consists of three factors: (1) a
constant which indicates how efficient the predator is based on
how much of its territory it searches each day, (2) the number
of predators in a given area, and (3) the number of prey in the
same area. Let’s say that the efficiency of lynx is 50 percent. A
wolf pack’s might be different. So if there are 2 lynx per square
mile and 10 rabbits, you multiply the three terms, or 50 per-
cent x 2 x 10=10 encounters. If you double the number of lynx
and hares, you get 50 percent x 4 x 20=40 encounters. So dou-
bling the number of agents in the system results in quadrupling
the number of interactions. 

This nonlinearity occurs 

because it entails the product of two distinct variables
instead of their sum. That is, the overall predator-prey
interaction cannot be obtained merely by adding predator
activity to prey activity. . . even in the simplest situations
nonlinearities can interfere with the linear approach to
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aggregates. That point holds in general: nonlinear inter-
actions almost always make the behavior of the aggregate
more complicated than would be predicted by summing
or averaging.7

Flows

The third property of cas is the idea of flows, and they also
form the basis for centers of gravity. Pat A. Pentland, a pilot
with over 2,400 hours in the A-10, has developed an approach
to centers of gravity based upon the principles of nonlinear
dynamics, as well as a large dose of ideas from anthropology.
His formulation uncannily follows exactly the concept of flows
in complex adaptive systems presented here. See Center of Grav-
ity Analysis and Chaos Theory in the Appendix.

You can 

[t]hink of flows over a network of nodes and connectors.
The nodes may be factories, and the connectors transport
routes for the flow of goods between the factories. Similar
[node, connector, resource] triads exist for other cas:
[nerve cells, nerve cell interconnections, pulses]; [species,
foodweb interactions, biochemicals] for ecosystems; [com-
puter stations, cables, messages] for the electronic Internet;
and so on. . . In general terms, the nodes are processors–
agents–and the connectors designate the possible interac-
tions. In cas the flows through these networks vary over
time; moreover, nodes and connections can appear and
disappear as the agents adapt or fail to adapt. Thus, nei-
ther the flows nor the networks are fixed in time. They are
patterns that reflect changing adaptations as time elapses
and experience accumulates.8
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There are two attributes of flows that confound linear analysis.
One is the multiplier effect, which is a major feature of networks
and flows, whether money, information, or goods. To illus-
trate, community economic development specialists estimate,
as a rule of thumb, that for every $75,000 a business generates
in gross receipts, one direct job is created. In addition, how-
ever, another indirect job is also created. The latter is the
multiplier effect. But that job has no association with the creat-
ing business; it is a disembodied derivative–a connector or
interaction-based ingredient. Actually, the rule of thumb does
not work well at the level of the individual firm, or even indus-
try. The jobs show up in counts at the macro-level, the county
or state level, but no more precise cause-and-effect relation-
ships can be established because they are hidden in the
interactions. Once again, the whole is not equal to the sum of
the parts.

The other attribute of flows that confounds linear input/out-
put is the effect of recycling, whereby the “aggregate behavior
of a diverse array of agents is much more than the sum of the
individual agents,”9 and is thus a source of nonlinearity. This
recycling, however, is also “hidden” within the interactions of
the system(s). Once again, as with the multiplier effect, the
micro-effects are masked, but evident at macro-levels.

The role of tags is that they 

almost always define the network by delimiting the critical
interactions, the major connections. Tags acquire this role
because the adaptive processes that modify cas select for
tags that mediate useful interactions and against tags that
cause malfunctions. That is, agents with useful tags spread,
while agents with malfunctioning tags cease to exist.10
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It would be fair to say that tags indicating multiplier
effects and recycling behavior would tend to favor agents
carrying them. 

Diversity

The fourth property of cas is the diversity of agents within the
system(s). The agents within cas comprise a diverse commu-
nity marked by perpetual novelty. You might think that cas,
for the sake of economy and efficiency, would favor the evolu-
tion of a few kinds of “general purpose” agents that are highly
adapted, or optimized, to take advantage of a large range of
opportunities. But cas does not do that because the inevitable
stagnation of equilibrium would result. Instead, in a process
that is neither accidental nor random, cas seems to consist of
hierarchies of “slots,” occupied by agents. When an agent is
removed from the system by losing its stability with the envi-
ronment, which includes other agents, it leaves a hole. This is
filled in a cascade effect by another agent similar to the
former inhabitant, but different enough to achieve the stabil-
ity to occupy the slot. Other things being equal, the agents
with recycling capability to conserve resources, or possessing
a multiplier effect, are favored.

This seems to argue, at the micro-nonlinear level of human
affairs, for a population of agents that are, within bounds,
mildly heterogeneous yet sufficiently differentiated, competi-
tive enough to produce multiplier effects, and cooperative
enough to recycle resources. Students are quick to point out
that the unique characteristics of the people of America and its
turbulent culture have historically fostered these qualities. In
fact, America’s success may be, in no small measure, due to
the fact that Americans make for a pretty darn good natural
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cas. However, it is more than likely that recent movements
which define “diversity” in terms of political correctness, for
example, actually decrease that essential diversity so essential
for cas. If the factor is significant, we will either bear the conse-
quences or have to make some hard choices.

Internal Models

A second mechanism of cas are internal models that give them
the power to anticipate. 

[T]he agent must select patterns in the torrent of input it
receives and then must convert those patterns into
changes in its internal structure. Finally, the changes in
structure, the model, must enable the agent to anticipate
the consequences that follow when that pattern (or one
like it) is again encountered. How does an agent distill
experience into an internal model? How does an agent
unfold the model’s temporal consequences to anticipate
future events?

To make a start on these questions, let’s take a closer look
at models as predictors. We usually ascribe prediction only
to “higher” mammals, rather than taking it as a property
of all organisms. Still, a bacterium moves in the direction
of a chemical gradient implicitly predicting that food lies in
that direction. The mimic survives because it implicitly
forecasts that a certain pattern discourages predators.
When we get to the so-called higher mammals, the models
do depend more directly on the agent’s sensory experi-
ence. A wolf bases its movements on anticipations
generated by a mental map that incorporates landmarks
and scents. Early humans built Stonehenge as an explicit,
external model that helped predict the equinoxes. Now we
use computer simulations to maker predictions ranging
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from the flight characteristics of untried aircraft to the
future gross domestic product. In all these cases prediction
is involved, and in the last two cases external models aug-
ment internal models.

Taking these models into account we will find it useful to
distinguish two kinds of internal models, tacit and overt. A
tacit internal model simply prescribes a current action,
under an implicit prediction of some desired future state, as
in the case of bacterium. [BOIDS is also a good example of a
tacit or low-level model.] An overt internal model is used as a
basis for explicit, but internal, explorations of alternatives,
a process often called lookahead. The quintessential example
of lookahead is the mental exploration of possible move
sequences in chess prior to moving a piece. Both tacit and
overt models are found in cas of all kinds–the actions and
identity supplied by an immune system fall at the tacit end
of the scale, whereas the internal models of agents in the
economy are both tacit and overt. . . .11

Building Blocks

The third mechanism of cas are building blocks, which you
will see again in Chapter 10 where we will cover pattern
recognition. 

In realistic situations an internal model must be based
on limited samples of a perpetually novel environment.
Yet the model can only be useful if there is some kind of
repetition of the situations modeled. How can we
resolve this paradox?

We get the beginnings of an answer when we look to a
common-place human ability, the ability to decompose a
complex scene into parts. When we do this, the compo-
nent parts are far from arbitrary. They can be used and
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reused in a great variety of combinations like a child’s set
of building blocks. Indeed, it is evident that we parse a
complex scene by searching for elements already tested for
reusability by natural selection and learning. . . . 

Wherever we turn, building blocks serve to impose regu-
larity on a complex world. We need only look at the use of
musical notation to transmit the endless variety of music,
or the use of a limited range of morphologies to describe
the tremendous spectrum of animal structures. The point
applies with at least as much force to our everyday
encounters. If I encounter a “flat tire while driving a red
Saab on the expressway,” I immediately come up with a
set of plausible actions even though I have never encoun-
tered this situation before. I cannot have a prepared list of
rules for all possible situations, for the same reason that the
immune system cannot keep a list of all possible invaders.
So I decompose the situation, evoking rules that deal with
“expressways,” “cars,” “tires,” and so on, from my reper-
toire of everyday building blocks. By now each of these
building blocks has been practiced and refined in dozens
or hundreds of situations. When a new situation is encoun-
tered, I combine relevant, tested building blocks to model
the situation in a way that suggests appropriate actions and
consequences. . . .12

Putting It All Together
In a fascinating reprise, Holland uses the seven basics we
have just covered to describe New York City as a complex
adaptive system:

Agents formed by aggregation are a central feature, typified
by firms that range from Citibank and the New York Stock
Exchange to the corner deli and the yellow cab. These



Chapter 1 23

agents determine virtually every fiscal transaction, so that
at one level of abstraction the complex adaptive system
that is New York City is well described by the evolving
interactions of these agents. We have only to look to adver-
tising, trademarks, and company logos to see how tags
facilitate and direct these transactions. The diversity of these
tags underscores the variety in the city’s firms and activi-
ties, and the complex flow of goods into, out of, and
through the city that results. That New York retains both a
short-term and a long-term coherence, despite diversity,
change, and lack of central direction, is typical of the enig-
mas posed by cas. As is usual, nonlinearities lie near the
center of the enigma. New York’s nonlinearities are partic-
ularly embedded in the internal models–models internal to
the firms–that drive transactions. These models range
from spreadsheets to sophisticated corporate plans. There
are also continual innovations, such as the steady flux of
financial instruments on Wall Street (“Derivatives,” the
current innovation, have absorbed even more money than
their predecessors, “junk bonds”). Trend projection and
other linear analyses provide few insights into these activi-
ties. New perceptions will surface, I suspect, if we can
uncover the building blocks that are combined and recom-
bined to determine the city’s outward appearance. The
building blocks for this enterprise are less obvious than for
some other cas, though contracts, organization charts, per-
missions, pieces of city infrastructure, and taxes are all
obvious candidates.13

[J. Holland, Hidden Order, pages 13-40. ©Copyright John
H. Holland. Reprinted by permission of Addison Wesley
Longman, Inc. ]

In common with other fields, more progress has been made in
working with nonlinearity than in defining and measuring it.
The problem has been compared to that 
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confronting early 19th-century scientists as they tried to
get a grip on a mysterious concept called energy. Today,
people take energy so much for granted that it is hard to
appreciate how abstract the concept really is. ‘Many peo-
ple had a pretty good idea what energy did and how it
behaved. . . . But energy was not really understood. . .
until people came up with a precise definition. The result
was the laws of thermodynamics.’

This search for definition and measurement is covered in
Researchers on Complexity Ponder What It’s All About by George
Johnson14 in the Appendix. The article ends on the follow-
ing note:

An idea that runs throughout this kind of research is that
complexity lies somewhere between order and disorder,
predictability and surprise. “Nobody disputes that there
are some characteristics of systems that make them more
complicated,” said Dr. Erica Jen, vice president for aca-
demic affairs at the Santa Fe Institute. “And those
characteristics are neither highly ordered nor completely
random. A string of numbers with all the same digits is
very uninteresting, but a number like pi that has all this
structure in it is very interesting.” . . . As Dr. Lloyd contin-
ues to hammer away at a definition, he likes to ask his
colleagues what they mean by complexity. After puzzling
over the matter, they usually answer with something like
this: “I can’t define it for you, but I know it when I see it.”
“That,” he said, “remains the tried and true definition.”

It is obvious from the above that the field of complexity per-
mits, even invites, speculation. In this book I admit there is
some of that. Certain concepts such as macro-versus-micro-
nonlinearity, unpunctuated equilibrium, the complexity
shuttle, and the edge of equilibrium are constructions. But
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then, I too know complexity when I see it. We are dealing
with the messy process by which science assumes human
dimensions and relevancy. Science applied to technology
yields engineering; the application of science to human
affairs produces philosophy. 

The world of nonlinearity has been discovered; there is no
turning back or ignoring the fact. Further, it has been found to
be fundamental to national security processes and warfare.
While John Holland, Seth Lloyd, and other scientists search
for general principles, we must make do with what we have
and work with it. That is the object of this work.
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1 The following books have achieved the status of “standards” for 
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Chapter 2

The Nature of
Linear Reductionism

We live in a world orderly enough that it pays to measure. 

- Paul Johnson, Fire in the Mind

inearity (which has been linked for the last 200 years with
the great Sir Isaac Newton, and dubbed Newtonianism)

has always rubbed up against the nonlinear world. This is
inevitable since nonlinearity has always been present, has
always been representative of most of our world, and is grow-
ing. This has not always been recognized. A survey of physics
textbooks showed that only 2 of the 19 published between
1910 and 1949 “treated nonlinear oscillations; one of these
stated that nonlinear behavior occurs ‘only occasionally,’ and
the other called it an ‘important’ topic but said ‘we shall not go
into it in any detail.’”1

When linearity meets nonlinearity, it has established its
domain by either imposing linear surrogates or excuses. In the
former case, the linear has invented the calculus, statistical
techniques, and elements of operations research and systems
theory. These methods work in mildly nonlinear environ-

L
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ments. While differential equations are essentially linear and
reductionist (small changes produce small effects and large
effects are obtained by summing up many small changes), this
approach has, nevertheless, served well. “Phenomena as
diverse as the flight of a cannonball, the growth of a plant, the
burning of coal, and the performance of a machine can be
described by such equations.”2

But linearity’s real power has been its ability to produce tech-
nology, from the wheel and steam engine to the silicon chip
and the unraveling of the DNA string. Remember Alan Bey-
erchen’s point that “linearity is excellent for the systems we
design to behave predictably.” Technological improvements
are primarily linear, or mildly nonlinear. In the latter case, lin-
ear techniques developed to deal with mild forms of
nonlinearity, such as differential equations, work well. It
should be noted, however, that software development, which is
often an intrinsic part of today’s technology, is potentially sub-
ject to the full range of nonlinear behaviors. But, technological
success often leaves behind a conundrum of migraine propor-
tions. As this is being written, Congress is holding hearings on
cloning, a sheep having recently been duplicated in Great Brit-
ain using thoroughly linear reductionist techniques.

On every other front, however, linearity alone has not come
close to meeting with the success it has enjoyed in technolog-
ical innovation. The fact is that sheep don’t fight back, and
the silicon chip does not have its own agenda. In technology,
one is faced by formidable challenges. But it is not a test of
wills or opposing forces, which is precisely the environment
that gives rise to nonlinear behaviors. Linear reductionism,
faced with a significant degree of nonlinearity in the environ-
ment, gives way to “rounding,” Peter’s Principle, “good
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enough for government work,” Murphy’s Law, or looking
good, if meaning nothing. 

The result of unintended results, which is the manifestation of
applying linear approaches to nonlinear problems, lies all
about us in painful and embarrassing profusion. The 1960s
with all its other calamities can be viewed as the height of arro-
gant confidence in the power of the linear paradigm, which
was undoubtedly a contributing cause of its travails. Linearity
was expected to win both the Vietnam war and the War on
Poverty, simultaneously, and failed in both.

Systems as Agents and Interactions
The major inadequacy of linear reductionism is its inability to
deal with interactions. It inherently focuses on agents or
objects in the process of taking a complicated and large prob-
lem and breaking it up into manageable pieces. It does not
account for the fact that in any system, the number of ways for
pairs of agents to interact is almost, but not quite, equal to half
the square of the total number of agents in the system. As a
result, as the number of agents grows, the number of possible
interactions increases even faster, as follows: 10 agents can
generate up to 45 interactions; 100 up to 4,950; 1000 up to
499,500; 10,000 up to 49,995,000; and 100,000 agents can
generate up to 4,999,950,000! The interactions are not usually
significant if there are only two agents. When there are three,
interactions can become a factor. And from four on up, inter-
actions increasingly become the things that count. 

In fact, the emergent quality of nonlinearity is attributed to
the interactions between the agents within a system, and
not the agents themselves. Graham T. Allison, back in
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1971, described this proposition with little, if any, knowl-
edge of nonlinearity. 

[T]he Governmental (or Bureaucratic) Politics Model sees
no unitary actor but rather many actors as players–players
who focus not on a single strategic issue but on many
diverse international problems as well; players who act in
terms of no consistent set of strategic objectives but rather
according to various conceptions of national, organiza-
tional, and personal goals; players who make government
decisions not by a single, rational choice but by the pulling
and hauling that is politics.3

Steven Rinaldi, a physicist and Air Force officer who is often
cited in this book, perceptively adds, 

According to this model, the global emergent properties
(the strategic decisions) of the government come about not
because of the personal, organizational, and national goals
of the agents (players), but rather because of the interactions
(political maneuvering) between the agents within the govern-
mental hierarchy. And a prior knowledge of the agents
does not suffice in comprehending the emergent decisions
of a government.4

Growth of Nonlinearity
Obviously, the more that interactions count, which is a func-
tion of the number of agents/objects, the less linear
reductionism does. And the number of agents/objects are glo-
bally increasing over time because there is an absolute growth
in nonlinearity. Below are three views of this growth:
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W. Brian Arthur, member of the Santa Fe Institute (the lead-
ing Complexity theory “think tank”) and prominent nonlinear
economist, believes that, 

there is a general law: complexity tends to increase as func-
tions and modifications are added to a system to break
through limitations, handle exceptional circumstances or
adapt to a world itself more complex. This applies, if you
think about it, not just to technologies and biological
organisms but also to legal systems, tax codes, scientific
theories, even successive releases of software programs.
Where forces exist to weed out useless functions, increased
complexity delivers a smooth, efficient machine. Where
they do not, it merely encumbers.5

Murray Gell-Mann, Nobel Laureate, says that, 

As the universe grows older and frozen accidents pile up
[i.e., the net increase in saved bifurcations over historical time], the
opportunities for effective complexity to increase keep
accumulating as well. Hence there is a tendency for the
envelope of complexity to expand, even though any given
entity may either increase or decrease its complexity dur-
ing a given time period.6

LTG Erwin Rokke, USAF (Ret.), former president of the
National Defense University, sees a technological basis for the
increase in nonlinearity. Speed and feedback loops are
attributes of nonlinearity. Hence, new information technolo-
gies such as the Internet, e-mail, and CNN increase the
nonlinearity of both information exchanges and the events and
processes they cover.

Increasing the overall level of complexity does not change the
size of the complexity region. But it does increase the popula-
tion of the agents/objects within it, and, therefore, dispropor-
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tionately, the potential number of interactions. One result is to
make predictability even more difficult. Another, effect how-
ever, is that 

diversity and sheer complexity have also made the econ-
omy more rugged, distributing shocks across a greater
number of smaller businesses and an ever-denser web of
commercial relationships. ‘Rather than multiply a decline
[economic recessions], these wider networks are far more
likely to cushion that decline. . . .’7

In fact, this increase in complexity may help to account for the
amazing (1992-199?) “bull” stock market. The effect is, of
course, not limited to the economy, but extends to networks of
all kinds and to social interactions.

The Dilemma
Yet,

We can’t study most individual interactions because they
are either too small, or we can’t separate them from all the
other interactions. . . . This is one of the main reasons why
we don’t have effective explanations in ecology, epidemiol-
ogy, or economics. The new area of complexity theory
pays a lot of attention to just these areas, searching for a
better approach. Despite intense study of AIDS, we cannot
confidently predict the number of people who will be
infected in twenty years’ time. Nobody knows how to pre-
dict stock-market crashes. There are no big areas of
reductionist causality in social science or management
studies. When we find an explanation that seems convinc-
ing, it always turns out that for every expert there is an
equal and opposite expert who can convince us of the
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reverse story. Nobel prizes have been awarded to econo-
mists whose theories flatly contradict each other.8

Therefore, it is usual that imposing linear expectations on
the agents within a nonlinear system will backfire in the
form of unintended consequences caused by those slippery
interactions.

Interactions in International Relations
The never-ending consequences of these interactions led Rob-
ert Jervis to explore the nature of these unintended results in
diplomacy and security policy in his Complex Systems: The Role of
Interactions,9 which is found in the Appendix. Jervis, who is an
Adlai E. Stevenson professor of international affairs at Colum-
bia University, writes: 

We can never do merely one thing. Wishing to kill insects, we
may put an end to the singing of birds. Wishing to ‘get
there’ faster we insult our lungs with smog. Seeking to pro-
tect the environment by developing non-polluting sources
of electric power, we build windmills that kill hawks and
eagles that fly into the blades; cleaning the water in our
harbors allows the growth of mollusks and crustaceans that
destroy wooden piers and bulkheads; adding redundant
safety equipment make some accidents less likely, but
increases the chances of others due to the operators’
greater confidence and the interaction effects among the
devices; placing a spy in the adversary’s camp not only
gains valuable information, but leaves the actor vulnerable
to deception if the spy is discovered; eliminating rinderpest
in East Africa paved the way for canine distemper in lions
because it permitted the accumulation of cattle, which
required dogs to herd them, dogs which provided a steady
source for the virus that could spread to lions; releasing
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fewer fine particles and chemicals into the atmosphere
decreases pollution but also is likely to accelerate global
warming; pesticides often destroy the crops that they are
designed to save by killing the pests’ predators; removing
older and dead trees from forests leads to insect epidemics
and an altered pattern of regrowth; allowing the sale of an
anti-baldness medicine without a prescription may be dan-
gerous because people no longer have to see a doctor, who
in some cases would have determined that the loss of hair
was a symptom of a more serious problem; flying small for-
mations of planes over Hiroshima to practice dropping the
atomic bomb accustomed the population to air raid warn-
ings that turned out to be false alarms, thereby reducing
the number of people who took cover on August 6. 

Additionally, Jervis further identifies these interactions as one
of three unique types that lead to unintended consequences,
and relate directly to our understanding of the nature of com-
plexity and national security: 

Interactions in which the Results cannot be Pre-
dicted from the Separate Actions 

The effect of one variable frequently depends on the state
of another, as we often see in everyday life: each of two
chemicals alone may be harmless but exposure to both
could be fatal; patients have suffered from taking combina-
tions of medicines that individually are helpful. So
research tries to test for interaction effects and much of
modern social science is built on the understanding that
social and political outcomes are not simple aggregations
of the actors’ preferences because very different results are
possible depending on how choices are structured and how
actors move strategically.
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Interactions in which Strategies Depend on the
Strategies of Others

Further complexities are introduced when we look at the
interactions that occur between strategies when actors
consciously react to others and anticipate what they think
others will do. Obvious examples are provided by many
diplomatic and military surprises: a state believes that the
obstacles to a course of action are so great that the adver-
sary could not undertake it; the state therefore does little to
block or prepare for that action; the adversary therefore
works especially hard to see if he can make it succeed. As
an 18th century general explained, “In war it is precisely
the things which are thought impossible which most often
succeed, when they are well conducted.” In the war in
Vietnam, the U.S. Air Force missed this dynamic and
stopped patrolling sections of the North’s supply lines
when reconnaissance revealed that the number of targets
had greatly diminished: after the attacks ceased the enemy
resumed use of the route.

Interactions in which Behavior Changes the
Environment 

Initial behaviors and outcomes often influence later ones,
producing powerful dynamics that explain change over
time and that cannot be captured by labeling one set of
elements “causes” and another “effects.” Although learn-
ing and thinking play a large role in political and social life,
they are not necessary for this kind of temporal interac-
tion. Indeed, it characterizes the operation of evolution in
nature. We usually think of individuals and species com-
peting with one another within the environment, thus
driving evolution through natural selection. In fact, how-
ever, there is coevolution: plants and animals not only
adapt to the environment, they change it. As a result, it
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becomes more hospitable to some life forms and less hospi-
table to others.

The challenge for security policy and military affairs, arising
from the unintended consequences of interactions, lies in
rethinking “ends and means” as we conventionally linearly
view them. We must take these identified interaction types
consciously into account.

Interactions in Vietnam
One of the best examples of what happens when linearity
meets nonlinearity in this century took place in Vietnam, and
is described in the excerpt of the chapter of Martin Van Crev-
eld’s book, Command in War10 in the Appendix. During
Vietnam, the United States was led by perhaps the most linear
leadership in its history. Van Creveld illustrates the shortcom-
ings of linear reductionism in warfare–especially the
imperative to control, through quantification and centraliza-
tion–and the susceptibility to the thrall of technology that
marked the war. Van Creveld’s observations on the use of sta-
tistics are especially pertinent to our discussion of the effects of
interactions within systems.

Since the patterns that form the objective of statistical
analysis only become visible at fairly high levels in the hier-
archy (further down, the figures are by definition
meaningless), reliance on such analysis is itself a contribu-
tion toward centralization and the information pathologies
of which centralization can be a cause. Statistics may have
been the only way to handle the flood of incoming mes-
sages–running, at the Pentagon level, into the hundreds of
thousands per day–but in the process, statistics reduced the
content of those messages to the lowest common denomi-
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nator. Finally, statistics constitute one of the most abstract
forms of information known to man; although they can
possibly present a good picture of a whole phenomenon
the relevance of any given set of figures to this or that par-
ticular event at this or that particular place may well be
next to zero.

There are severe limits to linearity’s promise of control, even
to those who faithfully practice its arts and follow its form. Lin-
ear reductionism will not be succeeded, but will be combined
with nonlinear reductionism to form a more robust, versatile,
and effective means, not to control, but to cope. The fiction of
control will go down hard, while the considerable virtues of
coping will just have to be learned to be appreciated.
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Chapter 3

Toward a Nonlinear
Reductionism

It is the mark of an educated mind to rest satisfied with the
degree of precision that the nature of the subject admits,
and not seek exactness when only an approximation is
possible.

- Aristotle in Nichomachian Ethics

Nonlinear dynamical systems theory is holistic to the
extent that it studies properties of physical behavior that
are inaccessible to microreductive analytical techniques.
But it nevertheless proceeds by massively simplifying the
models it studies.

- Stephen Kellert in In the Wake of Chaos1

hink of nonlinearity as a game. There are the “players”
and the “place.” In baseball, “nines” play on “dia-

monds”; in football “elevens” play on a “gridiron.” Recall the
seven basics of complex adaptive systems (cas) covered earlier.
The four properties–aggregation, nonlinearity, flows, and
diversity–and the three mechanisms–tags, internal models,
and building blocks, as cas constitute the players, or “sevens.”

T
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But what is the “place” that nonlinearity is played on? Well it
resembles a tree, or your lungs, cardiovascular system, or the
brain. It is called the “period-doubling cascade,” which is
depicted in Figure 3.1.2

Figure 3.1: Period-Doubling Cascade

The End Zones

As in football, this “place” contains two end zones. At one
end there is Equilibrium, and at the other, Chaos. Neither
end zone is a particularly attractive place. In the Equilibrium
end zone, everything is so stable, there is so much order, that
growth, innovation, and progress are suffocated. In the
Chaos end zone, the situation is just the opposite. The turbu-
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lence is so severe that human understanding and
intervention becomes impossible. 

The Playing Field

In between these end zones is the playing field–a region called
Complexity. It is 

a kind of ‘phase transition’ between order and random-
ness. Water frozen into a simple lattice of molecules is
not very complex. Nor is a gas in which the molecules
vibrate at random. But between the two extremes is liq-
uid water, which can move in complex patterns that are
almost mesmerizing.3

Ice represents the region of Equilibrium in the above quote,
and gas, or water heated to steam, the region of Chaos. Water,
that life-giving substance, is formed in the Complex region. It
is essential territory precisely because that is where complex
adaptive systems (cas) thrive. It is an oasis.

A football field is marked off in 5-yard increments from 0 at
one end line to the 50-yard line, and then back to 0 at the
other end line. In the generalized “game” of nonlinearity, the
playing field is marked off in bifurcation points–1 through 4.
Each bifurcation, or “splitting into twos,” is a fork in the road,
or a branching representing choices, possibilities, or paths.
The first bifurcation point, which generates two alternatives, is
an end line marking the formal boundary between linearity
and nonlinearity–the Edge of Equilibrium. Then comes the
second bifurcation point generating four. Next comes the third
bifurcation point bringing with it eight branches. However,
the difference between the second and third bifurcation point
is only about 22 percent of that between the first and second. 
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These bifurcations follow a rule–a rarity in mathematics, such
as the value of pi. The rule is that these bifurcations occur in
an accelerated fashion. Each succeeding bifurcation happens
at an interval, each closer to 22 percent as long as its predeces-
sor, creating a compression effect. Therefore, the fourth
bifurcation point, in about 5 percent of that between the first
and second points, develops 16 choices. If we were to carry
this forward, the fifth bifurcation and its 32 alternatives occur
in a fraction of about 1/100; the sixth with 64 in about 1/500;
and so on. But we don’t carry the playing field further, because
we have entered the Chaos end zone, and this is the turbu-
lence you encounter in which the average mind will turn to
mush. While chaos is deterministic, the turbulence obscures
the underlying patterns. To us it is just mindlessly random
because of our habitual way of looking.

Nevertheless, there are exceptions, and this end line–the Edge
of Chaos–is more elusive, lying in a range. The boundary may
be based on the application, which is to say that it is situational
and depends on circumstances. In computers, which are essen-
tially crude machines compared to the human mind, their
ability to mimic life may require a boundary just short of the
third bifurcation point. Human agency may be able to hold
sway, beyond that of computers, through the barrier of the
third bifurcation just barely into the fourth. But for some, the
boundaries may be even greater. This, I assert, accounts for
the successes of Napoleon, Rommel, and Patton and their
forces, each a superb complex adaptive system that attained at
times those qualities which only lie at the very farthest reaches,
just short of chaos.
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The Game

In football, the object of the game is to get into the opponent’s
end zone while keeping the opponent out of yours. The object
in nonlinearity is to stay out of both end zones (and get your
opponent into either one). What you want to do is to stay in the
field of play, moving back and forth in the Complexity region.
As long as you can avoid the end zones, you are doing all right,
or, at least, surviving.

In order to prevent entering either the rigid suffocating world
of the Equilibrium end zone or the bewildering Chaos end
zone, most humans (revolutionaries and anarchists excepted),
and the institutions and societies they build, intuitively have
practiced a back and forth shuttle within the confines of Com-
plexity–from the Edge of Equilibrium to the Edge of Chaos.
This amounts to a sort of precarious balancing act, like a gym-
nast on the balance beam, in order to stay where cas allows
learning, adaptation, and emergence necessary to an interest-
ing life and the prospect of progress. We are like the dairyman
Tevya’s fiddler on the roof, trying to keep our balance while
we play a pretty tune. . . “coping with the bounds.” 

W. Brian Arthur, a Stanford economist, gives examples of the
complexity shuttle in human affairs. 

But, interestingly, even when a system gets lumbered down
with complications, there is hope. Sooner or later a new
simplifying conception is discovered that cuts at the root
idea behind the old system and replaces it. Copernicus’s
dazzlingly simple astronomical system, based on a helio-
centric universe, replaced the hopelessly complicated
Ptolemaic system. Whittle’s jet engine, ironically, replaced
the incurably complicated piston aeroengine of the 1930s
before it also became complex. And so growing complexity
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is often followed by renewed simplicity in a slow back-and-
forth dance, with complication usually gaining a net edge
over time.4 (italics added)

Watching the unconventional but always interesting feminist
Camille Paglia addressing the cadets at West Point on C-Span,
I caught the following in paraphrase. Paglia talked about what
she called the tension between Plato and Dionysus–averting
rigidity and authoritarianism, on the one hand, and chaos on
the other–an eternal dynamic observed throughout political
and social history. Here we have another “slow back and forth
dance.” In fact, the basic processes of political life can be
reduced to these dynamic interactions between liberal and
conservative tides in the complexity shuttle. Corporations,
congregations, and even families also make these adjustments. 

The complexity shuttle historically has been, while instinctive,
a clumsy affair. Not well understood or articulated, because
the principles of nonlinearity were only dimly perceived, prat-
falls have been common. This has led to unintended conflicts,
inequities, suffering, and wasted resources. In the future, an
acute awareness of nonlinearity, coupled with the refinement
of nonlinear techniques, promises to significantly improve our
ability to “cope with the bounds.” Should we succeed, this
may well be the hallmark achievement of the 21st century.

The Play Book

A “play” is represented by the path of a bifurcation (which is
actually a cas encountering its environment, which includes
other cas). The cas senses its situation and collects information
about surrounding conditions. It then responds to this infor-
mation by using a set of internal models to guide its actions.
The cas also encodes data about new situations for use at a
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later date. The key for a path or “play” to become history, and
then stay history, is that the seven basics of cas, covered in
Chapter 1, work well together providing agility and quick
adaptation, especially a “good enough” set of internal models
to stabilize itself. 

Now one, both, or none of these branches of a bifurcation may
survive. Those that survive are saved by a successful encounter
of a cas with its environment, which stabilizes it for an instant
or for hours, weeks, months, years, or eons. History itself can
be viewed as the human record of these saved branches; an
event happened. A condition existed, whether recorded or not.
Or consider your ancestry. You can read its bifurcation history
in the “family tree,” including our own birth. For those paths
which are not saved, the event/condition never happens, the
sign of failure of a cas to adapt with its environment. Even
those branches which are saved, such as a birth, will sooner or
later lose their stability because over time conditions change,
resulting in death.

A “play” or a bifurcation path representing a cas “expedition,”
occurring close to bifurcation point 4 is worth more than one
near bifurcation point 1. Complex adaptive systems (cas) thrive
best at the Edge of Chaos, or the closer to the boundary with
the Chaos end zone the better. This play, however, is compli-
cated by the accelerating pattern of the bifurcations, each
forming faster and faster. The result is that if we are not care-
ful, we will not have the time to either recognize what is
happening or the time for correction. Therefore, pushing the
limits of the envelope in order to benefit from the heightened
capability of cas at the edge of chaos is a matter to be balanced
with the risk of getting too close. History is full of winners, but
perhaps more losers, trying to pull this off. Alvin Saperstein, a
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Wayne State University physicist, provides a good historical
example of losers:

When all is said and done, the most useful aspect of the
chaos and complexity metaphor. . . is to remind us and
help us to avoid falling into chaos. . . . If the leaders of pre-
WWI European states had recognized that the railroad-
schedule-dominated mobilization of their troops was a
source of great crisis instability, perhaps they would have
avoided starting–and being trapped by–the process. But
this recognition would have required that the chaos meta-
phor be more commonly found in the ‘intellectual air’ of
turn-of-the-century Europe than was the case in that rap-
idly industrializing Newtonian-reductionist society.5

Michael Shermer, an adjunct professor of the history of sci-
ence at Occidental College, has developed a “contingent-
necessity” model of history consisting of six corollaries.6 These
represent a refined playbook in which the generalized concept
of the complexity shuttle in Figure 4.1 (see Chapter 4) is cus-
tomized to deal specifically with the characteristics of history.
Even without definitions and detail, these six corollaries have
the feel of a nonlinear playbook (and the complexity shuttle).

• The earlier in the development of any historical 
sequence, the more ordered are the actions of the indi-
vidual elements of that sequence and the more 
predictable are future actions and necessities.

• The later in the development of any historical sequence, 
the more chaotic are the actions of the individual ele-
ments of that sequence and the less predictable are future 
actions and necessities.
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• The actions of the individual elements of any historical 
sequence are generally postdictable but not specifically 
predictable, as regulated by corollaries 1 and 2.

• Changes in historical sequences from chaotic to ordered 
is common, gradual, followed by relative stasis, and tends 
to occur at points where poorly established necessities 
give way to dominant ones so that a contingency will 
have little effect in altering the direction of the sequence.

• Change in historical sequences from ordered to chaotic is 
rare, sudden, followed by relative nonstasis, and tends to 
occur at points where previously well-established necessi-
ties have been challenged by others so that a contingency 
may push the sequence one direction or the other.

• Between origin and bifurcation, sequences self-organize 
through the interaction of contingencies and necessities 
in a feedback loop driven by the rate of information 
exchange.

When the Complexity Shuttle Fails
At the macro-level, where fundamental scientific questions
and processes are the focus of investigation–the composition of
the subatomic world, the creation of the universe, ecosystem
change, and especially biological evolution–certain conclu-
sions are largely accepted. Among these is that organisms
encounter and endure chaos in order to evolve. Falling into
chaos means submitting to “punctuated equilibrium,” a term
that describes the way that evolution works. Evolution does
not follow a smooth curve. Instead, it is marked by intermit-
tent stutter-step movements, akin to earthquakes and
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avalanches, triggered by a phenomenon known as “self-orga-
nizing criticality” (SOC). Briefly stated, self-organized
criticality is based on the principle that 

Large interactive systems perpetually organize themselves
to a critical state in which a minor event starts a chain
reaction can lead to a catastrophe. . . a deceptively simple
system serves as a paradigm for self-organized criticality: a
pile of sand.7

Following punctuation, the system loops to the Equilibrium
regime. Further, there is no complexity shuffle. The arrow
points in only one direction–toward chaos. But for the com-
mander, statesman, and manager in the day-to-day world of
real outcomes for which they are responsible, the Chaos end
zone is a place to avoid like the plague. He or she is expected
to perform, not evolve, at least not in the biological sense.

Apparently, scalar effects are involved here, and they need to
be recognized in some framework, similar to the distinction
between macroeconomics and microeconomics. Just as eco-
nomics, in general, has some globally common attributes, it is
also recognized that there are differences in behavior and
impact at different scales. For example, one does not apply
macroeconomics to the family budget, or conversely, micro-
economics to an analysis of the Gross National Product. So too
it is with nonlinearity.

At the micro-level, the failure of the complexity shuttle
involves falling off the complexity region into, on the one
hand, chaos, or, on the other, equilibrium. This can happen
from (1) a lack of agility, (2) risk-taking, or (3) the accumulation
of events, resulting in environmental conditions, largely
beyond our control, which cause us to lose our balance. The
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latter condition can be caused by the effects of coevolution.
Remember Robert Jervis’s words in Chapter 2:

We usually think of individuals and species competing with
one another within the environment, thus driving evolu-
tion through natural selection. In fact, however, there is
coevolution: plants and animals not only adapt to the envi-
ronment, they change it. As a result, it becomes more
hospitable to some life forms and less hospitable to others. 

Further, it appears to be difficult for a system in Chaos to get
back into the Complexity domain without the aid of exoge-
nous, or outside, factors. Consider the Great Depression: the
complexity of the 1920s economy was sucked into the deep
chaos of the 1928 Wall Street Crash, followed by years and
years of the stagnation of the Great Depression. Despite the
largely ineffectual attempts to “jump start” the economy by
New Deal policies, the economic system was only propelled
back into the Complexity region by conditions generated by
the impending outbreak of World War II.

The region of Equilibrium at the opposite end of the Com-
plexity region is also a threat. The dynamics are different.
Instead of losing the reaction time caused by the compression
of bifurcations at the other end, one gains breathing space at
the edge of equilibrium–what one might overconfidently con-
sider a risk-adverse area to operate in. History is replete with
examples of decay, with no sign of a chaotic preamble. Con-
sider, for example, the Soviet Union’s command and control
economy. Certainly its dynamics were close to the “edge of
equilibrium,” perking along at best in a mildly nonlinear range
to afford it the minimum of innovation, while still providing
rigid Five Year Plan control using linear techniques. In the late
1980s, events led it not to a frenzied outburst of bifurcations. It
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just wound down, not up. It went “metronomic”–the tick-tock
of the point attractor. It died, it didn’t erupt.

The Necessity for a Nonlinear 
Reductionism
In many works in the field of nonlinearity, chaos is not so
much to be avoided as the plague as is reductionism. There is
a school of thought, known as Holism, which does not recog-
nize the scalar effects. Instead, it imposes macro-nonlinear
principles on the micro-nonlinear level as a norm. Consider
the following paragraph:

In human and social systems, both linear order and chaos
intertwine in varying degrees and alternate throughout the
life history of the system. A period of relative order is fol-
lowed by a period of chaos, which in turn brings forth a
new order. The period of deep chaos is a natural and necessary part
of the development of every living and social system. It comes at the
bifurcation point of discontinuous change. The conditions
that are the fertile ground for the creation of the new order
are born out of the turbulence of chaos.8 (italics added) 

It is obvious that we have a problem here. Holism treats the
complex regime largely as a mere transition from Equilib-
rium to Chaos, and presumably on to better things,
whereas in micro-nonlinear terms–that is for humans–it is
an oasis! Holism rejects any concession to the use of reduc-
tionism in nonlinear affairs. Holism insists that a nonlinear
system be dealt with “in the whole.” In Holism everything
is connected to everything else, and there is no hierarchy.
Holism, therefore, is a slippery slope which without “han-
dles,” has a tendency to default to “worst case” scenarios,
and therefore, advocates extreme measures to avert them.
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Certain radical formulations regarding environmental con-
cerns come to mind.

Such a condition is untenable and useless for the responsible
commander, manager, and diplomat involved in national
security policy, military strategy, and operations. Some form
of reductionism–we all understand things as models, or minia-
tures, each an abridgment of reality–must come to the fore to
deal with nonlinearity, and coping with the bounds of the
complexity shuttle.

The only qualification required of this reductionism is that it
must help us to be better at doing the complexity shuttle. They
will not be the kinds of methods or techniques we are used to,
or like to use. They are all more tacit than the hyper-overt mod-
els we are used to in linearity. These are Aids to Learning.

Tools of Analysis and Aids to Learning 
Compared
Tools of Analysis are, well, tools. Like wrenches, hammers,
oscilloscopes, radars, and differential equations, they are pre-
conceived “artifacts,” preassembled and ready-to-go. All their
“learning” is built into them by their human designers who are
familiar with the nuts, bolts, nails, frequencies, and problems
these tools deal with. They are basically linear; they are pro-
portional, additive, replicable, and certainly they are bothered
with because they will result in an expected, measurable effect
on the cause. And they work well enough in environments
which are mildly nonlinear.

But how does one devise a wrench, or radar, for any degree of
nonlinearity beyond the mild? Nothing so overt as a tool can
be preassembled. One must rely on something more tacit,
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sometimes even close to spontaneity, like the work of our
immune system. Recall John Holland’s observation that, “One
cannot have a prepared list of rules for all possible situations,
for the same reason that the immune system cannot keep a list
of all possible invaders.”9

If a tool is not available, than an “aid” is the next best thing.
An aid is something which helps to do the job, which is “learn-
ing.” An aid is not a tool, which is already “learned.” But, that
is what our current understanding of nonlinearity allows us. In
the future we can expect to get better. Someday, there may
even be something akin to nonlinear tools.

Even with the weather, there are building blocks–fronts,
highs and lows, jet streams, and, so on–and our overall
understanding of changes in weather has been much
advanced by theory based on those building blocks. It is
still difficult to predict detailed weather changes, particu-
larly over an extended period. Nevertheless, theory
provides guidelines that lead us through the complexity of
atmospheric phenomena. We understand the larger pat-
terns and (many of) their causes, though the detailed
trajectory through the space of weather possibilities is per-
petually novel. . . . A relevant theory for cas should do at
least as well.10

In the mean time, how do we make the most of what we have?
We can get good at six things: metaphors, Perrow’s quadrants,
applying Van Creveld’s rule, systems dynamics, genetic algo-
rithms, and pattern recognition. Each of these aids will be
covered in the next section. Each is a low-level model, all of
them being more tacit than we are used to. But they are cas
friendly, and allow insight into their workings. It could be that
Aids to Learning work by somehow exploiting the mechanisms
of cas to get insights into their properties. Without putting too
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fine a point on it, there appears to be a rough correlation
between the Aids to Learning and the mechanisms of cas, cov-
ered in Chapter 2 (see Figure 3.2). 

Figure 3.2: A Notational Correlation Between Aids to Learning and cas

But even if you do get good at nonlinear reductionist tech-
niques, they will still not be as comfortable as a wrench, or
hammer, or overt models. The tacit nature of Aids to Learning
are by design “crude looks at the whole.” Insights into nonlin-
ear environments are provided by “coarse graining” and
“blurred vision.” In order to get “past the trees to the forest,”
we try to look up through the levels in the hierarchy to under-
stand the overall patterns.

Finally, the complexity of the nonlinear and its resistance to
predictability gives the phrase “solving the problem” a hollow
ring. In actuality, we “cope with the environment.” Nonlinear
reductionist techniques do not optimize, they satisfice. Their
object, like cas, is not the perfect answer, but the good enough,
fast enough to ensure survival. They seek the fittest, not the
fanciest, avenue. They are inelegant and messy compared to
the fastidious, but often ineffective constructs of the linearist.
What the aids lose in formalistic symmetry is more than
gained by the vibrancy of life. Our brains have been trained;
aesthetics, form, and taste are part of our intellectual inherit-
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ance. We will have to undergo (using perhaps the most abused
term in history) a “paradigm shift.”
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Chapter 4

The Meshing of “Tools of
Analysis” and “Aids to

Learning”

When dealing with any nonlinear system, especially a
complex one, it is not sufficient to think of the system in
terms of parts or aspects identified in advance, then to
analyze those parts or aspects separately, and finally to
combine those analyses in an attempt to describe the
entire system. Such an approach is not, by itself, a success-
ful way to understand the behavior of the system. In this
sense there is truth in the old adage that the whole is more
than the sum of its parts. . . . It is of crucial importance
that we learn to supplement those specialized studies with
what I call a crude look at the whole.

- Murray Gell-Mann, Nobel Laureate

 resort to a whole, in importance, yet stunted, in length,
chapter in order to emphasize the following point. Linear

reductionism, as Tools of Analysis, alone is not sufficient to
cope with today’s and tomorrow’s problems, just as it was not
capable of solving all of yesterday’s. Nor are nonlinear tech-

I
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niques in the form of Aids to Learning alone sufficient.
Instead, we require an approach which calls for intertwining
or meshing both linear and nonlinear reductionist techniques;
that is, “Tools of Analysis” for linear techniques, blending to
“Aids to Learning” for nonlinear approaches, depending on
the environment involved. Further, linear subsystems might be
connected in nonlinear ways, just as nonlinear subsystems
might be interlinked in linear ways. There are these places
where the use of appropriate techniques will have merit. Often
we need a synthesis. One must become ambidextrous–a
switch-hitter.

The 80/20 Rule
Of importance to this notional continuum of linear and non-
linear techniques is the idea of the “80/20” rule. It is widely
accepted, not just in Western culture, but most if not all cul-
tures, that typically the first part of an endeavor or task is
relatively easy. It then gets progressively more difficult, and
toward the end, gets hard to do. In fact, it is so common that it
has not only been codified into a saying, but quantified–the
80/20 rule. For example, software developers routinely estab-
lish as a rule of thumb budgets and schedules which allocate
20 percent of the dollars and time to the first 80 percent of the
project, and the remainder to the last fifth. Why? Because time
and time again, from generation to generation, the phenome-
non has persisted, whether in a blacksmith shop or a national
central bank trying to control inflation. 

Suppose that all that accumulated experience and wisdom tells
us something with enough confidence to take a stab at pinning
it down. If we measure the generalized playing field of com-
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plexity, we find that the “80-yard line” is located just beyond
the second bifurcation point (see Figure 4.1). 

Figure 4.1: Coping with the Bounds

We could postulate this to be the effective limit of linear reduc-
tionist techniques, which also marks the boundary of mild
nonlinearity. After that point, Aids to Learning come into play
because Tools of Analysis lose their power, especially to pro-
vide “good enough” internal models for complex adaptive
systems (cas). In terms of bifurcation points, this is only halfway
through the Period-Doubling Cascade. Further, we might
assume that Aids to Learning can be a useful supplement, or
substitute, even earlier. This would also tell the practitioner
that when the system becomes sensitive to more than two
ranges, oscillations, or feedbacks, when the environment
begins to cloud judgment with more than two effective possi-
bilities, that the commander or manager would go into
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“nonlinear mode,” bringing to bear Aids to Learning in order
to persevere.

The New Economy Exemplifies the Need 
for Meshing
Today’s economy must be viewed as the situation requires–lin-
early, nonlinearly, and sometimes something in between. It
therefore provides reinforcement for the argument that the
meshing of Tools of Analysis and Aids to Learning is necessary
in order to be effective, to succeed, or to subdue. 

Many of you will vaguely remember the principle of diminish-
ing returns from your Economics 101 course long ago.
Basically, the gist went something like this: A farmer gets into
peanuts early and starts to make a killing. But this is noticed by
other farmers and they switch to peanuts, too, thereby increas-
ing the supply and driving down prices. The farmer tries
expanding, but the price of land increases, and sooner or later,
he finds that he or she reaches a point where diminishing
returns makes it senseless to increase production because it
does not pay, and equilibrium sets in. That is classical eco-
nomics and it is linear, caused by negative feedback.

Now consider a piece of software, say something called a Web
browser. The first copy may cost $1 million to develop, but the
second and ensuing copies go for 99 cents to cover the cost of
the floppy disk, packaging, advertising, and shipping and han-
dling. But the developer is smart enough to give it away free,
in order to establish a user base large enough to create a de
facto standard, thereby creating “early lock-in.” The strategy
is to make money off of upgrades and bundled features. Essen-
tially, you have increasing returns, because each unit of
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increased production faces none of the perils faced by the pea-
nut farmer. Welcome to the world of nonlinear economics
caused by positive feedback. The result is that the economy, as
a whole, is becoming differentiated:

Mechanisms of increasing returns exist alongside those of
diminishing returns in all industries. But roughly speaking,
diminishing returns hold sway in the traditional part of the
economy–the processing industries. Increasing returns
reign in the newer part–the knowledge-based industries.
Modern economies have therefore bifurcated into two
interrelated worlds of business corresponding to the two
types of returns. The two worlds have different economics.
They differ in behavior, style, and culture. They call for
different management techniques, strategies, and codes of
government regulation. . . Where do service industries
such as insurance, restaurants, and banking fit in? . . . It
would appear that such industries belong to the diminish-
ing returns, processing part of the economy. . . [But]
(t)hese industries, too, are subject to mild increasing
returns. . . In fact, the increasing returns character of ser-
vice industries is steadily strengthening, one of the marks
of our time is that in services. . . processing insurance
claims, supplying and inventorying in retail, conducting
paralegal searches for case precedents–are increasingly
being handled by software. . . Services belong to both the
processing and the increasing returns world. But their cen-
ter of gravity is crossing over to the latter.1

The concept of increasing returns is the work of W. Brian
Arthur of Stanford and the complexity theory think-tank, the
Santa Fe Institute, who has again been passed over for the
Nobel Prize. This year it went to a pair of individuals for devis-
ing stock market derivatives, of all things. The continuing anti-
trust action by the Justice Department against Microsoft is to a
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great extent based on increasing returns. It is ironic that there
is now case law based on nonlinearity, while its applications
remain largely unrecognized in other realms. It is almost
enough to make one say something nice about lawyers!

To recapitulate, the “meshing” framework for the economy
looks like this: 

Having now made my plea that both linear and nonlinear
techniques are vital, and need to be used together, we can
move on to the next section, where we will examine each of
the six Aids to Learning individually. Of necessity, both their
composition and application are still incomplete. While the
Metaphor and Van Creveld’s Rule are well tested, all remain
in stages of development. Paradoxically, even when fully
developed, each will remain, in Murray Gell-Mann’s term, a
“crude look at the whole,” for that is what nonlinearity both
requires and prizes.

Notes
1 Arthur, W. Brian. “Increasing Returns and the New World of Business.” 

Harvard Business Review. July-August 1996. p. 107.



Part Two

Aids to Learning

This section covers the six identified analytical
techniques which are suitable for use in highly
nonlinear environments. Each technique is
described, and examples of actual use are given.
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Chapter 5

Metaphors

Metaphor: A figure of speech in which a word or phrase
literally denoting one kind of object or idea is used in place
of another to suggest a likeness or analogy between them
(as in the ship plows the sea).

- Webster’s New Collegiate Dictionary

his chapter examines the first of six Aids to Learning–the
seemingly humble metaphor–in dealing with nonlinear

environments. The metaphor is akin to the mechanism of tag-
ging in complex adaptive systems as described in Chapter 1.
These systems sense their environments and collect informa-
tion about surrounding conditions by using tags to guide their
actions. The systems may also encode data about new situa-
tions for use at a later date. We often think that information is
a human-derived product of the interaction of animate Man
and inanimate Nature. Nothing could be farther from the
truth. Information processing is almost universal. For a branch
of a bifurcation to survive, its tags must survive a “fitness” test.
Essentially, metaphors do the same thing for us, and are essen-
tially tags. All metaphors are not created equal. Clichés, for
example, won’t stand the test. The 19th century understood

T
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this better than we do today. Students studied Rhetoric, which
rigorously covered the “science” of metaphor-making. We
have, in our own century, taken a step backward.

Alan D. Beyerchen sets forth a spirited defense of the linguistic
metaphor, which is, in actuality, a form of low-level model.1

There seems to be serious metaphorical value in the
images and ideas emanating from the new sciences. . .
Murray Gell-Mann, James Rosenau, and others caution
wisely against expecting too much, too soon from the new
sciences and stress the informed use of metaphor for now. I
could not agree more. But if this sentiment implies that
metaphors are merely poor substitutes for adequate mod-
els, then I could not disagree more. Metaphors are
extremely powerful in their own right and should not be
treated simply as tokens along a tollway toward models.

What is a metaphor? Is it only a stylistic flourish, as most of
us think who encountered metaphors primarily in litera-
ture classes in school? No. Metaphor is much more
significant, as philosophers and linguists are beginning to
demonstrate more and more convincingly. 

A metaphor is usually a statement that is paradoxical. It is
literally false according to the rules of abstract rationality
(i.e., logic, truth tables), but is true according to the rules of
imaginative rationality (i.e., art). Metaphor constitutes a
ubiquitous, irreducibly complex aspect of any natural lan-
guage. It is an essential “AS” gate in our cognitive
processing. It is a crucial way that we understand one
thing as another.

Metaphors are embedded throughout our speech patterns
(including the word “embedded” here). They are jarring
when new, but often we use “dead” metaphors or clichés
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such as the wings of a building, the branches of science,
weighing our options, or sitting at the foot of a mountain.
Each such “gate” is much more than a word. Contempo-
rary researchers tell us that metaphors are indicators of
networks of meanings and entailments that dilate or con-
strain both our perceptions and our conceptions.i It is
furthermore possible to extend this understanding to visual
and other metaphors such as the Mandelbrot set that
enlivens our program covers at this conference.

The importance of metaphor has long been understood.
Aristotle wrote, “The greatest thing, by far, is to be a mas-
ter of metaphor. It is the one thing that cannot be learned;
and it is also the sign of genius.” He contended that it is so
indicative of power that it is not appropriate for slaves to
use it.

Beyerchen, a Clausewitz scholar, goes on to say that the great
thinker was contemptuous of metaphors. “Critical studies, he
[Clausewitz] says, are imperiled by narrow systems used as
formal bodies of law and ‘a far more serious menace,’ the ‘ret-
inue of jargon, technicalities, and metaphors that attends these
systems. They swarm everywhere–a lawless rabble of camp
followers.’”ii And yet he was a master of the metaphor:

To condemn metaphors in such a colorfully metaphorical
way implies that Clausewitz thought. . . in profoundly
metaphorical terms. Think merely of his “friction,” or
“fog” of war, or “center of gravity.” Recall how a defeat
“leaves a vacuum that is filled by a corrosively expanding
fear which completes the paralysis. It is as if the electric
charge of the main battle had sparked a shock to the whole
nervous system of one of the contestants.” Or how routine
is a clock “pendulum” that reduces natural friction and
“regulates” the mechanism of war. Or how war has its
own “grammar,” but not its own logic. Or that politics is
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“the womb in which war develops–where its outlines
already exist in their hidden rudimentary form, like the
characteristics of living creatures in their embryos.”iii

Why did Clausewitz resort to this “lawless rabble of camp
followers” in his own language? One reason is that he
wanted to draw upon history to generate theory. In histor-
ical studies a major goal is frequently to understand one
thing (the present or a vision of the future) in terms of
another (the past). Metaphor is very robust for this pur-
pose. Consider the staying power of the metaphor of the
Munich agreement in American foreign policy since
World War II. To claim some action is necessary to avoid
a “Munich” is to offer a justification of enormous magni-
tude; to claim some other course will lead to a Munich is to
denounce its proponents in the most damning terms as
appeasers. Metaphors appeal to imaginative rationality
and often evoke indelible images. . . . 

Yet another reason Clausewitz relied upon metaphor was
that he did not trust the established jargon of his day,
which was full of rigid (and French!) geometric principles
and models. [Think of Jomini.] He preferred the new sci-
ences of his time–chemistry, thermodynamics, magnetism,
electricity, embryology. These offered novel, high-tech,
research-forefront terms for the dynamic phenomena he
wanted to discuss. . . .

Clausewitz appears to have understood that metaphors
can be superior to analytical [or overt] models when the
phenomena of interest cannot be controlled, or you are
unsure of the necessary assumptions. As evolving things,
metaphors are open to novelty, surprise, innovation, and
even mutation. They therefore can capture the underlying
processes of other evolving entities surprisingly well. If the
metaphors are really successful, of course, they may
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become mere commonplace, frozen images that get passed
along unthinkingly and thus constrain our imaginations.
But this is also part of the way evolution works. Metaphor-
ing (as opposed to traditional modeling) is a process of
exploring some interesting possibility space with contin-
gency and feedback. Each biological mutation is such an
exploration, as is each historical event. This is a crucial
aspect of Clausewitz’s method of analysis and his approach
to war. 

Those who still find the linguistic metaphor to be wanting can
find a little solace in the alternative of mathematics. Mathe-
matics at its heart is also metaphorical, but somewhat more
capable of precision.

The higher levels of the reductionist story use mathematics
as a metaphor, not as a precise representation of nature. . .
Even though mathematical models do not correspond to
the whole of reality–indeed, because they do not correspond
to the whole of reality–they offer definite advantages.
Because mathematics is more precise than words, it can
handle more delicate distinctions. . . .2

But what is inadequate about the metaphors we use now, and
what would better ones be like? Andrew Ilichinski of the Cen-
ter for Naval Analysis has produced a report on land warfare
and complexity,3 which contains an excellent table of meta-
phors that has been reproduced on the following page. Those
on the left-hand column are linear. Those on the right, their
nonlinear equivalents.
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Ilichinski also provides an insightful comparison between some
of the principles underlying the formation of linear and non-
linear metaphors (see below).

The metaphor is a primary weapon, together with Van Crev-
eld’s Rules, in the arsenal of nonlinearity. At this stage in the
development of nonlinear reductionism, these two are the
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more advanced Aids to Learning that the nonlinearist has
available to work with. Both are potent.

Notes
1 Beyerchen, Alan D. “Clausewitz, Nonlinearity and the Importance of 

Imagery.” in Alberts, David and Thomas J. Czerwinski, eds. Complexity, 
Global Politics and National Security. Washington, DC: National Defense 
University. May 1997. pp. 153-170.
i) For a very readable exposition, see Lakoff, George and Mark Johnson. 
Metaphors We Live By. Chicago, IL: University of Chicago Press. 1980. For a 
variety of current approaches, see Ortony, Andrew ed. Metaphor and Thought,
second ed. Cambridge: Cambridge University Press. 1993.
ii) On War: p. 168.
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2 Cohen, Jack and Ian Stewart. The Collapse of Chaos: Discovering Simplicity in a 
Complex World. New York: Penguin Books. 1994. pp. 184-186.

3 Ilichinski, Andrew. Land Warfare and Complexity, Part II: An Assessment of the 
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Chapter 6

Van Creveld’s Rules

Confronted with a task, and having less information avail-
able than is needed to perform the task, an organization
may. . . increase its information-processing capacity [or]
design the organization, and indeed the task itself, in such
a way as to enable it to operate on the basis of less infor-
mation. These approaches are exhaustive; no others are
conceivable. . . It is a central theme. . . that through every
change. . . [and] technological development that. . . one
will remain superior. . . in virtually every case. 

- Martin Van Creveld, Command in War1

an Creveld’s rule is an important Aid to Learning. More-
over, it is readily translatable into implementation by

adopting certain organizational principles. Van Creveld’s
book Command in War, published in 1985, is a classic. However,
the rule is based not on the author’s knowledge of the princi-
ples of nonlinearity, but on years of studying the problem of
command learned in the “school of hard knocks” of history. In
this sense, Van Creveld is, like Clausewitz, an “unwitting”
nonlinearist, having neither the field nor the vocabulary avail-
able to him when he studied, pondered, and wrote. Yet, there
is in this convergence a satisfying confirmation provided by

V
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powerful minds working independently from different source
materials and approaches.

Van Creveld unravels his rule in a three step process:

Confronted with a task and having less information than is
needed to perform the task (a military) organization
may. . . increase its information processing capability. . .
(which) will lead to the multiplication of communications
channels and to an increase in the size and complexity of
the central directing organ. 

Van Creveld’s study of command convinces him, “that this
approach is inadequate and stand(s) in danger of being self-
defeating.”2

The second of Van Creveld’s iron rules for increasing the per-
formance of command through the “drastic simplification of
the organization so as to enable it to operate with less informa-
tion” is like the first rule, also “inadequate and stand(s) in
danger of being self-defeating.”3

Confronted with insufficient information to carry out a task,
Van Creveld’s third rule states that a military 

organization may react by designing the organization, or
indeed the task itself, to operate on the basis of less infor-
mation, relying on the division of the task into various
parts and to the establishment of forces capable of dealing
with each of the parts separately on a semi-independent
basis. It is a central theme. . . through every change. . .
(and) technological development that the third one will
remain superior. . . in virtually every case.4

Van Creveld identifies five requirements for success:
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1. The need for decision thresholds to be fixed as far down 
the hierarchy as possible, and for freedom of action at 
the bottom of the military structure;

2. The need for an organization that will make such low-
decision thresholds possible by providing self-contained 
units at a fairly low level;

3. The need for a regular reporting and information-trans-
mission system working both from the top down and 
from the bottom up;

4. The need for the active search of information by head-
quarters in order to supplement the information 
routinely sent to it at its command; and

5. The need to maintain an informal, as well as a formal, 

network of communications inside the organization.5

Van Creveld’s Rules Reflected in Public 
Policy
Certainly it seems that in our public life there are echoes of
Van Creveld’s rules in recent legislative and public policy initi-
atives. For example, in response to the accumulated evidence
of disappointing results, a measure to reform welfare was
passed and made law in 1996. It is interesting precisely
because this legislation largely follows the Van Creveld pre-
scription. Though certainly Congress never thought to
reference Command in War, it still represents a “nonlinear”
response to fix to a problem with deep linear roots, and goes
by the term “devolution.” Essentially, devolution decentral-
izes, thereby distributing uncertainty. 
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[T]he law gives states broad latitude in fashioning their
welfare systems. It imposes some restrictions in return for
the lump-sum ‘block grants’ of federal money that states
receive from Washington, such as barring most recipients
from receiving federal money for more than five years and
requiring states to put specified percentages of welfare
recipients to work. But states have flexibility in deciding
how to accomplish those things and are free to use their
money to pay benefits as long as they wish.6

Therefore, the legislation contains a relatively broad sense of
federal intent, and a minimum of specifics. Subject to these
directives, the individual states are given waivers in order to
encourage them to develop innovative and tailored means to
manage the program. All of the elements are there. The
emphasis lies on distributing uncertainty through lowered
decision thresholds to the states, while modifying the basis of
command from detailed specifics to a broader one, which
establishes intent and expectations. The “what” is less closely
coupled with the “how.” That is, ends and means more mirror
the reality of welfare as a nonlinear system, where causes and
effects are separated in space and time. This arrangement
allows the flexibility necessary to do the complexity shuttle bet-
ter. Is it working? The Council of Economic Advisors released
a report on May 9, 1997, which attributes about 40 percent of
the drop in welfare cases to a near full-employment economy.
However, most of the rest of the decrease is credited to the
waivers and flexibility of the new law.

Van Creveld’s Rules Reflected in the 
Private Sector
The Van Creveld prescription for command on the inherently
nonlinear battlefield has, as the readings below show, found an
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independent, validating response in the management of pri-
vate enterprise. Business people are adopting measures very
similar to those found in Command in War. In the private sector,
a measure of success has been realized through a combination
of corporate vision statements (intent) and worker empower-
ment (lowered decision thresholds), thereby increasing
productivity.

Stephen R. Covey is a major business writer and consultant to
the corporate world. His books include The Seven Habits of
Highly Effective People and Principle-Centered Leadership. The fol-
lowing appeared as the “The Strange Attractor,” in the
journal Executive Excellence.7 The writer certainly takes liberties.
His concept of the Strange Attractor is enough to make any
scientist wince. Nevertheless, it works to get his message across
to the business community in a style that is effective in that set-
ting. That message is very consistent with that of Van
Creveld’s Rule, translated from the military arena to that of
commerce. The message is the same–distribute uncertainty.
New MBAs out of the prestigious business schools may not use
the same language, but the shared meaning is inescapable.

Earlier this year, I spoke to a group of executives gath-
ered at a ski resort in Whistler, Canada. After my
presentation, I enjoyed a day of skiing. Observing the
mountain from the base lift, I could see hundreds of peo-
ple skiing. At first glance, it looked like total chaos. But
after a while, I could see a beautiful pattern of harmony
and order to the whole thing.

Snatching order out of chaos is a result of what is called in
chaos theory the “Strange Attractor,” meaning that all
individuals share the same purpose–to enjoy their day in
their way, according to their level of skill, the condition of
the snow, the steepness of the slope, who their friends are,
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what their plans are, and so forth. Even though I’m sure
there were some accidents on the mountain that day, I
never saw any.

Now, imagine what would happen if some chief executive
sat at the top of the mountain with a computer, program-
ming in all of the variables and giving everyone orders on
how to go down the hill. It would be chaos, true chaos,
resulting in many crashes.

Give Up Control to Gain It 

Chaos theory, one of the cutting edges of management
thought today, essentially reveals a world that is character-
ized by a kind of randomness and a seeming absence of
rules, where even small changes in the system produce
huge amplified effects. You can’t predict the effects, and
you can’t control them. But on deeper examination, start-
ing at the subatomic level, you find a core order that is
beautiful and harmonious.

The significance of this principle in managing an organiza-
tion is that if there is a Strange Attractor–that is, a
common vision, sense of meaning, strategy, and value sys-
tem based upon principles which ultimately control
anyway–then we will see the same effect in our organiza-
tions as I saw on the ski hill: people managing themselves
according to the Strange Attractor. And self-management
provides order, harmony, and beauty rather than chaos.
Although it may look chaotic, because everyone is doing
his or her thing, they are all drawn to and united by the
Strange Attractor. 

The great paradox is that you’re going to have chaos if you try to con-
trol people. You may appear to have order on the surface,
because of your wielding the carrot and the stick to moti-
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vate people, but deep inside people will be going in a
thousand directions, having different motives and agendas,
because there is no Strange Attractor or common purpose.

To get the Strange Attractor, you need a vision or strategic
purpose that everyone can buy into and feel good about,
and have a value system based on principles reinforced by
a 360-degree information system and sustained by the uni-
versal conscience, the source of the mission statement. If
you expect other people to buy into your mission state-
ment, all stakeholders must be involved in creating it. This
is what enables order to come out of chaos. 

What difference might the Strange Attractor make in rela-
tionships? People and teams become more self-managing,
since they all have a common value system, a common
strategic intent, and a common sense of vision. That com-
monness attracts them and enables them to bond. It
lubricates all human interaction. People will subordinate
their own egos and work for a higher purpose. They may
work independently, just as a person may ski alone, but
because of the context and the commonness, they achieve
synergetic interdependence. In their work, they look for
ways to collaborate or partner with each other. On the ski
hill, for example, they watch out for everyone else, skiing a
little defensively and with an awareness of where their
friends and family members are on the hill. They may
meet their friends for lunch at the lodge and ask, “How
did you ski that run?” “How are you going to approach
the next one?” “How are you going to handle that steep
part?” “How are we going to help this one person who’s
just beginning?”
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Comfortable with Chaos

Command-and-control managers or ski instructors who
are used to order, discipline, and direction, might view the
Strange Attractor with suspicion, if not outright terror.
The main source of this raw terror is their own personal
need for control. Many managers feel they’ll lose control
and things will fall apart. But their underlying paradigm of
control is the very cause of their undoing.

Today, the global marketplace is driving the demand for
quality, and we can’t produce quality unless we have
shared values and strategic intent. Those who don’t know
the Strange Attractor will experience raw terror when try-
ing to compete in the global marketplace. To be more
competitive, they need to become more comfortable with
chaos. And to do that, they’ll need to break their addic-
tion to control slowly, starting with their own immediate
workgroup.

To illustrate this concept of the Strange Attractor, I cite
the following examples:

1. When AT&T divested, they were rule-infested, bureau-
cratic, and product-focused rather than customer-focused. 
When they went through divestiture, they had to go up 
against global competition and deal with enlightened cus-
tomers who had many options. Within one decade, several 
divisions developed amazingly high levels of empowerment, 
unleashing talent and energy toward a common purpose or 
strategic intent.

2. Similarly at General Electric, a decade ago they were highly 
bureaucratic, rule-infested, and filled with policies and pro-
cedures in a highly politicized environment. Now, some 
divisions have remarkable levels of empowerment and cus-
tomer focus, thanks to the Strange Attractor.
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3. Saturn Corporation is another example of an organization 
with a significant mission statement which serves as a corpo-
rate constitution, as a Strange Attractor.

How can you create an attraction that’s so strong it’s virtu-
ally molecular? It usually comes out of common vision and
shared mission. Warren Bennis talks about four things:
magnetic attraction, meaning, trust, and consistent exam-
ple. Those four things define the job of the leader.

My definition of leadership has evolved to this: the creation of
a culture around a shared vision and value system based on principles.
That’s true leadership. If you leave any one of those ele-
ments out, you’ll be less effective in your leadership. For
example, if your vision and value system are not based on
principles, you’ll have a social value system, like Hitler
had. If you don’t create the culture, you may have an
excellent vision and value system, as most organizations
do, but your people won’t own it.

Exchange Between Old and New

Let’s imagine an exchange between an enlightened leader
and a line manager who’s still caught in command-and-
control ways. The leader asks, 

“How’s it going?”
“We can’t get good work out of these people,” says the

manager. “Their work ethic is terrible. No one will
cooperate.”

The leader says, “Well, tell me about it.”
The manager moans, “Our customers aren’t loyal;

our suppliers try to take advantage of us; our employees
are all looking out for #1; no one will cooperate and pull
together.” 
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And then the leader asks, “What if everyone had the
same vision, purpose, strategic intent, and values you
have? What if everyone could share that?”

“Oh, that would make all the difference,” says the
manager. “But we can’t possibly achieve that ideal. There
are so many different agendas. Everybody’s working for
his or her own reasons. They go at different speeds and
have different timetables.”

And the leader says, “Well, look at the human body.
The body has many different members, but because of the
DNA chromosome structure of every cell, the entire body
has the same Strange Attractor. We can reduplicate the
entire body out of one cell. It’s all there, like a holograph.
What if we could have such a Strange Attractor inside this
organization?”

And the manager says, “Well, that’s just not possible
or practical.’

“Well, what are our competitors doing?” asks the
leader.

“I don’t know what they’re doing,” says the manager.
“I just know that some of them are eating our lunch.”

“Well, what do you think they are doing?” asks the
leader. “Would you be interested in finding out?” 

“Oh, yeah, but don’t give me any of this idealistic
crap about mission statements.”

And the leader says, “Well, let’s just observe the best
of the competition. Maybe we can benchmark a little to
see how what we’re doing compares with what they’re
doing.”

Gradually, by the force of competitive circumstances,
the manager is humbled. Still he wonders how to get from
here to there. “But I don’t know what to do,” he says.
“what must we do to develop a Strange Attractor?”

Now the leader and manager are honestly exploring
together how to get a shared vision and mission, using an
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inside-out approach. They realize that it has to start with
themselves.

Fears Are Groundless

In recent months, I have interviewed several executives
who have worked with companies that have won the Mal-
colm Baldridge National Quality Award. I asked them,
“What was the toughest challenge for you personally?”

They all said, “The biggest, toughest personal chal-
lenge was to give up control.” They feared losing control,
but they found that their fear was groundless. They
thought they were going to have chaos. The opposite
happened.

Again, this is the great paradox of leadership: you give up
control, and you gain it. When you give up control and involve
people in a genuine process of developing a common pur-
pose and value system where you own the Strange
Attractor, you begin to see everyone pulling together in the
same direction according to their roles and level of skill.
You move from procedural control to conceptual control.
You move from external control to self-control. 

This is why humility is the mother of all virtues, courage the
father, and integrity the child. Because humility says, “I am
not in control. I control my actions, but principles and nat-
ural laws control the consequences of those actions.”

And the consequences are amplified ten-fold with other
people. So, if you want to just transact with people, not
have any partnering or any deep relationship, then its easy
to just go ahead and do it. But know this: as soon as your
competition has the Strange Attractor, you don’t have a
chance. You’ll never last if you have only superficial rela-
tionships with a few people and your competitors have
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transformed relationships and partnerships within the firm
and outside the firm.

In a state of humility, you see yourself as part of a larger
system. You recognize the dynamic forces involved.
You see there has to be more give-and-take flow, more
flexibility, because of the dynamic forces of the market-
place. Likewise, if you’re going to partner with other
people, you’ve got to understand their business require-
ments and cultural imperatives. In my work with the
French company, Michelin, I found the whole key was
to first understand the nature of their culture and to go
with the cultural flow in order to achieve a common,
strategic intent, that Strange Attractor. If you go against
the cultural grain, you get the opposite result, the
Strange Resistor.

The leadership versus management distinction ultimately comes
down to people versus things. You can use control and effi-
ciency with things, but you need to build relationships with
people. Unless people have some common sense of mean-
ing, they won’t have a Strange Attractor to unite them. In
my own office, we have eight people who work with a high
level of empowerment and autonomy. In fact, I rarely even
show up. I purposely stay away from the office to be more
productive in other high-leverage activities. I attribute the
harmony and productivity of the office to the Strange
Attractor–a common vision of strategic intent and a value
system based on principles. Unless you have the Strange
Attractor in your family, how are your kids going to man-
age themselves when you’re not around? They’ll do
whatever they think they can get away with. Such self-cen-
tered behavior truly leads to chaos. 

When the Strange Attractor is present, people may actu-
ally be absent without impairing the operation. People can
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be doing their thing on “the hill” and while it may appear
chaotic at any given moment if you take a snapshot, if you
film the action with a motion picture camera, you see that
it all fits and flows.

[Reproduced by permission of Executive Excellence via the
Copyright Clearance Center.]

This report from the April 11, 1997, issue of The Wall Street
Journal8 supplements (and perhaps balances) Covey. It is a fine
case study to illuminate the importance that the properties of
diversity and hierarchy have for a complex adaptive system to
function effectively.

Their eyes sparkled with enthusiasm–10 young, fresh-
faced graduates, all smiling broadly on the cover of Fortune
in May 1994. They worked for Architectural Support Ser-
vices Inc., or ASSI, “a company” the magazine cover
declared, “where the employees take charge of their
future.” And how. Within a year, all but two of them had
walked out, embittered and divided against the very com-
pany that gave them control. “It was a revolt,” says owner
Vic Williams. Adds his wife and co-owner Joyce Roberts:
“Instead of thriving, they quit.” What on Earth went
wrong? Though their concepts were sound, the owners’
execution was flawed in a few critical respects. Today, they
are rebuilding the business on similar leadership princi-
ples, but without the costly mistakes of the past. 

Vic is an architect who developed a passion for computing
more than 20 years ago. He and Joyce launched ASSI in
1985, providing computer-aided design services to archi-
tects. Joyce, with years of experience managing
contracting projects, organized the jumble of floppy disks
and the unevenness of work flows inherent in computer-
aided design. Before long ASSI landed a big one, churning
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out construction diagrams for an up-and-coming retail
chain called Home Depot. Intent on building the best staff
possible, Vic and Joyce followed a rigorous recruiting pro-
file, hiring hotshot young designers from the best schools.
They built a look-alike staff of people between 21 and 23
years old, most from well-to-do backgrounds.

Though gifted at organizing, Joyce was uneasy about her
people skills. She immersed herself in books, tapes and
seminars that appealed to her sensibilities as a rebellious
baby boomer. Teams. Empowerment. Profit sharing. No
hierarchies. It was her extensive use of these policies that
put her and her employees on the cover of Fortune. Later
the company was featured in a management textbook as a
case study in modern management. But while the experts
were fawning, the staff was fuming.

Employees were expected to schedule their own jobs, but
they were offended if Vic pointed out they were behind
schedule. They were asked to deal directly with customers,
but they chafed when customers made big demands. Says
Joyce’s sister Caroline, who helps run the business: “The
staff was downtrodden, unhappy and looking for some-
thing to complain about.” And complain they did. When
the owners leased an extra-large suite so everyone could sit
by a window, employees complained about the glare on
their computer screens. When Joyce offered to send people
to professional-development classes, they took it as a slight.
It did not help that while being told they were in charge,
employees had to work with Joyce’s carefully designed
work flows. The message from employees, Joyce says, was
palpable: “Get out of my face.” Joyce was heartbroken–
and mystified. “It was like a soap opera,” adds designer
Tina Maxian, who is still with the company.
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The reality in retrospect, wasn’t terribly complicated.
Joyce and Vic had given their young staff plenty of author-
ity but too little accountability. There were no formal
performance reviews. No one was ever fired. They had
created not a sense of fulfillment, but of entitlement. They
tried to win people back over private lunches, but in such a
monolithic work force there was little hope of solving the
problem one employee at a time. So finally, in early 1995,
“the walkout” began. In the space of a few weeks the entire
design staff, other than Ms. Maxian, jumped to clients and
competitors. Joyce, nursing her devastation, threw herself
into the design work alongside Vic and began soul-
searching. 

One evening at the end of an intense week, she saw a sign
behind the carryout counter of a pizza parlor. “When all
else fails,” it said, “lower your standards.” She did not take
the message literally; she is too much a perfectionist for
that. But it did provide the glimmer of an answer. Perhaps
by hiring to a different standard–by emphasizing team-
work over training, personality over pedigree–she and Vic
could build a new and stronger staff. So far it has worked.
Recruiting at community trade schools instead of four-
year colleges, they found people whose eagerness to learn
exceeded their lack of training. 

Just as important, hiring from a wider pool created a more
diverse staff. I don’t just mean race, although that’s part of
it. The new staff includes a mix of locals and out-of-town-
ers, some people well past their 20s, married people and
singles, a former construction worker, an architect from
Vietnam. Despite some beliefs to the contrary, a diverse
workplace responds better to problems than a homoge-
neous one. A greater variety of backgrounds creates a
greater variety of solutions. 
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The new staff is also held more accountable. Today, ASSI
conducts formal performance reviews. People who do not
get along do not stay. But in most respects employees have
as much say-so over their work as ever. Indeed, Joyce has
lightened her touch, “accepting the chaos,” she says, “and
not feeling like I have to control every aspect.” The better
mix of employees makes that easier. “Now we have some
people who take direction and some who provide leader-
ship,” she says, “rather than a lot of people the same age
rebelling and feeding off each other.” 

[Reproduced by permission of The Wall Street Journal via
the Copyright Clearance Center.]

The Van Creveld prescription–design “the organization, or
indeed the task itself, to operate on the basis of less informa-
tion, relying on the division of the task into various parts and
to the establishment of forces capable of dealing with each of
the parts separately on a semi-independent basis”–is a practi-
cal and useful Aid to Learning. It provides for many parts of
the system to work on a problem at the same time. It as a
means enables us to do the complexity shuttle better, helps us
keep our balance in the narrow range of cas, and helps us
avoid the regions of order and disorder on either side. 

Notes
1 Van Creveld, Martin. Command in War. Cambridge: Harvard University 

Press, 1985. p. 269.

2 Van Creveld.

3 Van Creveld.

4 Van Creveld.

5 Van Creveld: p. 270.
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6 Harwood, John. “In Some Big States, Lawmakers Remain Divided Over 
How Best to Implement Welfare Overhaul,” Wall Street Journal. May 16, 
1997. p. A20.

7 Covey, Stephen R. “The Strange Attractor.” Executive Excellence. August 
1994. pp. 5-6.

8 Petzinger, Thomas, Jr. “A Creative Staff Finds New Strength In Its 
Differences.” The Wall Street Journal. April, 11, 1997. p. B1.
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Chapter 7

Perrow’s Quadrants

In building a theory of the world, it helps if one’s vision is a
little bleary. 

We build our orders, but only at the expense of creating
randomness elsewhere. 

- George Johnson, Fire in the Mind

errow’s quadrants, devised by the sociologist Charles Per-
row as a result of his investigation of the Three Mile

Island nuclear plant accident, abandons many details. His
quadrants are a stripped, minimalist model. That is, they are
“tacit,” or low-level models, while high-level models, which
contain a lot of detail, are “overt.” More tacit models are
responsive to the call for “coarse-graining;” for a “crude look
at the whole,” essential for dealing with nonlinear environ-
ments, and are a hallmark of Aids to Learning. The following
summarizes Perrow’s framework.1

Charles Perrow’s book2 takes a unique approach to acci-
dent prevention and risk management. He focuses upon
organizational causes of accidents rather than limiting
his study to human error and equipment failure. He

P
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argues some accidents are inevitable and are in fact, nor-
mal. To understand Perrow’s approach, one must first
distinguish between what he calls incidents and acci-
dents. Then, one needs to have a firm grasp upon two
key concepts, interaction and coupling, which form the
foundation of his thesis. . . .

Incidents and Accidents

Perrow differentiates between simple incidents like back-
ing a car into a telephone pole and nuclear accidents like
Three Mile Island. For analysis, he organizes all “systems”
(major end items) into four levels. Level one is the part, the
smallest component of any system. Examples include
valves, filters, gauges, etc. Level two is the unit, which is
made up of parts. Examples are motors, pumps, wiring
panels, etc. Level three is the subsystem, which is an array of
units. Examples include propulsion systems on naval
destroyers and navigation sets in aircraft. Level four is the
system itself, which is the summation of its subsystems.
Examples are aircraft carriers and space shuttles.

An incident involves damage to parts (level one) and/or a
unit (level two). An accident “is a failure in a subsystem, or
the system as a whole, that damages more than one unit (a
subsystem, or level three) and in doing so disrupts the ongo-
ing or future output of the system (level four).” Incidents and
accidents both begin with equipment failure or human
error, but accidents continue on out of control with multi-
ple, unanticipated failures in units and subsystems. 

Perrow’s definitions can be confusing. A truck tire could
blow, cause a wreck, and kill a soldier. An extremely seri-
ous situation, but one he would categorize as an incident.
Perrow takes an impersonal, rational, systemic
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approach. . . to analyze potential catastrophes. Integral to
his analysis are the concepts of interaction and coupling. 

Linear and Complex Interactions

The concept of interaction helps Perrow identify which
systems are most prone to accidents. Linear interactions
describe highly structured systems which are logical,
sequential and planned. They function as a series of
expected events in a predictable sequence. If damage to a
part occurs, the problem can be identified and corrected
with little disturbance to the overall system. Linear inter-
actions are also characterized by minimal feedback loops
which make it easier to understand and monitor the
entire system. 

Complex interactions on the other hand, are less predictable.
Breakdowns within one or more units and/or subsystems
can occur because of unplanned and unforeseen interac-
tions. Unexpected events may occur, regardless of
intended system designs. Problems are not easily identifi-
able in complex systems, especially during the confusion
that ensues from an accident.

Advanced technology could make systems more complex
and more difficult to understand and predict. Or, innova-
tion could result in increased simplicity. One decreases the
chance of accidents by increasing linearity in complex
interactive systems. (The big attraction of complex systems
lies in production efficiencies, not in safety considerations.)
Holding everything else constant, linear designs are inher-
ently more safe.
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Tight and Loose Coupling

Perrow’s second major concept is coupling, or the amount
of “slack, buffer, or give between two items.” Loosely coupled
systems are characterized by decentralized operations, mis-
sion orders, ambiguous performance standards, and
flexible control mechanisms. Change has little effect upon
loose organizations. These types of systems allow a wide
variety of responses during emergency situations. If some-
thing goes wrong, there is time to correct the problem
without catastrophic consequence. Processes do not flow in
rigid sequence. Field expedient solutions to problems and
substitute equipment are readily accommodated. 

Tightly coupled systems are highly centralized and rigid. Out-
put is closely monitored within specified tolerances.
Subsystems are interdependent. Change causes massive
ramifications throughout the system. Tightly controlled
time schedules with little slack are sensitive to delays. Pro-
duction sequences must be strictly followed. Substitutions
are not easily accomplished and equipment breakdowns
can bring the entire system to a halt. Safety features must
be designed into the system because human intervention is
not easily accommodated. Emergency override features
may be built-in, but systems design makes on-the-spot,
field expedient solutions difficult.

Interaction/Coupling Chart

Figure 7.1 shows relationships between interaction and
coupling. A tight-linear organization falls into quadrant 1,
tight-complex into quadrant 2, loose-linear in quadrant 3
and loose-complex in quadrant 4. Arguably, examples
within the quadrants are used to illustrate various inci-
dent/accident potentials. 
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Figure 7.1: Interaction/Coupling Chart
(Reproduced by permission of Basic Books via the Copyright Clearance Center)

A railroad company (quadrant 1) is a tight-linear organiza-
tion. Tight coupling tendencies: Trains run on time.
Management has limited flexibility in the use of tracks.
Trains must be staggered and time buffers rigidly followed.
Experienced personnel and specialized equipment are
required; substitutes have to meet standards which limit
options during emergencies. Linear interaction tendencies: Rail
cars are spread around the country to meet customer
demand. Failures within the system are relatively easy to
locate. Direct, online information sources exist. Opera-
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tions are sequential and procedures are usually conducted
“by the numbers.”

NASA (quadrant 2) is a tight-complex organization. Tight
coupling tendencies: Time schedules are rigidly followed
(which partially explains the Challenger disaster). Once a
spacecraft is launched, NASA is committed. Specific
actions and sequence of events must occur. Safety features
are designed into the system and few substitutions of
equipment, supplies and personnel are possible. The
inflexible nature of this tight system is illustrated by the tre-
mendous ingenuity and luck required for the safe return of
Apollo 13. Complex interaction tendencies: Highly specialized
personnel work in the U.S. space program. Equipment is
tightly packed in small spaces and interdependencies of
functions are great.

A neighborhood gasoline station (quadrant 3) is a loose-lin-
ear organization. Loose coupling tendencies: Attendants have
flexibility in servicing cars at the pumps and in the bays.
Customers have choices between different grades of fuel,
viscosities of oil and brand names on repair parts. Backlogs
occur at different times of the day with few ramifications.
Skills required are relatively few so employees can be
readily replaced when problems occur. Linear interaction ten-
dencies: Equipment is spread out–tools and diagnostic kits
are scattered among the bays and cars. Turnover of per-
sonnel has little effect to include summertime when high
school kids are hired temporarily. Customers are served on
a first come basis, but exceptions can be made easily. Few
surprises occur because information sources are direct and
firsthand.

A college is a loose-complex organization (quadrant 4).
Loose coupling tendencies: Class schedules are easily changed
based on the availability of the instructor. If textbook
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orders are not filled before the semester begins, alternates
may be selected or photocopies made of existing texts.
Slack is present; a class falling on a holiday is easily slipped
to another day. When an instructor is ill, another may sub-
stitute or students sit in on another class. Complex interaction
tendencies: Feedback loops exist between the students, the
dean and faculty. . . Indirect and inferential information
sources complement the formal feedback loops that pro-
vided the impetus for change.

There is less chance of accidents in loosely coupled organi-
zations compared to tightly constructed ones. A
catastrophe is far less likely at a gasoline station or a col-
lege compared to a mainline on Southern Railroad or
during space shuttle flight. Once an incident or accident is
about to occur, or is in progress, it is easier for a linear
organization than a complex one to control the situation.
One can fix a problem easier on a railroad than in a space
shuttle. 

Perrow’s Authority Rules
Based upon his investigations, Perrow concludes that the
inherent nature of effective “authority” [or command and
managerial processes and styles] fundamentally differs in each
individual quadrant, as follows (see Figure 7.2):

• Complex but loosely coupled systems are best 
decentralized.

• Linear and tightly coupled systems are best centralized.

• Linear and loosely coupled systems can be either.

• But, complex and tightly coupled systems can be neither.
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Figure 7.2: Centralization/Decentralization of Authority Relevant to Crises
(Reproduced by permission of Basic Books via the Copyright Clearance Center)

Meshing Aids to Learning
It is not only that linear and nonlinear techniques need to be
meshed. All kinds of Tools of Analysis are routinely combined
every day to solve problems in a linear way. So too can Aids to
Learning be intertwined to provide insights. Meshing occurs
both between and within these regimes.
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In the following example, three nonlinear avenues will be
drawn into intersection–Perrow’s Quadrants, the Period-Dou-
bling Cascade of the “playing field,” and Van Creveld’s
Rules–providing a focus in which insights yield knowledge.
The process is fundamentally different from linearity’s focus
on transforming data into information.

Overlaying Perrow’s Quadrants on the Period-
Doubling Cascade

Suppose we were to dismantle the quadrants and lay them
end-to-end in the following sequence: Tightly linear, loosely
linear, loosely nonlinear, and tightly nonlinear, or Quadrants
1-3-4-2 (see Figure 7.3).

Figure 7.3: Quadrant Continuum

What we would have is a continuum that “parallels” the place
on which the game of nonlinearity is played. While it is paral-
lel and consistent with the features of the period-doubling
cascade, it is not demarcated. Nevertheless, one can conjec-
ture that–

• Quadrant 1 lies at the Edge of Equilibrium.

• Quadrant 2 lies at the Edge of Chaos.

• Quadrant 3 extends to the 2nd bifurcation point, and is 
effectively mildly nonlinear. 
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• Quadrant 4 roughly equates to the remainder of the 
playing field.

The composite picture that is derived, therefore, looks some-
thing like Figure 7.4.

Figure 7.4: Composite Image

Perrow’s Quadrants and Van Creveld’s Rules

To carry the matter of meshing Aids to Learning one step fur-
ther: What if we were to relate Van Creveld’s Rules to
Perrow’s Quadrants? I tried that in a article published in
Parameters in 1996, which is included in the Appendix.3

In this article I suggested that the Army’s Force XXI “digi-
tized battlefield” appeared to have the characteristics of a
tightly coupled and complex system, and therefore might fall
into Perrow’s quadrant 2. If so, its future is problematic. Per-
row explains that the problem with tightly coupled, complex
systems is that 
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the demands are inconsistent. Because of the complexity,
they are best decentralized; because of the tight coupling,
they are centralized. While some mix may be possible, and
is sometimes tried (handle small duties on your own, but
execute orders from on high for serious matters), this
appears to be difficult for systems that are reasonably com-
plex and tightly coupled, and perhaps impossible for those
that are highly complex and tightly coupled.4

Quadrants: An Imaginary Seminar
Perrow’s quadrants, shorn of all distracting “noise” and
embellishments, yield insights. After all, the obverse of a safety
concern can be viewed as a military consideration. They are
different sides of the same coin. Imagine the following discus-
sion, somewhat along lines which have occurred in class:

Q: If we assume that democracies don’t fight each other, in 
which quadrant(s) will future threats likely come from?

A: Probably quadrant 1, which has the earmarks of an 
authoritarian regime. 

Q: Where does quadrant 1 lie on the Period-Doubling Cas-
cade continuum?

A: Adjacent to the Edge of Equilibrium. It has minimal 
nonlinear attributes.

Q: What is its authority rule?

A: Highly centralized–a command and control economy, 
society, and military.

Q: In terms of “ends” and “means,” what is the end?

A: Knock it over the edge into Equilibrium.
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Q: What are the means? 

A: Affect the small, but critical, elements of its nominal cas.

Q: What could be the actual center(s) of gravity? Think of 
the seven attributes of complex adaptive systems.

A: Usually we focus automatically on flows when it comes to 
centers of gravity. But, in this case, I think we ought to 
look more carefully at tagging. . . [Another student] Wait, if 
we can’t get at that small component of nonlinearity 
directly, can’t we just make the system’s linearity even 
more intense, to the point where we are accomplishing 
the same thing?

Q: Our force projection lies in which quadrant?

A: Probably quadrant 1, too, assuming that everything but 
precision strike is ruled out.

Q: Are there exceptions, or is it a rule, that when both 
opposing forces emanate from the same quadrant that 
winning can only come through attrition? Are there 
shades of gray?. . . and so on, and on.

Notes
1 Smith, Bradley E. “Review of Normal Accidents: Living with High Risk 

Technologies.” (Unpublished paper) Industrial College of the Armed Forces. 
November 26, 1996. 

2 Perrow, Charles. Normal Accidents: Living with High Risk Technologies. New York: 
Basic Books, Inc. 1984.

3 Czerwinski, Thomas J. “Command and Control at the Crossroads.” 
Parameters. Autumn 1996. pp. 121-132.

4 Perrow: p. 334.
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Chapter 8

Systems Dynamics

In the long run, the only sustainable source of competitive
advantage is your organization’s ability to learn faster than
its competition. 

- From the dust jacket of The Fifth Discipline

hinking about phenomena as a system has not been
around for a long time, perhaps for the past 50 years.

This should strike you as strange, even improbable, yet it is
true. Terms such as feedback are relatively recent additions to
our language. It took a long time to understand that despite
the hints implied in electrical, hydraulic, and pneumatic cir-
cuits, there were such things as systems, and they are all
around us in profusion. There have been a succession of sys-
tems approaches which have gained attention, and then more
or less waned. Among the first was General Systems Theory.
Then there was Cybernetics, another relatively high-level
model which still finds vogue in some information warfare cir-
cles, and of which the Russians have been, and remain,
especially fond. The third in this succession can loosely be
called systems dynamics, to which the name Jay Forrester, who in
the 1950s invented core memory for the early mainframe

T
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computers, is associated. We will, however, focus on its fore-
most contemporary practitioner, Peter M. Senge of the
Massachusetts Institute of Technology.

Peter Senge’s book’s cover proclaims “Over 400,000 copies in
print!” That is a lot by any standard. The Fifth Discipline has
grown with companion fieldbooks, guidebooks, and every-
thing short of a “Cliff notes.” It is perhaps the single most
influential book in circles dealing with private sector manage-
ment. Here is a description of systems dynamics based on an
interview with Peter Senge.1

Systems theory is not as gray or mechanical an idea as it
sounds. In fact it can be quite lively. One key to systems is
nonlinear feedback–and as we’ve seen, nonlinear feedback
can turn the simplest activity into the complex efflores-
cence of a fireworks display. The systems approach has
taken the form of many species of theories that have
evolved over the years. There is a general systems [tradi-
tion] pioneered by the late Ludwig von Bertalanffy; the
cybernetic tradition begun by Norbert Wiener; and the
servomechanistic or engineering tradition represented by
MIT systems theorist Jay Forrester. 

In its various forms and hybrids, the systems idea has been
infiltrating virtually every discipline. Departments of sys-
tems have sprung up in universities all over the world. . .
Nobel prize economist Herbert Simon announced in
1978 that he had abandoned traditional economic theory
and was converting to information and systems theory.
However, despite the enthusiasm, the systems approach
has yet to prove itself as more than a clever new way of
looking at things.

Above Peter Senge’s desk at MIT’s Sloan School is pinned
a drawing by his young daughter. It is a swirling spasm of
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lines, a portrait of chaos, on which she has printed in a
preschool hand, “Daddy at work.” Chaos and uncertainty
are indeed part of the work Senge does at the Systems
Dynamics Group. . . [which has] taught dozens of corpo-
rations and municipalities to deal with management
problems through “nonlinear” modeling.

We all have countless models in our heads about how
things work. “If the car starts to skid, turn your wheels in
the direction of the skid”–that’s a model. “Spare the rod
and spoil the child”–another model. Some of our models
involve feedback but generally not the kind of iterated
(positive) feedback that makes for nonlinearity. In business
and economics the theoretical models used for planning
have traditionally been linear. “Increase the sales force
and we’ll increase the number of sales,” or “Take the
growth rate for the last five years and project it for the next
five years after compensating for population declines.”

But linear models are notoriously unreliable as predictors,
which is their usual function. Forecasts don’t work out.
The population suddenly starts to grow or moves to
another part of the country or starts buying less of a prod-
uct because of some unforeseen reason, such as a gas crisis.
Attempts to make predictions suffer a chaotic fate. The
predictions fail because the models can’t take in the whole
of how the elements in sensitive dynamical systems inter-
act. Systems dynamics’ answer to this modeling dilemma
was to make the essence of the model nonlinear and to
shift the emphasis away from prediction. 

Nonlinear models differ from linear ones in a number of
ways. Rather than trying to figure out all of the chains of
causality, the modeler looks for nodes where feedback
loops join and tries to capture as many of the important
loops as possible in the system’s “picture.” Rather than
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shaping the model to make a forecast about future events
or to exercise some central control, the nonlinear modeler
is content to perturb the model, trying out different vari-
ables in order to learn about the system’s critical points
and its homeostasis (resistance to change). The modeler is
not seeking to control the complex system by quantifying it
and mastering its causality; (s)he wants to increase her
“intuitions” about how the system works so (s)he can inter-
act with it more harmoniously. 

Thus, the development of the systems model exemplifies
the shift that the science of chaos and change is making
from quantitative reductionism to a qualitative holistic
appreciation of dynamics.

How is a qualitative model made? When they work in
complex organizations such as corporations, System
Dynamics modelers try to identify the written and mental
concepts the people in an organization are using when
they do their work, the organization’s rules and policies,
the actual behavior of people in the organizational setting,
the organizational structure, its purpose, and numerical
data such as how many people are working and when they
work. The goal is to see what kinds of loops these elements
form. The process of making a nonlinear feedback model
is itself a nonlinear feedback process (see Figure 8.1).

“Initially clients are skeptical,” Senge says, “‘You can’t
model this; this is not just a system of hard variables. We
are talking about innovation, passions of man, all sorts of
subtle, unmodelable things.’ Their first position is always
cynicism. But after a while they get enthusiastic. They see
you can model the psychology and the subtler dynamics
that go on in an organization. They find that if you can
talk about something clearly, you can usually model it, and
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they get enthused about modeling the subtler dynamics
that everybody knows are important.” 

The tangle of feedback loops is often immensely complex,
of course, but the computer can handle that. Nonlinear
equations are assigned to the loops to indicate the precipi-
tous things that happen as values are powered up (“loop
gains”) or diminished. 

Figure 8.1: A picture of the process of making a nonlinear feedback model is 
itself a nonlinear feedback process.
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What is purposely left out of the model are the “histori-
cal,” or “time-series,” data used by linear modelers to
compute the ups and downs of past trends the organiza-
tion has experienced. The nonlinear modeler uses the
time-series data not to make the model but to check it. By
running the model on the computer, the modeler can see
how close his or her picture of the organizational feedback
comes to behaving the way the actual organization
behaved historically. [This is a good example of meshing, or
interweaving, linear and nonlinear techniques, which is superior to
either alone.]

One advantage claimed for a good model is that you can
change the values in different loops, run the simulation on
the computer and see what happens. You can try out a
policy change, watch the effect on the system of adding
staff or cutting staff; you can experimentally change the
relationship of different elements, even gauge the possible
result of a difference in employee morale or attitude.
Because it’s difficult for a human mind on its own to visu-
alize any more than a very few loops, the computer is
indispensable to the modeling process. 

By studying systems’ complex and varied forms, systems
theorists have developed a long list of systems’ principles.
Below are a few, summarized by Peter Buttner, an execu-
tive for the Boise Cascade Lumber Company and a former
student of Senge’s at MIT:

–To permanently change a system you have to change its
structure.

–In any given system there are very few “high-leverage
points” where one can intervene to produce significant,
lasting changes in the overall behavior of the system.
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–The more complex the system, the farther away cause
and effect usually are from each other in both space and
time.

–It doesn’t take very many feedback loops before it gets
tough to predict the behavior of a system.

–Neither the high-leverage points nor the correct way to
move the levers for the desired results tend to be obvious.

–“Worse before better” is often the result of a change of a
high-leverage policy in the “right” direction; therefore any
policy change that produces better results immediately
should almost always be suspect.

Senge, for one, believes that we are only just beginning to
understand how to handle such complexity on the social
level. He says that when he teaches people how to model
systems he starts with “a degree of complexity just within
the bounds of your conscious ability” and then escalates
the complexity until people dimly grasp the whole without
actually being aware of it. He thinks learning to handle
complexity means learning to live more intuitively,
because intuition is the key to making significant changes
in complex systems, helping them evolve, and evolving
with them. 

“At the deepest level of systems dynamics we are trying to
cultivate a unique intuitive/rational sense of when we are
getting close to a leverage point. It rarely has any correla-
tion to the symptoms most people focus on, because in a
system cause and effect are rarely closely related in time
and space.”

The point of people immersing themselves in the complex-
ity is, he believes, to liberate their visions. You want to
change the system so that it expresses your unique angle
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on things. But the problem is you can’t do that mechani-
cally because your unique angle isn’t a reducible item; its
more of a feel, a nuance. So to get at a vision, the system
has to be approached as a subtle whole. The task, as Senge
describes it, is obviously not an easy one for minds trained
in reductionism. He says that “there’s an incredible tell-
me-what-I-can-do-so-can-fix-it attitude” that people have
about organizations. “We’re trying to teach people the sys-
tems perspective and part of that is assimilating the ability
to grow from acknowledging uncertainty. You’re always in
an experimental mode. I think it’s enormously powerful. It
liberates the vision side of things. It also liberates the intel-
lect. In education it lets people operate in a learning mode
rather than a fix-it mode, which makes them a hell of a lot
more effective intellectually.”

However, he admits that while people get insights from
systems dynamics, they often don’t stick with the process.
“I think in the back of their minds is the thought that
despite their insights, somewhere along the line they’re
going to get this reduction, this model of the system which
then they’ll be able to change mechanically. After a while
they see there’s no end to this modeling process, the intui-
tive process, and they get discouraged. The nature of what
we’re doing doesn’t fit with their assumption of a reduc-
tionist solution.”

[Reproduced by permission of Harper Collins Publishers,
Inc. via the Copyright Clearing Center.]

Bear in mind that each successive attempt at systems theory
has been launched in the linear domain to probe the nonlinear
world, and each got better at it by introducing elements that
are more native to the nonlinear environment. Systems
dynamics is getting close. Yet, even Senge is concerned that it,
like its predecessors, may be on the wane, in which case a



Chapter 8 109

more successful and persuasive form is likely to follow. Yet, the
struggle will be uphill, because this Aid to Learning employs
higher level models, always operating at the edge of the enve-
lope that nonlinearity will permit, compared to lower-level,
more tacit models such as those of Van Creveld and Perrow.

The future of higher level models, such as systems dynamics,
remains problematic because they seem to continually bump
their head on the low ceiling that nonlinearity permits for
entry into its domain. Should systems dynamics yet hit on the
right dimensions, becoming just tacit enough for the nonlinear
aperture, it has the potential to be a powerful Aid to Learning.

Notes
1 Briggs, John and F. David Peat. Turbulent Mirror. New York: Harper & Row, 

Publishers. 1989. pp. 174-80.
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Chapter 9

Genetic Algorithms

. . . even as late as 1957, “algorithm” did not appear in
Webster’s New World Dictionary. The closest word to appear
in dictionaries of that time was “algorism,” which means
the process of doing arithmetic using Arabic numerals.
The word algorithm appears as the result of confusing the
word arithmetic with the name of the Persian mathemati-
cian Abu Jafar Mohammed ibn Musa al-Khowarizmi (c.
825). . . before it came to have its present meaning of a
well-defined procedure for computing something.

-  George Markowsky1

genetic algorithm is a computer program that is
designed to work in much the same way that biological

evolution does. The results are not attempts to arrive at optimal
answers, but fittest solutions. A recent article on the front page
of the Wall Street Journal2 describes well the nature and uses of
genetic algorithms as Aids to Learning:

The cold, digital domain of silicon-based technology is
drawing inspiration and new ideas from an unlikely
source: the living, breathing realm of nature. Companies

A
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and scientists are turning to a wide variety of natural mod-
els–from the way salmon migrate to how the human body
fights viruses to evolution–for new approaches to problem-
solving. Spurring this unusual alliance is the realization
that many problems, similar to the ones humans want to
solve, have already been cracked by Mother Nature.
Nature offers a “huge library of design metaphors,” says
John Hiles, president of Thinking Tools Inc., a Monterey,
Calif., company that develops software based on natural
analogies. “It’s opening up a wide range of possibilities.”
That’s why scientists have studied the human immune sys-
tem for tips on how to protect against viruses of another
kind–those that invade computers. Typical virus-detection
programs check software against a database of known
viruses. That can let unknown viruses–for which there are
no database matches–easily sneak through.

Alien Molecules

To find a new approach, Stephanie Forrest, a computer
science professor at the University of New Mexico, has
teamed up with Alan S. Perelson, a theoretical immunolo-
gist at Los Alamos Laboratory. Together they have
created software that attacks unrecognized computer
viruses by imitating a neat trick by which immune systems
identify alien molecules. The human immune system uses
a class of protein-attacking cells known as T-cells. Early in
life, the system destroys those T-cells that would attack
the body’s own proteins, while keeping all other T-cells.
This unusual process, known as “negative selection,” lets
the immune system identify intruders it has never encoun-
tered before. When T-cells run into a nonbody protein on
the surface of an invading virus or a foreign cell, they
sound the alarm for other parts of the immune system to
arrive and do battle. Professor Forrest and researchers at



Chapter 9 113

Interval Research Corp., a small research-and-develop-
ment company in Palo Alto, Calif., have built their own
“T-cells”–from strings of computer code. As with the
immune system, their approach evolves the strings so as to
keep only those that are extremely sensitive to “foreign”
computer code.

Virus Killers

To test them, researchers unleash both known and
unknown computer viruses into a network. The digital T-
cells roam around seeking out foreign code and setting up
an alarm: a window pops open upon the screen, warning,
“A change has been detected.” The software then displays
the file where the virus lies. “I really believe that our com-
puter systems are so complicated, we can’t use them
effectively till we make them look more like biological sys-
tems,” Prof. Forrest says. Interval Research hopes to
release a commercial version of the antivirus program in a
year or two.

So what, exactly, makes nature such a wizard problem-
solver? Her “reckless and random” ways, says David Lid-
dle, a cofounder of Interval and chairman of the board of
trustees of the Santa Fe Institute, which supports nature-
inspired research, an interesting term for complexity.
Because humans rely on logical processes, they consider a
fairly narrow range of solutions, he argues; nature, on the
other hand, takes a sprawling trial and error approach
that tests many more potential solutions. “Our view of
computer science is rational, mechanistic. But nature
winds up doing things in a way we’d never think of,” Mr.
Liddle says.
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Arms Race

Other scientists have caught the bug. Mr. Hiles of Think-
ing Tools is borrowing from bacteria to create a computer
simulation to teach managers how to handle complex
projects, such as building an airport. Traditional software
rarely does a good job of imitating the unpredictability of
events in the real world. To make his simulator more chal-
lenging, Mr. Hiles programmed it to behave like a nasty
bacterium, so that the simulator engages in an escalating
“arms race” against its host, the user.

Just as the tuberculosis bacteria, because it constantly
mutates, ends up developing resistant strains against anti-
biotics, the simulator keeps changing its responses to a
user, manipulating the information and throwing out an
unexpected difficulty that the trainee must then tackle. “If
a user persists in making a certain kind of mistake, the
computer can ruin the operation. So he’s pressured to
learn,” says Mr. Hiles. He hopes to make the simulator
commercially available sometime in 1996.

Elsewhere in the world of software, scientists at AT&T Bell
Laboratories are on an ambitious quest: to create software
that can write itself and solve a problem. But this work
isn’t under the direction of a software programmer. It is
guided by a physicist, Andrew Pargellis. In this pursuit,
Mr. Pargellis has built the digital equivalent of the “pri-
mordial soup,” the mishmash of chemicals from which all
life is said to have originated. Dubbed Amoeba, this artifi-
cial world consists of 1,000 rectangles that flit about on a
computer screen. Each rectangle represents a piece of ran-
domly generated software code that contains certain
mathematical instructions. Since the original primordial
soup spontaneously gave rise to life, Mr. Pargellis reasons,
why can’t an artificial soup spontaneously generate the
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answer to the problem? So Mr. Pargellis sets a test prob-
lem for each rectangle: Copy thyself.

Evolving Rectangles

At first, the rectangles flit about on the screen chaotically.
No one rectangle carries all the instructions to execute the
command. But some contain bits of code that, when com-
bined with that of others, would let them pull it off. Sooner
or later, one rectangle–a red one, say–gathers up the right
instructions to let it copy itself, albeit clumsily, taking five
or six separate steps. Still, red rectangles begin to prolifer-
ate, dominating the screen. Then random mutations–an
alteration in the code in certain inhabitants–begin to help;
although most mutations are harmful, eventually a muta-
tion will be beneficial, letting a blue rectangle, say, copy
itself in fewer steps. This means the blue rectangles are
more “evolved,” and they eventually take over the screen.
Other mutations could let still another colored rectangle
copy itself even faster. 

The point is that the software itself, long after Mr. Pargellis
gave it vague instructions, keeps seeking out better ways to
carry out the directive. “The implication is that one could
define a problem and let software evolve to solve that
problem,” Mr. Pargellis says. So far, Amoeba has only
proved itself in solving elementary arithmetic problems.
But someday, this kind of self-writing software may handle
the burden of creating millions of lines of base code, letting
human developers focus on the hard stuff. 

Ones and Zeros

One of the first approaches to borrow ideas from evolution
came in the 1950s–“the genetic algorithm,” invented by
John Holland at the University of Michigan. Dozens of
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companies have applied this technique to a range of pro-
gramming problems. Prof. Holland’s main insight: the way
ones and zeros are strung along a piece of computer code
is similar to the way genes are strung along a chromosome.

In evolution, the best solutions–the traits that let a species
survive–win out after long periods in which organisms
occasionally pass on mutant genes to offspring. These off-
spring with beneficial mutations tend to thrive, and those
with insufficient traits tend to die out. Prof. Holland fig-
ured that, in computers, if you combine and recombine
strings of ones and zeros in a similar way, they would yield
ever-better solutions. When he proffered this notion about
40 years ago, “it was greeted with resounding indiffer-
ence,” he recalls. Critics would joke, “You don’t have
enough time to imitate evolution.”

But the genetic algorithm has become a hit. Moody’s
Investment Service uses it to farm out hundreds of com-
puter-service jobs. Organizers of the 1992 Paralympic
Games used it to schedule events, LBS Capital Manage-
ment of Clearwater, Fla., uses the algorithm to help pick
stocks for a pension fund it manages. “Three billion years
of evolution can’t be wrong,” says David Goldberg, an
engineer and genetic-algorithm pioneer at the University
of Illinois at Urbana-Champaign. “It’s the most powerful
algorithm there is.”

Making a Face

One of the more unusual applications is the FacePrints
project, which uses a genetic algorithm to help witnesses
describe and identify criminal suspects. Witnesses who are
interviewed often can’t conjure up a suspect’s individual
features; they are much better at recognizing entire faces.
The FacePrints project runs through random illustrations
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of faces on a computer screen, combining and recombin-
ing features dozens of times until the best solution
emerges. “A particular face has on one billion possibilities.
This lets us search an enormous ‘face space’ very quickly,”
says the FacePrints inventor, Victor S. Johnson, a psychol-
ogy professor at the New Mexico University at Las Cruces. 

His technology got a real-world test after one of his stu-
dents, Craig Caldwell, and two companions were robbed
of $22 outside a restaurant. They took turns at a com-
puter. It generated 30 random pictures of faces, which
were rated in order of likeness to the assailant, then threw
up 30 more, which were rated again. The process was
repeated dozens of times “until I was satisfied the picture
resembled the criminal,” Mr. Caldwell says. “The final
three images that the three witnesses separately created
were strikingly similar.”

How did FacePrints do it? Using a genetic algorithm, the
software “evolved” the picture. FacePrints consists of hun-
dreds of individual features–a hooked nose, a bushy
brow–and each is written in a digital string of computer
code. When Mr. Caldwell rated the first 30 random faces,
slapped together from 30 arbitrary combinations, he was
performing the FacePrints equivalent of natural selection.
The picture with the highest rating was then “bred” with
another picture to produce a new choice; to make room
for it, the software “killed off ” a few less-likely pictures–
and so on, so that each “new” population of 30 faces was
slightly “fitter” than the last. In the Caldwell case, the
resulting picture was printed in the local paper. Although
the bandit remains at large, the police were impressed.
“Their picture had more detailed features than our pic-
tures,” says Kay Hernandez, a Las Cruces police
detective. Prof. Johnson is setting up a company to com-
mercialize his invention.
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Directing Traffic

Sometimes the models offered by nature are fuzzier. At
Texas Instruments Inc., researchers in collaboration with
Thinking Tools are building a computer system to help
shipping companies efficiently dispatch goods to far-flung
areas. Their inspiration? The navigation skills of salmon.
Just as a salmon finds the way to a spawning ground, so
might thousands of packages each ‘seek’ their own best
routes to particular destinations. At big shipping compa-
nies, traffic is typically controlled by a central computer.
When volume soars, the system can fail. TI researchers fig-
ure each crate could have a small screen that tells baggage
handlers where it is headed. A built-in sensor would wire-
lessly pull up relevant data from the shipper’s computer.
Warned of an accident on a particular route, the crate
would independently search out the next best path and dis-
play new instructions on its screen. 

Just as nature can offer new approaches, so can experts in
one field, when they cross-pollinate their skills in another
discipline. At AT&T Corp.’s computer division, Kenneth
L. Reed works on developing sales-forecasting models for
retailers. Yet his specialty is ecology. As a Yale professor,
he and others modeled forest growth by measuring the
overall sunlight falling on a given area–and got better
results than when they tried extrapolating from the
amount of light hitting an individual leaf. [This is a good
example of coarse-graining in order to get a “crude look at the
whole.”] Mr. Reed now is on a loftier quest. Using a tech-
nique called “evolutionary programming,” he hopes to
create software that can produce the perfect product mix
for each store in a big chain. “We haven’t tried it yet,” Mr.
Reed says, “but we think it will work.” He laughs. “We’re
looking for guinea pigs.”
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[Reproduced by permission of The Wall Street Journal via
the Copyright Clearance Center.]

The actual workings of a genetic algorithm are described in
the following example by LTC Steven M. Rinaldi. The sub-
ject is the selection of target sets for an air strike involving
some mix of electrical and petroleum networks. As you can
see, the process follows closely the nonlinear biological pro-
cess of evolution.3

In the natural world, the fitness function of an organism is
a measure of its ability to survive in a given environment.
Reproduction, exchange of genetic material, mutations,
and natural selection change the genetic code of successive
generations of the organism, either improving their posi-
tions on the fitness landscape or not. A genetic algorithm
(GA) uses the same basic processes to evolve optimal solu-
tions to problems inside a computer. Like its organic
counterparts, the GA creates “generations” of solutions
that progressively move toward the global maximum of
the fitness function. In solving the problem, the GA mim-
ics naturally occurring biological processes. . . .

A principle element of a GA is the gene string or genotype.
The simplest and most general prototype occurs in the
binary combinatorial optimization problem. Here, there
are n discrete elements or variables, such as n potential tar-
gets. Let ai represent the ith element. Since the elements
are binary, they can take only one of two values, 0 or 1 (on
or off, attacked or not attacked, etc.). Concatenating the
elements in a string yields a binary variable a1, a2, a3. . .
an. . . correspond(ing) to a point in the configuration
space. For example, 0111001011 and 1101010011 are
two points in the configuration space of an n=10 binary
problem. In an analogy with the biological case, the
string. . . represents a chromosome (genotype), each bit
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position of the genotype corresponds to a gene, and each
gene represents the state of a particular discrete element.
Consequently, the genotype represents all of the possible
system configurations. 

A second key element of the GA is the fitness function. . .
the embodiment of the problem at hand. . . In the target-
ing problem, the value of the fitness function denotes how
well a given targeting solution. . . meets the commander’s
requirements. . . the fitness function will change for every
targeting scenario. In all scenarios, the GA will attempt to
“evolve” high fitness targeting solutions.

The operation of a GA parallels the biological processes of
selection, reproduction, and genetics. . . The algorithm
begins by creating an initial population of individuals. That
is, the routine generates m values of a1, a2, a3. . . an. . .
Each individual is a trial solution to the optimization
problem. . . Once the program has created the population,
it is ready to pass to the reproduction step. As the name
implies, the reproduction step creates the next generation
of individuals. First, the routine evaluates the fitness func-
tion for each individual. The fitnesses determine whether
an individual survives to the next generation or dies out.
The average fitness of the successive generation is gener-
ally higher than that of the previous one.

Following reproduction and selection, the algorithm per-
forms two crucial operations. The first is crossover, in
which two individuals swap blocks of genetic material. . .
In the second operation, a mutation operator selects an
individual at large and then randomly flips one of its
bits. . . Crossover and mutation are important steps that
maintain the diversity of the population as well as allow-
ing the algorithm to sample large regions of the
configuration space. . . .
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The above description sketches a highly simplified pic-
ture of the main steps of a GA. Researchers have
modified this simple routine in many ways, adapting it to
a variety of problems. 

The problem centers on the notional electrical and POL
[petroleum, oil, and lubricants] networks of some hypo-
thetical country. Following the output-based targeting
philosophy, the friendly commander has decided that cer-
tain sectors of the electrical grid and POL networks must
be destroyed. Their elimination will hamper enemy efforts:
integrated air defenses and communications networks will
suffer from power outages, electrified rail transportation
for mobilization will shut down, motorized transportation
will be hindered from the loss of POL resources, and so
forth. The adversary can use backup electrical power gen-
eration and stockpiles of POL to overcome some of the
immediate losses of economic resources. However, we are
also interested in the synergistic effects that arise from the
couplings between the networks. 

In more concrete terms. . . the commander has decided
that the electricity and POL pipelines must be shut down
in the eastern half of the adversary nation. To facilitate
reconstruction efforts after the conflict, those elements tar-
geted for destruction must be repairable within 6 months.
This restriction eliminates certain potential targets, such as
generators and their step-up transformers. Furthermore,
we assume that the ROEs constrain the attack sorties to
the eastern third of the nation. The problem thus poses
objectives as well as several constraints. The fitness func-
tion must include all of these considerations. . . The
program employs a genetic algorithm to evolve targeting
solutions that meet the commander’s requirements.
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The Genotype

Our notional targeting problem is an example of binary
combinatorial optimization. The electrical grid and POL
network consist of n components (lines, buses, transform-
ers, generators, pipeline segments, compressor and pump
stations, etc.), where n is some large integer. Each compo-
nent can be in one of two states: targeted (and assumed
destroyed during an attack) or untargeted. If the variable ai
is the state of the ith component, then it takes one of two
values, 0 for untargeted (undamaged) and 1 for targeted
(destroyed). The state of the entire electrical grid and POL
network is then represented by the genotype a1a2a3. . . an.
The genotype takes the particularly simple form of a
binary variable.

The genotype will be long if the number of components n
is large. However, if the number of targets that can be
attacked is limited (by available aircraft, munitions, etc.)
and is much less than n, then the genotype will be sparse.
Compression of the genotype information will reduce the
storage requirements, especially if the population size m is
large. For example, in a very sparse genotype, it is only
necessary to store a set of pointers that indicate which
components are targeted, rather than storing information
about each component.

The Fitness Function

The fitness function f is arguably the most important part
of the routine. It is the embodiment of the targeting prob-
lem, and as such must incorporate the commander’s
objectives and all constraints and restraints. . . consider-
able care must go into its development. 
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Each electrical grid and POL network component has an
associated set of rewards and penalties. In keeping with the
commander’s desires, every electrical grid and POL net-
work component in the eastern half of the country that
shuts down as a result of the attack accrues a positive
reward. Likewise, every eastern transmission line or pipe-
line that is still operational after the attack incurs a
negative penalty. Any targeted facilities in the western two-
thirds of the nation will also incur negative penalty. Note
that there is no penalty for components still running in the
western half of the nation. Some components may be
weighted more heavily than others. . . For example, if the
commander determines that destroying the electrical grid
is more important than shutting off the POL flow, the elec-
trical grid rewards would be correspondingly higher than
those for the POL network. Note that the values of the
penalties and rewards may require tuning to improve the
convergence of the GA. . . [The table on the next page]
lists the rewards and penalties for our particular problem.

Each component, then, has an associated set of weights.
The weights form a vector. . . ri, si, ti, ui, vi, wi. Using the
weights from the table, a destroyed electrical grid compo-
nent on the eastern border of the country with a repair
time of 2 years (such as a step-up transformer) would have
(100, 0, 0, 0, -25, 0) as its vector. A destroyed pump station
with a 4-month repair time located in a restricted flight
zone but in the eastern half of the country would be char-
acterized by (0, 50, 0, 0, 0, -100). If the same pump station
is unattacked but nevertheless shut down, its vector
becomes (0, 50, 0, 0, 0, 0). Similarly, every component in
the data base has a weight factor.

The fitness function is given by the sum of the rewards and
penalties over all grid elements. The maximum value fmax
is simply the sum of the rewards (ri+si) which occurs when
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all components in the eastern half of the country are down,
and no constraints have been violated. With this particular
fitness function, the program must attempt to find a target
set that maximizes f.4

Program Logic

In general terms, the algorithm is composed of a nodal
analysis section and an optimization routine. The nodal
analysis section performs load-flow and hydraulic analyses,
and incorporates the interconnections between the two
systems. This section draws heavily upon the database.
The optimization routine computes the fitness function
values and generates new target sets for evaluation. Figure
9.1 illustrates the flow of the algorithm.
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Figure 9.1: Genetic Algorithm Flow

The nodal analysis begins after some initial set of targets is
generated. The initial target set can be randomly gener-
ated, determined by some algorithm, or input by the
planner. (Each individual in the population pool is, in
essence, an attack plan. The value of the genotype indi-
cates which components are attacked or bypassed.)
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The manner in which the electrical grid-POL system link-
ages are incorporated merits further discussion. The
program uses an iterative technique to determine the syn-
ergistic results of an attack. First, the routine simulates the
attack by “removing” any targeted components from the
database. The result is a “post-attack” database used in the
ensuing nodal analyses. This database (or genotypes)
reflects the state of the electrical grid and POL distribution
system immediately after the attack. 

Second, the routine performs separate nodal analyses of
the two elements. In each step, the program analyzes each
element in isolation from the other. In essence, the program
calculates the effects of the damage on each element with-
out regard to synergistic couplings. The analyses
determine the components that shut down due to the
attacks. Any such electrical grid or POL pipeline compo-
nent is removed. . . (leaving) only those components still
functioning in the isolated economic elements.

Third, the routine reconciles the effects of the couplings
between the two elements. For example, if electricity is lost
to a substation that feeds a pipeline pump, the pump
ceases to function. Although the pump was not directly
attacked, the loss of electricity causes the pump failure.
The routine then removes the pump from the post-attack
database. Similarly, if the natural gas line feeding a gas-
fired electrical generator shuts down, the electrical genera-
tor drops offline. . . At this point, the program has
removed any components that either were destroyed in the
attack, “failed” during the isolated nodal analyses, or shut
down due to synergistic couplings.

Fourth, the program repeats the nodal analysis-reconcili-
ation steps. . . In essence, the program calculates the
cascading failures within and between the two elements
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of the model. . . Eventually, the routine will converge to a
post-attack database that undergoes no further changes.
This database represents the final operating state of the
model after the attacks. It includes the results of the syn-
ergistic couplings and cascading failures. Therefore, the
last nodal analysis yields the final state to which the cou-
pled economic elements deteriorate. The optimization
routine commences by determining the fitness f of the tar-
get sets. If f is sufficiently high or if the results of the
attack achieve the commander’s requirements, the rou-
tine terminates. Otherwise, the routine generates a new
set of targets and iterates. 

Notes
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Chapter 10

Pattern Recognition

Though intelligence doesn’t allow us to overcome the sec-
ond law (of thermodynamics), it remains true that
creatures with more acute senses and more powerful
brains will see patterns where others see randomness. 

- Paul Johnson, Fire in the Mind

Obviously, this is an act of the imagination. Things are
perceived. Of course, partly by the naked eye and partly
by the mind, which fills the gaps with guesswork based on
learning and experience, and thus constructs a whole out
of the fragments that the eye can see.

- Clausewitz, On War: p. 109

he “highest” form of Aids to Learning is pattern recognition,
which is closely related to the building block mechanism

of complex adaptive systems covered in Chapter 1. It is a non-
linear cognitive process that involves the difficult transition
from the ingrained habit of deductive reductionist thought to
more inductive processes in which powers of pattern recogni-
tion are enhanced and intuition is elevated. By intuition, we
mean not so much instinct as the product of the experiential

T
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provided by training and education, as well as experience
itself. A major requirement for pattern recognition capabilities
is to infuse lower echelons with both the confidence and com-
petence to engage in semiautonomous action in accordance
with Van Creveld’s Rules. As pattern recognition is the ana-
logue to the building block mechanism of cas, recognition-
primed decisionmaking is the scholarly exploitation of pattern
recognition in the field of the cognitive sciences.

Gary Klein, an applied cognitive psychologist who has done
work for the Air Force Human Resources Laboratory, the
Army Research Institute, and the Marine Corps’ Combat
Development Command, has been a pioneer in pattern recog-
nition. In 1989, he wrote:1

It is time to admit that the theories and ideals of decision-
making we have held over the past 25 years are inadequate
and misleading, having produced unused decision aids,
ineffective decision training programs, and inappropriate
doctrine. . . DoD often follows the lead of behavioral sci-
entists, so it is important to alert DoD policy makers to
new developments in models of decisionmaking.i

The culprit is an ideal of analytical decisionmaking which
asserts that we must always generate options systemati-
cally, identify criteria for evaluating these options, assign
weights to the evaluation criteria, rate each option on each
criterion and tabulate the scores to find the best option.
We call this a model of concurrent option comparison, the
idea being that the decisionmaker deliberates about sev-
eral options concurrently. The technical term is
multiattribute utility analysis.

Another analytical ideal is decision analysis, a technique
for evaluating an option as in a chess game. The decision-
maker looks at a branching tree of responses, and counter-
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responses and estimates the probability and utility of each
possible future state in order to calculate maximum and
minimum outcomes. Both of these methods, multiat-
tribute utility analysis and decision analysis, have been
used to build decision training programs and automated
decision aids.ii

These strategies sound good, but in practice they are often
disappointing. They do not work under time pressure
because they take too long. Even when there is enough
time, they require much work and lack flexibility for han-
dling rapidly changing field conditions. 

Imagine this situation (which we actually observed): An
Army brigade planning staff engages in a 5-hour com-
mand and control exercise. One requirement is to delay
the enemy advance in a specific sector. The operations
and training officer (S3) pinpoints a location that seems
ideal for planting mines. It is a choke point in a wooded
area where the road can be destroyed. A plan develops to
crater the road, mine the sides of the road and direct the
artillery on the enemy as he either halts or slows his
advance to work around the obstacles. During the plan-
ning session, there are objections that it is impossible to
have forward observers call in the artillery, and that with-
out artillery support to take advantage of the enemy
slowdown, the mines would do no good. Someone suggests
using FASCAM (family of scatterable mines), but another
person notes that FASCAM will not work in trees. Only
after this thorough consideration and subsequent rejection
of his original choice, does the S3 consider an open area
also favorable for an artillery attack and select it as the
point of the action.

Suppose the planners had tried to list each and every avail-
able option, every possible site all over the map, and then
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evaluate the strengths and weaknesses of each? There was
simply not enough time in the session to do this for each
possible decision. We counted 27 decisions made during
the 5 hours, an average of one every 12 minutes. Even if
this is misleading, since it does not take into account time
taken by interruptions and communications. We estimate
that about 20 of the decisions took less than 1 minute, five
took less than 5 minutes and perhaps only two were exam-
ined for more than 5 minutes. Obviously, there was not
enough time for each decision, using analytical concurrent
option comparisons. And if we try to approach only a few
choices in this way, which ones? It is even more compli-
cated to screen decisions for deliberation. Analytical
strategies just will not work in this type of setting. 

I am not saying that people should never deliberate about
several options. Clearly, there are times to use such analyt-
ical strategies. We have watched DoD design engineers
wrestle with problems such as how to apply a new technol-
ogy to an existing task. Here it did make sense to carefully
list all the options for input displays and to systematically
analyze strengths and weaknesses to get down to a small
number of configurations for testing.

The point for this article is that there are different ways to
make decisions, analytical ways, and recognitional ways,
and that we must understand the strengths and limits of
both in order to improve military decisionmaking. Too
many people say that the ideal is for soldiers to think more
systematically, to lay out all their options and to become,
in effect, miniature operations researchers. This attitude is
even built into military doctrine. For example, U.S. Army
Field Manual 101-5, Staff Organizations and Operations,
advises decisionmakers to go through the steps of multiat-
tribute utility analysis.iii Such advice may often be
unworkable and sometimes may be dangerous. To under-
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stand why, we must get a clear idea of what skilled
decisionmakers do. 

For the past 4 years, my colleagues and I have been study-
ing experienced decisionmakers, faced with real tasks that
often have life and death consequences. We have studied
tank platoon leaders, battle commanders engaged in oper-
ational planning at Fort Leavenworth, Fort Riley, Fort
Hood, Fort Stewart, and the National Training Center at
Fort Irwin. (Prior to that, we observed Air Force and Army
battle commanders at BLUE FLAG.) We studied urban
fireground commanders and wildland fireground com-
manders (with over 20 years of experience) as they
conducted actual operations. We also studied computer
programmers, paramedics, maintenance officers, and
design engineers. Many of the decisions we examined were
made under extreme time pressure. In some domains
more than 85 percent of the decisions were made in less
than 1 minute.

We found that concurrent option comparison hardly ever
occurred. That is, experienced decisionmakers rarely
thought about two or more options and tried to figure out
which was better. In this article, I will describe the recog-
nitional decision strategies we did find, differentiate
between the situations that call for analytical or recogni-
tional strategies and examine some of the implications for
military decisionmaking.

Recognitional Decisionmaking

When we told one commander that we were studying deci-
sionmaking, he replied that he never made any decisions!
What he meant was that he never constructed two or more
options and then struggled to choose the best one. After
interviewing him, we learned that he did handle decisions
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all the time. After studying over 150 experienced decision-
makers and 450 decisions, we concluded that his approach
to decisionmaking is typical of people with years of experi-
ence and we have derived a model of this typical strategy.

Basically, proficient decisionmakers are able to use their
experience to recognize a situation as familiar, which gives
them a sense of what goals are feasible, what cues are
important, what to expect next and what actions are typi-
cal in that situation. The ability to recognize the typical
action means that experienced decisionmakers do not have
to do any concurrent deliberation about options. They do
not, however, just blindly carry out the actions. They first
consider whether there are any potential problems and
only if everything seems reasonable, do they go ahead. . . .

We call this a recognition-primed decision (RPD). The
officer used experience to recognize the key aspects of the
situation, enabling a quick reaction. Once a decisionmaker
identifies the typical action, there is usually a step of imag-
ining what will happen if the action is carried out in this
situation. If any pitfalls are imagined, then the officer jetti-
sons it and thinks about the next most typical action. . . the
experienced decisionmakers are not searching for the best
option. They only want to find one that works, a strategy
called “satisficing.” [Recall George S. Patton’s saying, “A good
plan executed now is better than a perfect plan next week.”] We
have found many cases where decisionmakers examined
several options, one after the other, without ever compar-
ing one to another. Because there is no deliberated option
comparison, experienced decisionmakers may feel they are
relying on something mysterious called “intuition” and
they may be mildly defensive about it if they are ques-
tioned carefully. One implication of our work is that this is
not a mysterious process. It is a recognitional, pattern-
matching process that flows from experience. It should not



Chapter 10 135

be discounted just because all aspects of it are not open to
conscious scrutiny.

Figure 10.1, a schematic drawing of the RPD model,
shows that if the events contradict expectancies, the expe-
rienced decisionmaker may reexamine the way the
situation is being understood. The basic thrust of the
model is that decisionmakers handle decision points,
where there are several options, by recognizing what the
situation calls for rather than by calculating the strengths
and weaknesses of the different options. The concept of
recognitional decisionmaking has been developing only in
the last few years.

We have found that even with nonroutine incidents, expe-
rienced decisionmakers handle approximately 50 to 80
percent of decisions using recognitional strategies without
any effort to contrast two or more options. If we include all
decision points, routine plus nonroutine, the proportion of
RPDs goes much higher, more than 90 percent. For nov-
ices, however, the rate of RPDs can dip to 40 percent. We
have also found that when there is deliberation, experi-
enced decisionmakers deliberate more than novices about
the nature of the situation, whereas novices deliberate more
than experts about which response to select. In other words,
it is more typical of people with lower levels of experience
to focus on careful thinking about the best option.

What about team decisionmaking? Since many decisions
are made within a network of coordinating organizations
and by several people at each node in the network, we
have also examined distributed decisionmaking.



136 Coping with the Bounds

Figure 10.1: Recognition-Primed Decision (RPD) model

Teams and networks demand more justification and con-
flict resolution, so we expect to find more examples of
concurrent option comparison; that is, contrasting two or
more options. However, in our studies, this has not
occurred. Earlier I described a 5-hour command and con-
trol planning session in which we tabulated 27 decisions.iv

Only one of these showed any evidence of concurrent
option comparison. . . . Similarly, our other studies of
team decisionmaking found the team behaving much like
individuals–generating a plausible option, evaluating it by
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imagining what could go wrong, trying to “satisfice,” try-
ing to improve the option to overcome its limitations and
sometimes rejecting or tabling an option to move on in a
more promising direction.

How is the RPD Model Different from Analytical
Decisionmaking?

The RPD model describes how choices can be made with-
out comparing options: by perceiving a situation as typical;
perceiving the typical action in that type of situation; and
evaluating potential barriers to carrying out the action.
This recognitional approach contrasts to analytical deci-
sionmaking in several ways:

–The RPD model concentrates on “satisficing,” whereas
models of decision analysis and concurrent option com-
parison have emphasized optimizing (trying to find the
best option).

–The RPD model asserts that experienced decisionmak-
ers generate a good option as the first one they consider.
However, concurrent option comparison assumes that
generating options is a semirandom process, with some
coarse screening to ensure that only relevant options are
considered. 

–The RPD model focuses on situation assessment. In con-
trast, concurrent option evaluation models have placed
more of the emphasis on selecting among options than on
recognizing situations.

–Another difference is the evaluation of options. The RPD
model assumes that decisionmakers evaluate typical
actions by imagining how they will be carried out in that
situation. Such an evaluation lets the decisionmaker
improve the option and also reject it, if necessary. Analyti-
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cal models present strong methods for evaluating sets of
options. These models make it inconvenient for the user to
improve options since that would force the evaluation to
begin again.

–The RPD model assumes that the decisionmakers will
usually have an option available regardless of how tight the
time constraints are. Experienced decisionmakers usually
start with a typical option. If time permits, this option will
be evaluated; if defective, it will be replaced by the next
most typical action. In contrast, analytical models provide
no guidance until after options are generated, evaluation
criteria and weights established, ratings accomplished and
tabulations completed. If a reaction is needed before this
process is finished, the decisionmaker is out of luck.

By contrasting recognitional and analytical decisionmak-
ing, we can see the strengths of each. Recognitional
decisionmaking is more important when experienced per-
sonnel are working under time pressure on concrete,
contextually dependent tasks in changing environments
and have a “satisficing” criterion of selecting the first
option that looks like it will work. It comes into play when
the unit is an individual or a cohesive team that does not
reach deadlocks over conflicts. Recognitional decisions can
ensure that the decisionmaker is poised to act. Its disad-
vantages are that it is hard to articulate the basis of a
decision and it is difficult to reconcile conflicts. Further-
more, it cannot ensure “optimal” courses of action and
that is especially important for anticipating the opponent’s
strategies in preparation for the worst case. Also, it is risky
to let inexperienced personnel “shoot from the hip.” 

Concurrent option comparison has the opposite strengths
and weaknesses. It is more helpful for novices who lack an
experience base and for seasoned decisionmakers con-
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fronting novel conditions. It is apt to be used when there
is ample time for the decision. It comes into play when the
data are abstract, preventing decisionmakers from using
concrete experiences. It makes it easy to break down new
tasks and complex tasks that recognition cannot handle. It
is especially important when there is a need to justify the
decision to others, since justification usually requires us to
list reasons and indicate their importance. Analytical deci-
sionmaking is more helpful when there is a conflict to be
resolved, especially when the conflict involves people with
different concerns. It is usually a better strategy to use
when one needs an optimal solution. And finally, analyti-
cal decisionmaking is needed when the problem involves
so much computational complexity that recognitional
processes are inadequate. However, its cost is more time
and effort, and more of a disconnect with the experience
of the decisionmaker. . . .

I am not claiming that there is a right way or a wrong way
to make decisions. Different conditions call for different
strategies. My goal is not to reject analytical decisionmak-
ing, but to make clear what its strengths and weaknesses
are so that it can be applied more fruitfully. For too long
we have emphasized one strategy–the analytical one. That
is the one required by doctrine. That is the one we have
been teaching. That is the one we have been building deci-
sion aids to promote.

Problems with Analytical Decisionmaking

We create problems of credibility when we present doc-
trine about one right way to make decisions–the
analytical strategy–and thereby force officers and soldiers
to ignore doctrine in making the vast majority of time-
pressured operational decisions during training exercises.
It does not take them long to realize that doctrine is irrel-
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evant in this area and to wonder whether it can be
trusted in other areas. 

We can create problems in efficiency when we teach analyti-
cal decision techniques to military personnel who will have
little or no opportunity to use them. Worse yet, we create
problems in effectiveness for personnel who try to apply these
techniques and fail. 

We create problems of competence when we build decision
aids and decision support systems that assume analytical
decision strategies. These systems are likely to reduce
inputs to the form of abstract alphanumeric data and to
restrict the operator’s job to that of assessing probabilities,
entering subjective utilities, providing context-free ratings
and so forth. This misses the skilled operator’s ability to
size up situations, to notice incongruities and to think up
ways to improve options. In other words, these decision
aids can interfere with and frustrate the performance of
skilled operators. It is no wonder that field officers reject
decision aids requiring them to use lengthy analytical pro-
cesses when the time available is not adequate.

Human error is often explained in terms of decision bias.v

The concept of decision bias is that people are predisposed
to make poor decisions because of several inherent tenden-
cies, such as inaccurate use of base rates, overreliance on
those data that are more readily available or appear more
representative, low ability to take sample size into account
and difficulty in deducing logical conclusions. The argu-
ment is often made by scientists who want to convince us
that human decisionmakers (other than themselves) cannot
be trusted, and we therefore need these scientists to
develop decision aids to keep the rest of us from making
grievous errors. 
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However, the decision bias argument has been recently
attacked as unjustified and self-serving.vi The evidence that
humans are inherently biased decisionmakers comes from
experiments run under artificial laboratory conditions.
Furthermore, judgment biases appear to have a very small
impact outside laboratory conditions. It is easy to use the
benefit of hindsight to label each accident an example of
decision bias that can best be controlled by more rigorous
analytical procedures. 

My own impression is that experienced decisionmakers do
an excellent job of coping with time pressure and dynamic
conditions. Rather than trying to change the way they
think, we should be finding ways to help them. We should
be developing techniques for broadening their experience
base through training, so that they can gain situation
assessment more quickly and accurately. If we can give up
our old single-theory analytical perspectives and appreci-
ate the fact that there are a variety of decision strategies,
we can improve operational decisionmaking in a number
of ways. 

One opportunity is to improve strategies for effective
team decisionmaking. Staff exercises are too often a cha-
rade where they present options to a commander who
then picks the best one. Usually, however, they know
which option they prefer. They present, as other options,
ones that had been rejected to round out the field. This
procedure can be inefficient because it divorces the situa-
tion assessment from the response selection step and gives
the subordinates the more demanding job of assessing the
situation. It asks the commander to make a choice rather
than working with the team to modify and improve
options. There may be times when it is more effective to
have the commander work with the staff to examine the
situation and then turn over to them the job of preparing
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implementation plans. If alternative viewpoints and criti-
cisms are wanted, they should come during the
assessment and initial planning, so as to strengthen the
option to be implemented.

A second opportunity is to understand how commanders
can present their strategic intent so that subordinates are
able to improvise effectively. It is dangerous to have subor-
dinates ignoring direction and carrying out their own
plans, but it is also dangerous to have subordinates carry-
ing out plans that no longer make sense. Improvisation
arises when there is a recognition that the situation has
fundamentally changed. We need to understand how com-
manders can recognize and exploit conditions.

A third opportunity is to revise training procedures. Cer-
tain specialties need training and analytical decision
strategies. But generally, training can be more productive
by focusing on situation assessment. Along with teaching
principles and rules, we should present actual cases to
develop sharper discriminations and improve ability to
anticipate the pitfalls of various options. The goal of ana-
lytical decisionmaking is to teach procedures that are so
abstract and powerful that they will apply to a wide variety
of cases. If this had been successful, it would have been
quite efficient. However, we have learned that such rules
do not exist. Instead, we need to enhance expertise by pre-
senting trainees with a wide variety of situations and
outcomes and letting them improve their recognitional
abilities. At the team level, we can be using after-action
reviews to present feedback about the process of the deci-
sionmaking and not just on the content of the options that
should have been selected. 

A fourth opportunity is to improve decision support sys-
tems. We must insist that the designers of these systems
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have appropriate respect for the expertise of proficient
operators and ensure that their systems and interfaces
do not compromise this expertise.vii We must find ways
to present operators with displays that will make situa-
tional assessment easier and more accurate. We will also
want displays that will make it easier for operators to
assess operations in order to discover potential prob-
lems. In other words, we want to build decision support
systems that enhance recognitional as well as analytical
decision strategies. 

Decisionmaking based upon pattern recognition has prompted
responses such as the following,2 which I do not read so much
as an objection to nonlinearity, but as the finest testimony for
the need for meshing the linear and nonlinear.

Intuitive decisionmaking is a worthy goal, but there’s an
irony to it, [because] intuition is based on experience. So
we can conclude that as we move down the chain of com-
mand to the level of company grade officers and
noncommissioned officers (NCOs), the quality of intuition
will be correspondingly degraded as the level of experi-
ence decreases. Unfortunately, the further down the chain
we look, the more likely it is that leaders will find them-
selves in situations requiring rapid decisions. Historically,
commanding generals rarely, if ever, find themselves hav-
ing to make immediate decisions. At the other end of the
spectrum, a sergeant commanding a squad in combat
may be forced to make scores of immediate decisions
everyday. So, the leader with the most highly developed
intuition–the general–rarely uses that talent, while the
leader whose need for intuition is greatest–the NCO–
lacks the requisite experience.

I agree. . . that intuitive decisionmaking can’t be taught–it
must be learned. Sadly though, it is improbable that even a
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reasonable percentage of Marines are capable of such
learning. . . CDR Tritten noted that, “If anything, the
desired Myers-Briggs Type Indicator pattern at the highest
levels of the military are “NT” (intuitive thinking).” When
the Myers-Briggs Type Indicator was administered at the
Marine Corps Command and Staff College in the late
1980s, the results indicated that more than 90 percent of
Marine Corps officers displayed the “SJ” preference (sens-
ing-judging), the polar opposite of the preference that
indicates a capacity to develop and use intuition. While
people can learn to use skills that fall outside their own set
of preferences (as CDR Tritten stated) we must remember
that to do so can be very challenging, like forcing oneself to
breathe. In a demanding situation, such as combat, people
will typically resort to their “comfort zone.”

. . . LTG Bernard E. Trainor wrote: “I learned a lot in
those final 72 hours of TBS [The Basic School]. Most of all I
learned how easy it is to become mistake prone when cold,
wet, sleepless, and fatigued over a prolonged period of
time. It was then that the rote repetition of things like the
five-paragraph combat order, the seven troop leading
steps, and immediate action drills suddenly made sense.
They allow an officer to engage in automatic when the
brain can’t handle manual. It was a lesson I appreciated
the rest of my career.” 

The 10 percent who possess the rare characteristics
described by T.E. Lawrence as the “flash of the
kingfisher”. . . can decide intuitively under the most
demanding circumstances. For the other 90 percent of us,
perhaps there is some value in the structure afforded by
analytical methods.

Amen to that. It’s all about moving from the complexity “shuf-
fle” to the complexity “shuttle.” Some of my best students
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have been SJs on the Myers-Briggs scale, and I’ve come to the
conclusion that the Myers-Briggs type may not be as salient as
I had earlier thought. And I am sure that Lieutenant General
Trainor can remember days when the five-paragraph combat
order didn’t make sense, either. 

Don’t forget that the difference is not a yawning chasm. Our
current complexity “shuffle” is a reflection of the 80/20 rule;
that is our ability to handle mild nonlinearity with linear
approaches. Our immune system, the finest kind of complex
adaptive system, operates around the 90/10 mode. We may
not, probably cannot, get to 90, but we can do better than 80,
and that difference can be a world better. . . the difference
between a “shuffle” and a “shuttle.”
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Conclusion

The physicist Heinz Pagels is quoted in the frontispiece of this
book:

I am convinced that the nations and people who master
the new sciences of complexity will become the economic,
cultural and political superpowers of the next century. 

f anything we have said here means anything at all, Amer-
ica’s defense establishment needs to heed these words. 

How well would efforts to prepare for America’s national secu-
rity in the 21st century stack up against Pagels’ admonition?
Has the Revolution in Military Affairs debate been relevant to
this advice? Does any list of big-ticket defense initiatives, such
as Joint Vision 2010, Dominant Battlespace Knowledge
(DBK) and its “system of systems,” and Force XXI’s digitized
battlefield, not show an overriding penchant for the linear,
especially its enchantment with, and over-dependence on,
technological solutions? 

The Department of Defense ought to institutionally evolve a
“Pagels’ test,” similar to the largely informal, yet ubiquitous,
“purple test” that is applied almost self-consciously as a sort of
internalized feature of almost any defense process and review.
It is the product of concerted and consistent acculturation.

I
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The “purple test” essentially just prompts the question,
“How does this fit into the joint application of force, since no
one goes it alone anymore?” The “Pagels’ test” would
prompt a similar question: “Have we provided for nonlinear,
as well as linear, approaches because both are needed to
‘cope with the bounds’?”

Certainly, the vestiges of McNamara’s PPBS, the absurdly
rigid POM cycle, would get a thumbs down. It would not be
surprising to realize that many peacekeeping missions result
in “artificial histories” and all the more unintended conse-
quences further down the road. In fact, remembering the
importance of the property of diversity in complex adaptive
systems, the “purple test” might not always get by the “Pagels’
test,” as well. 
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Clausewitz, Nonlinearity,
and the Unpredictability

of War
by Alan D. Beyerchen

[Alan Beyerchen, “Clausewitz, Nonlinearity, and the
Unpredictability of War.” International Security. 17:3. Winter,
1992. pp. 59-90. © Copyright 1993 by the President and
Fellows of Harvard College and the Massachusetts Insti-
tute of Technology. Reproduced with permission.]

Although our intellect always longs for clarity and cer-
tainty, our nature often finds uncertainty fascinating.

- Clausewitz, On War, Book One, Chapter 1

espite the frequent invocations of his name in recent
years, especially during the Gulf War, there is something

deeply perplexing about the work of Carl von Clausewitz
(1780-1831). In particular, his unfinished magnum opus On
War seems to offer a theory of war, at the same time that it per-
versely denies many of the fundamental preconditions of
theory as such–simplification, generalization and prediction,
among others.1 The book continues to draw the attention of
both soldiers and theorists of war, although soldiers often find
the ideas of Clausewitz too philosophical to appear practical,
while analysts usually find his thoughts too empirical to seem

D
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elegant. Members of both groups sense that there is too much
truth in what he writes to ignore him. Yet, as the German his-
torian Hans Rothfels has bluntly put it, Clausewitz is an
author “more quoted that actually read.”2 Lofty but prag-
matic, by a theorist who repudiated conventional meanings of
theory, On War endures as a compelling and enigmatic classic.

Just what is the difficulty with Clausewitz that makes his work
so significant yet so difficult to assimilate? On War’s admirers
have sensed that it grapples with war’s complexity more realis-
tically than perhaps any other work. Its difficulty, however, has
prompted different explanations even among Clausewitz parti-
sans. Raymond Aron has spoken for those who believe that the
incomplete and unpolished nature of On War is the primary
source of misunderstanding: as Clausewitz repeatedly revises
his treatise, he comes to a deeper understanding of his own
ideas, but before his untimely death he brings his fully devel-
oped insights to bear only upon the final revision of Chapter 1
of Book One.3

A second approach to the question is exemplified by Peter
Paret’s stress on the changing interpretation of any significant
author over time. Clausewitz’s writings have suffered more dis-
tortions than most, Paret has suggested, because abstracting
this body of work from its times does violence to its insistence
on unifying the universal with the historical particular. Thus,
for Paret the literature on Clausewitz has been “fragmented
and contradictory in its findings” because of our lack of histor-
ical consciousness.4

A third route to explaining the difficulties encountered in cop-
ing with On War has been typified by Michael Handel, for
whom the issue is not so much changes in our interpretations
as changes in warfare itself. Those aspects of On War that deal
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with human nature, uncertainty, politics, and rational calcula-
tion “will remain eternally valid,” he contended. “In all other
respects technology has permeated and irreversibly changed
every aspect of warfare.”5 For Handel, the essential problem in
understanding Clausewitz lies in our confrontation with a
reality qualitatively different from his. Each of these
approaches has merit, yet none satisfies completely. I offer a
revision of our perception of Clausewitz and his work by sug-
gesting that Clausewitz displays an intuition concerning war
that we can better comprehend with terms and concepts
newly available to us: On War is suffused with the understand-
ing that every war is inherently a nonlinear phenomenon, the
conduct of which changes its character in ways that cannot be
analytically predicted. I am not arguing that reference to a few
of today’s “nonlinear science” concepts would help us clarify
confusion in Clausewitz’s thinking. My suggestion is more rad-
ical: in a profoundly unconfused way, he understands that
seeking exact analytical solutions does not fit the nonlinear
reality of the problems posed by war, and hence that our abil-
ity to predict the course and outcome of any given conflict is
severely limited.

The correctness of Clausewitz’s perception has both kept his
work relevant and made it less accessible, for war’s analytically
unpredictable nature is extremely discomfiting to those search-
ing for a predictive theory. An approach through nonlinearity
does not make other reasons for difficulty in understanding On
War evaporate. It does, however, provide new access to the
realistic core of Clausewitz’s insights and offers a correlation of
the representations of chance and complexity that characterize
his work. Furthermore, it may help us remove some unsettling
blind spots that have prevented us from seeing crucial implica-
tions of his work.
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What is “Nonlinearity”?
“Nonlinearity” refers to something that is “not linear.” This is
obvious, but since the implicit structure of our works often
reveals hidden habits of mind, it is useful to reflect briefly on
some tacit assumptions. Like other members of a large class of
terms, “nonlinear” indicates that the norm is what it negates.
Words such as periodic or asymmetrical, disequilibrium or nonequilib-
rium are deeply rooted in a cultural heritage that stems from
the classical Greeks. The underlying notion is that “truth”
resides in the simple (and thus the stable, regular, and consis-
tent) rather than in the complex (and therefore the unstable,
irregular, and inconsistent).6

The result has been an authoritative guide for our Western
intuition, but one that is idealized and liable to mislead us
when the surrounding world and its messy realities do not fit
this notion. An important basis for confusion is association of
the norm not only with simplicity, but with obedience to rules
and thus with expected behavior–which places blinders on our
ability to see the world around us. Nonlinear phenomena are
thus usually regarded as recalcitrant misfits in our catalog of
norms, although they are actually more prevalent than phe-
nomena that conform to the rules of linearity. This can
seriously distort perceptions of what is central and what is mar-
ginal–a distortion that Clausewitz as a realist understands in
On War.

“Linear” applies in mathematics to a system of equations
whose variables can be plotted against each other as a straight
line. For a system to be linear it must meet two simple condi-
tions. The first is proportionality, indicating that changes in
system output are proportional to changes in system input.
Such systems display what in economics is called “constant
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returns to scale,” implying that small causes produce small
effects, and that large causes generate large effects. The sec-
ond condition of linearity, called additivity or superposition,
underlies the process of analysis. The central concept is that
the whole is equal to the sum of its parts. This allows the prob-
lem to be broken up into smaller pieces that, once solved, can
be added back together to obtain the solution to the original
problem.7

Nonlinear systems are those that disobey proportionality or
additivity. They may exhibit erratic behavior through dispro-
portionately large or disproportionately small outputs, or they
may involve “synergistic” interactions in which the whole is
not equal to the sum of the parts.8 If the behavior of a system
can appropriately be broken into parts that can be compart-
mentalized, it may be classified as linear, even if it is described
by a complicated equation with many terms. If interactions are
irreducible features of the system, however, it is nonlinear even
if described by relatively simple equations.

Nonlinear phenomena have always abounded in the real
world.9 But often the equations needed to describe the
behavior of nonlinear systems over time are very difficult or
impossible to solve analytically. Systems with feedback loops,
delays, “trigger effects,” and qualitative changes over time
produce surprises, often abruptly crossing a threshold into a
qualitatively different regime of behavior. The weather, fluid
turbulence, combustion, breaking or cracking, damping,
biological evolution, biochemical reactions in living organ-
isms, and hysteresis in electronic systems offer examples of
nonlinear phenomena. Although some analytical techniques
have been generated over the centuries to cope with systems
characterized by nonlinearity, until the advent of numerical
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techniques offered by computers its study has been relatively
limited.10

In contrast, sophisticated analytical techniques for solving lin-
ear equations have been developed over the centuries,
becoming the preferred tools in nearly all technical fields by
the latter portion of the nineteenth century. Due to the struc-
tural storability of a linear system, once we know a little about
it we can calculate and predict a great deal. The normal pro-
cedure has thus been to find mathematical techniques or
physical justification for an idealized “linearization” of a natu-
ral or technological system. Such an idealized version of a
system is often constructed by throwing out the nonlinear
“approximation.” In commonly used terms, one thus goes
from equations that “blow up” to those that are “well-
behaved.” In fact, mathematician Ian Stewart has noted: 

Classical mathematics concentrated on linear equations
for a sound pragmatic reason: it could solve anything
else. . . So docile are linear equations that the classical
mathematicians were willing to compromise their physics
to get them. So the classical theory deals with shallow
waves, low-amplitude vibrations, small temperature
gradients.11

As is often the case, reality has been selectively addressed
in order to manipulate it with the tools available. Clause-
witz pointedly contrasted his own approach with the
implicit dependence upon such selectivity among military
theorists of his era, such as Heinrich von Bulow or Anto-
ine-Henri de Jomini.12

The resort to idealized linearizations has been legitimated by
the assumption, increasingly dubious, that reality is ultimately
simple and stable. This assumption works well for linear sys-
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tems, and even relatively well for those nonlinear systems that
are stable enough to be treated using the techniques of linear
analysis or control theory. But it turns out to be misleading
when applied to the many more systems that are unstable
under even small perturbations. As Stewart implied, this was
understood by the more thoughtful of the classical mathemati-
cians and physicists. James Clerk Maxwell, one of the greatest
scientists of the nineteenth century, displayed a keen awareness
of the limitations of assuming that systems in the real world are
structurally stable:

When the state of things is such that an infinitely small
variation of the present state will alter only by an infinitely
small quantity the state at some future time, the condition
of the system, whether at rest or in motion, is said to be sta-
ble; but when an infinitely small variation in the present
state may bring about a finite difference in the state of the
system in a finite time, the condition of the system is said to
be unstable. It is manifest that the existence of unstable
conditions renders impossible the prediction of future
events, if our knowledge of the present state is only approx-
imate, and not accurate. . . . it is a metaphysical doctrine
that from the same antecedents follow the same conse-
quents. No one can gainsay this. But it is not of much use
in a world like this, in which the same antecedents never
again concur, and nothing ever happens twice. . . . The
physical axiom which has a somewhat similar aspect is
“that from like antecedents follow like consequents.” But
here we have passed from sameness to likeness, from abso-
lute accuracy to a more or less rough approximation.13

Thus, Maxwell held that analytical mathematical rules are not
always reliable guides to the real world. We must often rely on
statistical probabilities or approximate solutions reached by
numerical techniques. 
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What is new is that computers have allowed us to attack non-
linear problems numerically, in the process highlighting
patterns of instability that have captured scientific and popular
imaginations alike. The various fields of “nonlinear science”–
such as those that deal with solitons, fractals, cellular autom-
ata, and self-organization systems far from thermodynamic
equilibrium–have been stimulated and enhanced by powerful
computer graphics techniques for scientific visualization or
“mathematical experiments.” Their shared aesthetic concep-
tions about the positive value of complexity create multiple
connections among them.14

On of the most visible aspects of nonlinear science is the por-
tion of nonlinear dynamics popularly known as “Chaos
Theory.” “Chaos” results when a system is nonlinear and “sen-
sitive to initial conditions.” This is the case even in a
deterministic system for which the analytical laws and vari-
ables are known.15 Such sensitivity is exactly what Maxwell
meant: immeasurably small differences in input can produce
entirely different outcomes for the system, yielding various
behavior routes to a degree of complexity that exhibits charac-
teristics of randomness–hence the term “chaos.” For persons
accustomed to expecting linear behavior, it is disconcerting
that regions of deterministic chaos and predictable order can
coexist for the same system. Furthermore, the very nature or
definition of the system can change, and can do so rather
abruptly, with transitions that usually depend on the parame-
ters of the system more than on the variables within the
system. In effect, parameters set the context, and the idealized
boundaries they represent often contrast starkly with the indis-
tinctness of boundaries in the real world.16 In a chaotic regime,
a system is dynamically unstable, so that nearly all input values
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for the variables lead to unpredictable, irregular behavior by
the system.

Chaotic systems have raised some fundamental questions
about relationships among order, randomness, and predict-
ability, especially since the equations that represent them can
be surprisingly simple. One of the first contemporary exam-
ples of chaos was encountered in meteorology in the early
1960s when the applied mathematician Edward Lorenz set up
three linked first-order differential equations in a computer
model of weather development. With certain parameters, the
system proved so sensitive to the initial conditions that it was
estimated that quite literally a butterfly flapping its wings in
one part of the world would be sufficient to cause a major
storm to emerge somewhere else. An arbitrarily small change
could generate an entirely different history for the system.
Obviously, acquisition and management of the precision and
the amount of input data necessary for exact prediction pose
an impractical problem, but the large scale of the atmospheric
system is actually not the issue. The difficulty arises merely
from multiplying pairs of the variables in two of the three cou-
pled equations.17 The heart of the matter is that the system’s
variables cannot be effectively isolated from each other or from
their context; linearization is not possible, because dynamic
interaction is one of the system’s defining characteristics. The
question is whether, according to Clausewitz, wars are also
nonlinear systems.

Is War Nonlinear for Clausewitz?
In Chapter I of Book One, Clausewitz engages the reader with
three increasingly sophisticated definitions of war, each one of
which is prominently marked by nonlinearity. The first defini-
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tion is that war “is nothing but a duel [Zweikampf] on a larger
scale. . . . an act of force to compel our enemy to do our will.”18

Because each opponent has the same intent, war is inherently
an “interaction” (Wechselwirkung): it “is not the action of a living
force upon a lifeless mass (total nonresistance would be no war
at all) but always the collision of two living forces.”19 For
Clausewitz, the interactive nature of war produces a system
driven by psychological forces and characterized by positive
feedback, leading “in theory” to limitless extremes of mutual
exertion and efforts to get the better of one another. The
course of a given war becomes thereby not the mere sequence
of intentions and actions of each opponent, but the pattern or
shape generated by mutually hostile intentions and simulta-
neously consequential actions. The contest is not the presence
or actions of each opponent added together. It is the dynamic
set of patterns made in the space between and around the con-
testants. This may not be immediately evident if we think of a
duel with swords or with pistols. But it is obvious in a match
between two wrestlers, which is how Clausewitz himself sug-
gests we imagine the Zweikampf (literally “two-struggle”)
between opponents in war: the bodily positions and contor-
tions that emerge in wrestling are often impossible to achieve
without the counterforce and counterweight of an opponent.20

Clausewitz stresses that the logic of war in the abstract, with its
limitless escalation of cost and effort, contradicts human expe-
rience; there are always constraints on human action. Only if
war were some hermetically sealed phenomenon could its fun-
damental nature rage on unchecked. This would require that
war (a) be an isolated and sudden act without prelude, (b) con-
sist of a single decisive act or set of simultaneous ones, and (c)
achieve a result perfectly complete in itself. But Clausewitz
contends that an actual war never occurs without a context;
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that it always takes time to conduct, in a series of interactive
steps; and that its results are never absolutely final–all of which
impose restrictions on the analytically simple “pure theory” of
war. Any specific war is subject to historical contingencies; thus
he concludes that the theoretical basis for prediction of the
course of the war dissolves from any analytical certainties into
numerical possibilities.21 Wars, therefore, are not only charac-
terized by feedback (a process distinctly involving
nonlinearities), but inseparable from their contexts. 

The unique political situation is the context that bounds the
system constituted by a given war. It must be considered care-
fully, Clausewitz argues, for 

the same political object can elicit differing reactions from
different peoples, and even from the same people at differ-
ent times. . . Between two peoples and two states there can
be such tensions, such a mass of inflammable material, that
the slightest quarrel can produce a wholly disproportionate
effect–a real explosion.22

Note the nonlinear image of combustion, and the view that the
prevailing political conditions rather than the intended “politi-
cal object” constitute the parameters that determine
fundamental regimes of behavior in the system.23 The empha-
sis on the changeable political context also contrasts sharply
with the view held by many theorists (then and in our own
time) that the parameters of war must be readily quantifiable
military categories such as logistical factors, characteristics of
weaponry, etc.24

Consideration of the political environment leads Clausewitz to
generate his famous second definition of war as “merely the
continuation of policy [Politik, which also means “politics” in
German] by other means.”25 He claims that war is never
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autonomous, for it is always an instrument of policy. Yet the
relationship is not static; it implies neither that the instrument
is unchanging nor that the political goal or policy itself is
immune to feedback effects. Using another image of explosion,
he argues:

War is a pulsation of violence, variable in strength and
therefore variable in the speed with which it explodes
and discharges its energy. War moves on its goal with
varying speeds; but it always lasts long enough for the
influence to be exerted on the goal and for its own
course to be changed in one way or another. . . That,
however, does not imply that the political aim is a
tyrant. It must adapt itself to its chosen means, a process
that can radically change it; yet the political aim
remains the first consideration.26

The ends-means relationship clearly does not work in a linear
fashion. The constant interplay is an interactive, feedback pro-
cess that constitutes an intrinsic feature of war. Clausewitz’s
conception is that the conduct of any war affects its character,
and its altered character feeds back into the political ends that
guide its conduct. War is, he says, a “true chameleon” that
exhibits a different nature in every concrete instance.27

To reach an understanding of the character of war in general
is a purpose of theory and to describe how that theory func-
tions, Clausewitz resorts to a third definition that he
elucidates in terms of a striking metaphor of nonlinearity. In
the last section of Chapter 1, Book One, he claims that war is
“a remarkable trinity” (eine wunderliche Dreifaltigkeit) composed
of (a) the blind, natural force of violence, hatred, and enmity
among the masses of people; (b) chance and probability,
faced or generated by the commander and his army; and (c)
war’s rational subordination to the policy of the govern-
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ment.28 Clausewitz compares these three tendencies to three
varying legal codes interacting with each other (the complex-
ity of which would have been obvious to anyone who lived
under the tangled web of superimposed legal systems in the
German area before, during, and after the upheavals of the
Napoleonic years). Then he concludes with a visual meta-
phor: “Our task therefore is to develop a theory that
maintains a balance between these three tendencies, like an
object suspended between three magnets.”29 What better
image could he have conjured to convey his insight into the
profoundly interactive nature of war than this emblem of
contemporary nonlinear science?30

Although the passage is usually taken to mean only that we
should not overemphasize any one element in the trinity,
Clausewitz’s metaphor also implicitly confronts us with the
chaos inherent in a nonlinear system sensitive to initial condi-
tions. The demonstration usually starts with a magnet
pendulum hanging over one magnet; when the pendulum is
pulled aside and let go, it comes to rest quickly. Positioned over
two equally powerful magnets, the pendulum swings toward
first one, then the other, and still settles into a rest position as it
is captured by one of the points of attraction. But when a pen-
dulum is released over three equidistant and equally powerful
magnets, it moves irresolutely to and fro as it darts among the
competing points of attraction, sometimes kicking out high to
acquire added momentum that allows it to keep gyrating in a
startlingly long and intricate pattern. Eventually, the energy
dissipates under the influence of friction in the suspension
mountings and the air, bringing the pendulum’s movement
asymptotically to rest. The probability is vanishingly small that
an attempt to repeat the process would produce exactly the
same pattern. Even such a simple system is complex enough
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for the details of the trajectory of any actual “run” to be, effec-
tively, irreproducible.

My claim here is not that Clausewitz somehow anticipated
today’s “chaos theory,” but that he perceived and articulated
the nature of war as an energy-consuming phenomenon
involving competing and interactive factors, attention to
which reveals a messy mix of order and unpredictability. His
final metaphor of Chapter 1, Book One captures this under-
standing perfectly. The pendulum and magnets system is
orderly, because it is a deterministic system that obeys New-
ton’s laws of motion; in the “pure theory” (with an idealized
frictionless pendulum), we only need to know the relevant
quantities accurately enough to know its future. But in the
real world, “a world like this” in Maxwell’s phrase, it is not
possible to measure the relevant initial conditions (such as
position) accurately enough to replicate them in order to get
the same pattern a second time, because all physical mea-
surements are approximations limited by the instrument and
standard of measurement. And what is needed is infinitely
fine precision, for an immeasurably small change in the ini-
tial conditions can produce a significantly different pattern.
Nor is it possible to isolate the system from all possible influ-
ences around it, and that environment will have changed
since the measurements were taken. Anticipation of the over-
all kind of pattern is possible, but quantitative predictability
of the actual trajectory is lost.

There are a number of interconnected reasons for the pendu-
lum and magnets picture to be emblematic for Clausewitz, and
all of them go to the heart of the problem of understanding
what he meant by a “theory” of war. First of all, the image is
not that of any kind of Euclidean triangle or triad, despite its
understanding as such by many readers. Given his attacks on
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the formulation of rigidly “geometric” principles of war by
some of his contemporaries, such an image would have been
highly inapt.31 Clausewitz’s message is not that there are three
passive points, but three interactive points of attraction that are
simultaneously pulling the object in different directions and
forming complex interactions with each other. In fact, even the
standard translation given above is too static, for the German
original conveys a sense of ongoing motion: “Die Aufgabe ist also,
dass sich die Theorie zwischen diesen drei Tendenzen wie zwischen drei
Anziehungspunkten schwebend erhalte.”32 Literally: “The task is
therefore that the theory would maintain itself floating among
these three tendencies as among three points of attraction.”
The connotations of schweben involve lighter-than-air, sensitive
motion; a balloon or a ballerina “schwebt.” The image is no
more static than that of wrestlers. The nature of war should
not be conceived as a stationary point among the members of
the trinity, but as a complex trajectory traced among them.

Secondly, Clausewitz’s employment of magnetism is a typical
resort to “high-tech” imagery. The relationship of magnetism
to electricity was just beginning to be clarified in a way that
made it a cutting-edge concept for its time. It is quite possible
that he actually observed a demonstration of a pendulum and
three magnets as envisioned in the metaphor, for he was a man
of considerable scientific literacy.33 His famous incorporation
of the notion of “friction,” also a high-technology concept for
his day, is another example of this characteristic of his thought.

Thirdly, and perhaps most importantly, the metaphor offers
us insight into a mind realistically willing to abandon the
search for simplicity and analytical certainty where they are
not obtainable. The use of this image displays an intuitive
grasp of dynamic processes that can be isolated neither from
their context nor from chance, and are thus characterized by
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inherent complexities and probabilities. It encodes Clause-
witz’s sense of war in a realistic dynamical system, not an
idealized analytical abstraction.

The image of the interactive “remarkable trinity” is thus a
densely rich metaphor, but is it only a literary device? A stylis-
tic trick? Or is it fundamental to understanding Clausewitz?
Raymond Aron thought it representative of a major shift from
dualism to a form of triadism that constituted the final state of
Clausewitz’s thought.34 Michael Howard ended his excellent
short biography with this trinity, and suggested that it formed
both Clausewitz’s conclusion and a good starting place for any
contemporary strategic thinker.35

But the pendulum-and-magnets metaphor reveals more than
Clausewitz’s concluding thought. If the metaphor can bear the
burden of my contention, On War ought to be filled with
insights intended to identify and cope with nonlinearities.
Clausewitz ought to display a deep and abiding concern for
unpredictability and complexity, and consequently to search
for ways to express the importance of such matters as context,
interaction, effects disproportionate to their causes, sensitivity
to initial conditions, time-dependent evolutionary processes,
and the serious limitations of linear analysis. If he does, we will
have a viable explanation for the compelling nature of On War
and many of its difficulties for readers, because the intuition
needed to investigate nonlinear dynamical systems runs
counter to much of what has constituted scientific theory since
the time of Galileo and Newton.
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How Does Nonlinearity Manifest Itself in 
On War?
Clausewitz’s emphasis on unpredictability is a key manifesta-
tion of the role that nonlinearity plays in his work. This
emphasis links widely recognized, fundamental, enduring ele-
ments of On War. A look at what Clausewitz says about
“interaction,” “friction,” and “chance” may allow us to
explore his understanding of the nonlinear nature of war.

Unpredictability from Interaction

It may seem obvious that war is an interactive process, yet
Clausewitz was at great pains to emphasize the point and to
assail his contemporaries for ignoring this basic aspect of real-
ity. That war is profoundly interactive is underscored by each
of the definitions of the phenomenon in Chapter 1, Book One.
The question is whether Clausewitz related this concept to the
unpredictability that characterizes nonlinear systems. The
answer is unequivocally yes. In Chapter 3 of Book Two,
Clausewitz considers whether the study of war is an art or a
science. He concludes that it is neither: 

The essential difference is that war is not an exercise of the
will directed at inanimate matter, as is the case with the
mechanical arts, or at matter which is animate but passive
and yielding, as is the case with the human mind and emo-
tions in the fine arts. In war, the will is directed at an
animate object that reacts.36

A military action produces not a single reaction, but dynamic
interactions and anticipations that pose a fundamental prob-
lem for any theory. Such patterns can be theorized only in
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qualitative and general terms, not in the specific detail needed
for prediction: 

The second attribute of military action is that it must
expect positive reactions, and the process of interaction
that results. Here we are not concerned with the problem
of calculating such reactions–that is really part of the
already mentioned problem of calculating psychological
forces–but rather with the fact that the very nature of inter-
action is bound to make it unpredictable.37

Clausewitz thus understood an essential feature of nonlinearity
and applied its consequences in his understanding of war: the
core cause of analytical unpredictability in war is the very nature
of interaction itself.

Interaction occurs not just between adversaries, but also in
processes that occur on each side as a consequence of the con-
test. This is demonstrated in Book Four, as Clausewitz
discusses the differing effects of victory or defeat on the battle-
field. The consequences are often disproportionately felt:

As we have already mentioned in Chapter Seven, the scale
of victory does not increase simply at the rate commensu-
rate with the increase in the size of the defeated armies, but
progressively. The outcome of a major battle has a greater
psychological effect on the loser than on the winner. This,
in turn, gives rise to additional loss of material strength
[through abandonment of weapons in a retreat or deser-
tions from the army], which is echoed in loss of morale; the
two become mutually interactive as each enhances and
intensifies the other.38

Such an amplifying feedback process is as nonlinear as those in
any field, from turbulence in the atmosphere to the optics of
the laser.
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Clausewitz’s concern for interaction permeates On War, and it
has certainly commanded the attention of commentators. The
crucial importance of interaction is usually framed in terms of
Clausewitz’s “dialectical” method, although his non-Marxist
adherents have usually been at pains to distinguish the dialec-
tic in Clausewitz’s work from Hegel’s method.39 Aron, in
particular, devoted an entire section of his two-volume study to
Clausewitz’s dialectic. He argued that the categories termed
“moral-physical,” “means-ends,” and “defense-attack” formed
the “three conceptual pairs around which the system devel-
ops.”40 He recognized better than many commentators that
Clausewitz does not demand binary opposites and is willing to
live with ambiguity: 

[Clausewitz] explicitly recognizes that the clear opposition
of two poles risks becoming confused in the intermediate
zones. . . . In reality, the distinctions, conceptually clear-
cut, give way to doubtful cases or even to mixed cases.
Clausewitz does not see real objections in these remarks:
the distinction, conceptually valid, does not preclude
uncertain boundaries in reality.41

Aron’s use of the word “risks” (risque), however, perhaps
betrayed discomfort with the analytical ambiguity that comes
with taking interaction seriously.

Clausewitz himself displays no unease with ambiguity in the
passages under discussion. He appears, on the contrary, to
relish the complexity of the relationship between tactics and
strategy:

The art of war in the narrower sense must now in its turn
be broken down into tactics and strategy. The first is con-
cerned with the form of the individual engagement, the
second with its use. . . . Admittedly only the rankest pedant
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would expect theoretical distinctions to show direct results
on the battlefield. . . . Tactics and strategy are two activi-
ties that permeate one another in time and space but are
nevertheless essentially different. Their inherent laws and
mutual relationship cannot be understood without a total
comprehension of both.42

The purpose of theory is to untangle confusion by creating dis-
tinctions, but to do so in order to understand the whole better,
not for the sake of pedantic analytical compartmentalization.

What interests Clausewitz, I argue, is not so much either pole
in any of his analytical pairs, nor even either opponent in war,
but the tangled dynamics occurring between them. This is
consistent with the wrestlers’ image of the Zweikampf. Many
theorists tend, for the sake of analytical simplicity, to force war
into the model sequence of move-countermove. But any good
commander will seek to take advantage of the disproportionate
effects or unpredictable situations generated by nonlinearities.
Furthermore, war is not chess; one’s opponent is not always
playing by the same rules, and is often, in the effort to win,
attempting to change what rules there are. This is a major rea-
son that how war is conducted can and does change its
character, and that any war is (in Maxwell’s sense) structurally
unstable.

Capturing the essence of this “true chameleon” is Clausewitz’s
aim. He is therefore willing to accept uncertainty and complex
interaction as major factors in order to cope with what is hap-
pening along the hazy boundaries where the opposing forces
in war, or contending categories in theory, are actually
engaged. Facing up to the intrinsic presence of chance, com-
plexity, and ambiguity in war is imperative. For Clausewitz,
this is preferable to the risk of being blind-sided by the stric-
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tures of a theory artificially imposed on the messiness of reality
in the name of clarity.

Unpredictability from Friction

A key element of reality for Clausewitz is the ubiquity of “fric-
tion,” the “only concept that more or less corresponds to the
factors that distinguish real war from war on paper.”43 This
concept is usually interpreted as a form of Murphy’s Law:
whatever can go wrong, will, and at the worst possible
moment. That interpretation is not bad as far as it goes, but its
presentation is usually skewed. The implication is that things
go right until some exogenous factor ruins the situation. But
for Clausewitz friction is neither extrinsic nor abnormal:

Everything in war is simple, but the simplest thing is diffi-
cult. The difficulties accumulate and end by producing a
kind of friction that is inconceivable unless one has experi-
enced war. . . . Countless minor incidents–the kind you
can never really foresee–combine to lower the general level
of performance, so that one always falls short of the
intended goal. . . . The military machine–the army and
everything related to it–is basically very simple and there-
fore seems easy to manage. But we should bear in mind
that none of its components is of one piece: each part is
composed of individuals, . . . the least important of whom
may chance to delay things or somehow make them go
wrong. . . . This tremendous friction, which cannot, as in
mechanics, be reduced to a few points, is everywhere in
contact with chance, and brings about effects that cannot
be measured, just because they are largely due to chance.44

The concept of friction is not just a statement that in war
things always deviate from the plan, but a sophisticated sense
of why they do so. The analytical world, epitomized by the
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“frictionless pendulum” or the “perfectly spherical billiard ball
on a frictionless surface” or “low-amplitude vibrations” so
common in elementary physics, is one of linear rules and pre-
dictable effects. The real world and real war are characterized
by the unforeseeable effects generated through the nonlinear-
ity of interaction.

“Friction” as used by Clausewitz entails two different but
related notions that demonstrate the depth of his powers of
observation and intuition. One meaning is the physical sense
of resistance embodied in the word itself, which in Clausewitz’s
time was being related to heat in ways that would lead ulti-
mately to the Second Law of Thermodynamics and the
concept of entropy.45 Friction is a nonlinear feedback effect
that leads to the heat dissipation of energy in a system. The
dissipation is a form of increasing degradation toward ran-
domness, the essence of entropy. Even in peacetime, the
degradation of performance in an army is a continual prob-
lem. In war, the difficulties are amplified. Military friction is
counteracted by training, discipline, inspections, regulations,
orders, and other means, not the least of which, according to
Clausewitz, is the “iron will” of the commander.46 New energy
and effort are sucked into the open system, yet things still never
go as planned; dissipation is endemic due to the interactive
nature of the parts of the system.

The second meaning of “friction” is the information theory
sense of what we have recently come to call “noise” in the sys-
tem. Entropy and information have some interesting formal
similarities, because both can be thought of as measuring the
possibilities for the behavior of systems. According to informa-
tion theory, the more possibilities a system embodies, the more
“information” it contains. Constraints on those possibilities are
needed to extract signals from the noise. Clausewitz under-
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stands that plans and commands are signals that inevitably get
garbled amid noise in the process of communicating them
down and through the ranks even in peacetime, much less
under the effects of physical exertion and danger in combat.
His well-known discussion of the difficulty in obtaining accu-
rate intelligence presents the problem from the inverse
perspective, as noise permeates the generation and transmis-
sion of information rising upward through the ranks.47 From
this perspective, his famous metaphor of the “fog” of war is not
so much about a dearth of information as how distortion and
overload of information produce uncertainty as to the actual
state of affairs. 

Clausewitz’s basic intuition here is that organizations are
always slower and more inflexible than the natural events they
are intended to control. Seen in this light, training, regulations,
procedures, and so on are redundancies that enhance the
probability of signal recognition through the noise. On the
basis of linear assumptions, one expects major obstacles to pro-
duce proportionately serious errors in responding to the
message. Clausewitz emphasizes, however, the disproportion-
ately large role of the least important of individuals and of
minor, unforeseeable incidents. “Friction” conveys Clause-
witz’s sense of how unnoticeably small causes can become
amplified in war until they produce macroeffects, and that one
can never anticipate those effects.48 The issue is not just that
“for want of a nail the shoe was lost. . .” but that one can never
calculate in advance which nail on which shoe will turn out to
be critical. Due to our ignorance of the exact initial conditions,
the cause of a given effect must, for all intents and purposes,
often be treated as unavoidable chance.
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Unpredictability from Chance

How are we to understand “chance,” which Clausewitz finds
pervasive? It is one of the three points of attraction in his defi-
nition of war as a remarkable trinity, and he emphasizes that
“no other human activity is so continuously or universally
bound up with chance” as is war.49 It is associated also with the
fog of uncertainty in war, which obscures or distorts most of
the factors on which action is based. Yet he nowhere provides a
succinct definition of chance.

The connection between chance and uncertainty provides a
means of understanding both, if we draw on the insights of the
late 19th-century mathematician Henri Poincare, whose
understanding of the matter was powerful enough that he is a
frequently cited source in nonlinear science today. Poincare
argued that chance comes in three guises: a statistically ran-
dom phenomenon; the amplification of a microcause; or a
function of our analytical blindness. He described the first as
the familiar form of chance that can arise where permutations
of small causes are extremely numerous or where the number
of variables is quite large. This form of chance can be calcu-
lated by statistical methods. The very large number of
interactions produces a disorganization sufficient to result in a
symmetrical (i.e., Gaussian or bell curve) probability distribu-
tion. Nothing significant is left of the initial conditions, and the
history of the system no longer matters.50 It is possible that
Clausewitz was aware of this general line of reasoning. As with
magnetism and friction, important developments in probabil-
ity theory were occurring in Clausewitz’s time, and we know
that he read intensely in mathematical treatises.51

Of course On War does not present this statistically tractable
form of chance in exactly the way Poincare explained it later,
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although commentators have noted that Clausewitz often
refers to the role of probability in a commander’s calcula-
tions.52 In Chapter 1, Book One, he notes that “absolute, so-
called mathematical factors” are not sound bases for such cal-
culations due to the “interplay of possibilities, probabilities,
good luck and bad” that are endemic in war. The “games of
chance” most amenable to statistical treatment are those like
dice and coin tossing, but when Clausewitz compares war to a
gamble, he does not use either. For him, “in the whole range of
human activities, war most closely resembles a game of
cards.”53 This analogy suggests not only the ability to calculate
probabilities, but knowledge of human psychology in “read-
ing” the other players, sensing when to take risks, and so on.
Clausewitz certainly understands that the number of variables
in war can be enormous, and that a rather special aptitude is
needed to cope with the chance and complexity involved:

Circumstances vary so enormously in war, and are so inde-
finable, that a vast array of factors has to be appreciated–
mostly in the light of probabilities [Wahrscheinlichkeitsgesetze]
alone. The man responsible for evaluating the whole must
bring to his task the quality of intuition that perceives the
truth at every point. Otherwise a chaos of opinions and
considerations would arise, and fatally entangle judgment.
Bonaparte rightly said in this connection that many of the
decisions faced by the commander-in-chief resemble math-
ematical problems worthy of the gifts of a Newton or an
Euler.54

Since a mathematician of the likes of Newton or Euler is
unlikely to be making military decisions, those in command
have to rely on judgment rooted in intuition, common sense,
and experience. Statistical laws of probability alone will never
suffice, because moral factors always enter into real war, and it
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is possible for the results of any given action to defy the odds.
This is one of the most important facts that experience indeed
provides.55

A second form of chance described by Poincare is deeply
embedded in On War, but commentators have not usually dis-
tinguished its nature from that of the first.56 In contrast to the
statistical form characterized above, this type of chance–
amplification of a microcause–is inherent in the system itself.
It arises from the fact that in certain deterministic systems
small causes can have disproportionately large effects at some
later time. Because the history of the system matters, the ini-
tial conditions remain significant. In a passage often cited by
researchers working on nonlinear dynamics, Poincare
explained: 

A very slight cause, which escapes us, determines a consid-
erable effect which we can not help seeing, and then we say
this effect is due to chance. If we could know exactly the
laws of nature and the situation of the universe at the initial
instant, we should be able to predict exactly the situation
of this same universe at a subsequent instant. But even
when the natural laws should have no further secret for us,
we could know the initial situation only approximately. If that
permits us to foresee the subsequent situation with the same
degree of approximation, this is all we require, [and] we say the
phenomenon has been predicted, that it is ruled by laws.
But this is not always the case; it may happen that slight
differences in the initial conditions produce very great dif-
ferences in the final phenomenon; a slight error in the
former would make an enormous error in the latter. Pre-
diction becomes impossible and we have the fortuitous
phenomenon.57
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Poincare thus linked the crucial importance of the initial con-
ditions to the idea that in the real world the precision of our
information concerning causes is always limited. This is a root
explanation for unpredictability in those nonlinear phenom-
ena that exhibit chaotic regimes of behavior.

This is exactly how Clausewitz perceives the role of chance in
relation to friction in real war. Unnoticeably small causes can
be disproportionately amplified. Decisive results can often rest
on particular factors that are “details known only to those who
were on the spot.”58 Attempts to reconstruct cause and effect
always face the lack of precise information: 

Nowhere in life is this so common as in war, where the
facts are seldom fully known and the underlying motives
even less so. They may be intentionally concealed by those
in command, or, if they happen to be transitory and acci-
dental, history may not have recorded them at all.59

We can never recover the precise initial conditions even of
known developments in past wars, much less developments in
current wars distorted by the fog of uncertainty. Interactions at
every scale within armies and between adversaries amplify
microcauses and produce unexpected macroeffects. Since
interaction is intrinsic to the nature of war, it cannot be elimi-
nated. The precise knowledge needed to anticipate the effects
of interaction is unattainable. Unpredictability in war due to
this second form of chance is thus unavoidable.

There is yet a third type of chance discussed by Poincare that is
prominently displayed in Clausewitz’s work. Poincare argued
that this kind is a result of our inability to see the universe as an
interconnected whole: 
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Our weakness forbids our considering the entire uni-
verse and makes us cut it up into slices. We try to do this
as little artificially as possible. And yet it happens from
time to time that two of these slices react upon each
other. The effects of this mutual action then seem to us
to be due to chance.60

Thus, the drive to comprehend the world through analysis, the
effort to partition off pieces of the universe to make them ame-
nable to study, opens the possibility of being blind-sided by the
very artificiality of the partitioning practice. This form of
chance is a particularly acute problem when our intuition is
guided by linear concepts.

Clausewitz has a profound sense of how our understanding of
phenomena around us is truncated by the bounds we place on
them for our analytical convenience. The assertion from On
War quoted above, that “circumstances vary so enormously in
war, and are so indefinable,” makes this point explicitly in the
German original. A literal translation refers to the “diversity
and indistinct boundary of all relationships” (“die Mannigfal-
tigkeit und die unbestimmte Grenze aller Beziehungen”) with
which a commander must cope. Clausewitz repeatedly stresses
the failure of theorists, such as his contemporaries Jomini and
Bulow, to obtain effective principles because they insist on iso-
lating individual factors or aspects of the problems presented
in war. One indictment is particularly well known:

Efforts were therefore made to equip the conduct of war
with principles, rules, or even systems. This did present a
positive goal, but people failed to take an adequate
account of the endless complexities involved. As we have
seen, the conduct of war branches out in almost all direc-
tions and has no definite limits; while any system, any
model, has the finite nature of a synthesis [in the sense of
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synthetic or man-made]. An irreconcilable conflict exists
between this type of theory and actual practice. . . . [These
attempts] aim at fixed values; but in war everything is
uncertain, and calculations have to be made with variable
quantities. They direct the inquiry exclusively toward
physical quantities, whereas all military action is entwined
with psychological forces and effects. They consider only
unilateral action, whereas war consists of continuous inter-
action of opposites.61

For Clausewitz, the generation of any system of principles for
the conduct of war is a desirable goal but an unattainable one.
Such an act of synthesis is indeed attractive, because it
becomes so easy to forget the filters we have imposed on our
view of the phenomenon.

But his concerns, like those of many scientists wrestling with
nonlinear phenomena today, are open systems which cannot
be isolated from their environments even in theory, which are
characterized by numerous levels of feedback effects, and
which need to be grasped realistically as an interactive whole.
Traditional analysis that aimed at breaking the system into
simpler parts fails now just as surely as it did in Clausewitz’s
time, and for the same reasons. As Clausewitz writes of critical
analysis and proof:

It is bound to be easy if one restricts oneself to the most
immediate aims and effects. This may be done quite arbi-
trarily if one isolates the matter from its setting and
studies it only under those conditions. But in war, as in
life generally, all parts of the whole are interconnected
and thus the effects produced, however small their cause,
must influence all subsequent military operations and
modify their final outcome to some degree, however
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slight. In the same way, every means must influence even
the ultimate purpose.62

Interconnectedness and context, interaction, chance, complex-
ity, indistinct boundaries, feedback effects and so on, all
leading to analytical unpredictability–it is no wonder that On
War has confused and disappointed those looking for a theory
of war modeled on the success of Newtonian mechanics.

The Role of Linearity
It is important to emphasize that Clausewitz does not hold the
view that linearity is nowhere valid in war. As much as any mil-
itary professional, he clearly wants to find or generate
conditions under which outcomes may be guaranteed. His
attention to situations characterized by direct, sequential
cause-effect relationships or proportionality makes Clause-
witz’s understanding of the consequences of nonlinearity more
supple–and credible–than if he ignored linearities entirely. But
he is aware that linear relations and the predictability they
offer are the exceptions in the real world, so he usually sur-
rounds a linear effect with a discussion of the constraints
needed to achieve it. 

For Clausewitz, the parameters that make linear approxima-
tions possible are the political-military analogs of shallow
waves or low-amplitude vibrations. In Chapter 1, Book One,
for instance, he notes that political objectives come to the fore
as the limitations of the real world dampen the theoretical ten-
dency of pure war to be driven to absolute extremes. “The
smaller the penalty you demand from your opponent, the less
you can expect him to try to deny it to you; the smaller the
effort he makes, the less you need make yourself.”63 This offers
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an example of linearity. Yet, Clausewitz in the next paragraph
restricts such a relationship:

The political object–the original motive for the war–will
thus determine both the military objective to be reached
and the amount of effort it requires. The political object
cannot, however, in itself provide the standard of measure-
ment. Since we are dealing with realities, not with
abstractions, it can do so only in the context of the two
states at war. The same political object can elicit differing
reactions from different peoples, and even from the same
people at different times. [Here follows the nonlinear
image of combustion noted on p. 68 above]. . . . The less
involved in the population and the less serious the strains
within states and between them, the more political require-
ments in themselves will dominate and tend to be decisive.
Situations can thus exist in which the political object will
almost be the sole determinant.64

The context in which a war begins thus sets an initial range of
possibilities for the relationship between political objective and
military exertion. Situations “can” exist in which a single vari-
able “almost” solely determines the outcome. But this requires
that one of the magnetic attractions in the “remarkable trin-
ity”–the primordial passions of the people–be diminished so
greatly as to be effectively removed.

The embedding of linearity in a general environment of non-
linearity is thoroughly characteristic of On War. This awareness
of the full range of the system’s behavior prevails not only
when Clausewitz considers the outbreak of war, but also when
he assesses the impact of a single battle in war. In a chapter
where he discusses the disproportionate, nonlinear effects of a
victory, Clausewitz relates other processes in clearly linear
terms: “Our argument is that the effects of victory that we
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have described will always be present; that they increase in
proportion to the scale of the victory; and they increase the
more the battle is a major one.”65 Yet he encompasses this
remark within assertions that the effects of victories still
depend very much on the context, including the character of
the victorious commander, whether moral forces will be
aroused on the other side that “would otherwise have
remained dormant,” and so on.66 It is even possible, therefore,
for a victory to have the entirely unexpected effect of rallying
the losing side.

Seen from this perspective, the best-known and most popular
of the linearities identified by Clausewitz–the offensive thrust
at the enemy’s “center of gravity”–looks quite different than it
is usually depicted. Defeat of the enemy, he holds, involves
“chances and incidents so minute as to figure in histories sim-
ply as anecdotes,” but out of the dominant characteristics of
each belligerent “a center of gravity [Schwerpunkt] develops,
the hub of all power and movement, on which everything
depends.”67 Practicing soldiers may warm to the idea of focus-
ing one’s efforts on the most critical concentration of the
enemy’s fighting forces in order to strike the most telling blow.
But they balk when Clausewitz goes on to suggest that under
specific circumstances the center of gravity could be a city, or a
community of interest among allies, or the personality of a
leader, or even public opinion.68 Furthermore, he urges an
awareness of the restraints imposed by considerations of econ-
omy of force: an excess of force is worse than a waste, for it
means unnecessary weakness elsewhere.69 Even more unset-
tling for some readers, he says that he is only describing what
has been done in the past and wants “to reiterate emphatically
that here, as elsewhere, our definitions are aimed only at the
center of certain concepts; we neither wish [to] nor can give
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them sharp outlines.”70 Even this most Newtonian-sounding
analogy of a “center of gravity” becomes swamped in qualifi-
cations and caveats intended to convey the complexity of war.

No wonder that, in an effort to cut through the maddening
maze of qualification, students of On War tend to linearize and
simplify what is said. The upshot is often an implicit and even
explicit claim that, if Clausewitz were only less confused and
understood his own concepts better, he would sound like
Jomini. In a recent example, the military authors of an article
rehearsed the above passages, but were clearly relieved when
they could finally report that Clausewitz goes on to say that no
matter what the center of gravity may be, “defeat of the enemy
fighting force remains the best way to begin.” For them, this
strategy retrieved the analogy from the region “beyond its
applicability” in the psychological realm and “reestablishes the
analogy of the center of gravity in its proper physical
domain.”71 They then immediately proceeded to contrast
Clausewitz’s terminology with that of Jomini, whose crisply
stated maxims about the “decisive point” were held to be
much more clear. But the continual twisting about that fills On
War is just not the case of Clausewitz’s being ponderous and
wordy. Instead, the apparently irresolute to and fro of his prose
conforms fully to his metaphor of theory floating among com-
peting points of attraction.

Clausewitz’s partisans, who agree with him that a theory of
war cannot be axiomatic, nevertheless have also labored under
the implicit imperative that a good theory must conform to a
linear intuition. Examples can be found even among the most
articulate and sensitive interpreters of his work. Two essays by
Bernard Brodie, long an influential member of the American
defense analysis community, were included by Howard and
Paret in their 1976 translation of On War. It is striking that even
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Brodie sometimes attempted to legitimize Clausewitz’s ideas
by linearizing them. For example, when Clausewitz states that
the events of a war can change policy, according to Brodie
Clausewitz cannot really mean this, “for to admit even a high
probability of such a feedback effect would be to destroy his
basic contention that war is an instrument of policy and not
the reverse.” But Clausewitz not only admits this feedback
effect he specifically underscores it in the passage under discus-
sion, and it is typical of his conception of war.72 The
relationship between policy and war cannot be that of a dis-
crete independent variable and a discrete dependent variable,
for it is impossible to isolate the ends from the means used to
pursue them.

Once identified as such, Clausewitz’s perception that war is a
profoundly nonlinear phenomenon seems so obvious that the
natural question is why this has not been clearly understood all
along. The answer is that what is meant by “theory” has been
profoundly linear, to some extent already in Clausewitz’s time
and increasingly so since. Simplicity achieved by idealized iso-
lation of systems and of variables within systems, deterministic
laws, clearly delineated boundaries, linear causal trains, and
other tools with which to forge analytical prediction have
become the hallmarks of good theory. By using such tech-
niques, rooted in the parsimonious and deductive power of
logic, we have searched for–and therefore overwhelmingly
found–static equilibria, consistent explanations, periodic regu-
larities, and the beauty of symmetry.

Of course, as Ian Stewart noted, all this comes at a price,
namely the restriction of our vision to low-amplitude vibra-
tions, shallow waves, small perturbations, and their analogs.
We have trained our imaginations to be fundamentally linear.
We have been able to devise analytical equations that offer
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prediction, but only by implicitly requiring that the system not
be allowed to change too much in the meantime. We artifi-
cially require that our systems be stable in the sense expressed
by Maxwell, and then are surprised by the manifest instability
we encounter in the real world. A scientist at Los Alamos
National Laboratory has summed up our situation: 

That a system governed by deterministic laws can
exhibit effectively random behavior runs counter to our
normal intuition. Perhaps it is because intuition is
inherently ‘linear’; indeed, deterministic chaos cannot
occur in linear systems.73

The realization that we have been wearing analytical blinders
is becoming widespread. Looking to the future relationship
between basic and applied physics, a National Research Coun-
cil panel lamented the general lack of an adequate intuition:
“inheritance of experience with simple systems is strikingly
empty of images, intuitions, and methods for dealing with non-
linear problems of complexity. We know almost nothing of the
workings and accustomed regularities of such systems. And to
proceed we must come to know them intimately.”74 Working
over 150 years ago with the requisite intuition, Clausewitz had
no precise and commonly accepted vocabulary with which to
express his insights into nonlinear systems. He thus wrestled
for years with formulations of his insights, unwilling to aban-
don realism for idealization.

It seems clear that in On War, Clausewitz also senses that any
prescriptive theory entails linearization, which is why he holds
a dim view of such theory in the real world in which war actu-
ally occurs. Only an idealized “pure theory” of war could be
predictive with universal prescriptions. In our world of proba-
bilities, rather than axiomatic certainties, by contrast, any
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useful theory must instead be heuristic, for each war is “a
series of actions obeying its own peculiar laws.”75 The pur-
pose of theory in our world is to expand the range of personal
experience that is the best aid to judgment in war; it is “meant
to educate the mind of the future commander, or more accu-
rately, to guide him in his self education.”76 Since war evolves
over time, the best techniques are historical, which offer an
indication only of what is possible, not what is necessary, in
the future.

Clausewitz is quite explicit: it is impossible “to construct a
model for the art of war that can serve as a scaffolding on
which the commander can rely on for support at any time.”77

Since the opponent is a reacting, animate entity, “it is clear
that continual striving after laws analogous to those appropri-
ate to the realm of inanimate matter was bound to lead to one
mistake after another.”78 The notion of law does not apply to
actions in war, “since no prescriptive formulation universal
enough to deserve the name of law can be applied to the con-
stant change and diversity of the phenomena of war.”79 Thus,
theory must be based on a broader sense of order rooted in
historical experience, leading to descriptive guidelines. Theo-
rists must not be seduced into formulating analytically
deductive, prescriptive sets of doctrines that offer poor hope
and worse guidance.

Implications
I have demonstrated that Clausewitz perceives war as a pro-
foundly nonlinear phenomenon that manifests itself in ways
consistent with our current understanding of nonlinear
dynamics. Furthermore, I have suggested that the predomi-
nance of a linear approach to analysis has made it difficult to
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assimilate and appreciate the intent and contribution of On
War. The concepts and sensibility recently emerging in nonlin-
ear science can be used to clarify not his confusion, but our
truncated expectations for a theory of war–namely that it
should conform to the restrictions of linearity. At the very least,
such a sensibility may help us explore the stubborn intractabil-
ity of prediction in war.80 Only a few other implications can be
noted here.81

One implication is that full comprehension of the work of
Clausewitz demands that we retrain our intuition. For histori-
ans, who have often been attracted rather than repelled by the
subtleties of On War, this may not be too unsettling a task. But
for those trained in the engineering and scientific fields, as are
so many military officers and analysts, this retraining is likely
to be a more wrenching and unwelcome experience. As the
various scientists and mathematicians cited above have sug-
gested, the predominance of a linear intuition is endemic.
Such an intuition guides value judgments and choices, with
real world consequences:

We would emphasize that in many areas of science and
technology a large effort has traditionally been made to
model a physical system or process. Yet once the mathe-
matical model has been constructed, only a few rather
cursory computer simulations are sometimes made.
Lulled into a false sense of security by his familiarity with
the unique response of a linear system, the busy analyst
or experimentalist shouts “Eureka, this is the solution”
once a simulation settles onto an equilibrium or steady
cycle, without bothering to explore patiently the out-
come from different starting conditions. To avoid
potentially dangerous errors and disasters, industrial
designers must be prepared to devote a greater percent-
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age of their effort to exploring the full range of dynamic
responses of their systems.82

Here, Michael Thompson and Bruce Stewart speak of model-
ing physical systems and processes that are much simpler than
the social systems engaged in warfare, yet surveys of military
applications of modeling indicate the predominance of the
same analytically linear intuition despite the loss of realism it
entails.83 And, of course, the “potentially dangerous errors and
disasters” take on added dimensions when the task is to pre-
pare for or conduct a war.

A consequent necessity is a reevaluation of Clausewitz as an
authority in military manuals and training. The simplicity of
a set of “principles of war” will surely remain attractive, not
least because they are so easy to comprehend and memorize.
But we should understand that Clausewitz’s concerns are to
such principles as nonlinearity to linearity (or fractals to
Euclidean objects, or the real numbers to the integers). The
elegance of military axioms is a mirage shimmering above
the distinct abstractions of implicitly idealized, isolated sys-
tems; the denseness of Clausewitz’s forest of caveats and
qualifications more faithfully represents the conditions and
contexts we actually encounter.

Another implication of the nonlinear interpretation of
Clausewitz is the need for a deepening of our understanding
of his dictum on the relationship of war to politics. That “war
is merely the continuation of policy by other means” is often
taken to mean the primacy of a temporal continuum: first pol-
itics sets the goals, then war occurs, and then politics reigns
again when the fighting stops. But such a view categorizes pol-
itics as extrinsic to war, and is an artifact of a linear sequential
model. Politics is about power, and the feedback loops from
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violence to power and from power to violence are an intrinsic
feature of war. It is not simply that political considerations
weigh upon military commanders. War is inherently a subset
of politics, and every military act has political consequences,
whether or not these are intended or immediately obvious. In
the grip of battle, it is hard to remember that every building
destroyed, every prisoner taken, every combatant killed, every
civilian assaulted, every road used, every unintentional viola-
tion of the customs of an ally ultimately has political import. It
is crucial to understand that Clausewitz, who was for many
years on the losing side before the tide turned against Napo-
leon, embeds the long-term view and the full range of a
system’s behavior into the structure of On War. Such consider-
ations often make soldiers impatient with his presentation, but
the variables in war cannot be isolated from the parameters
constituting the political context. And that environment itself
evolves dynamically in response to the course of the war, with
the changed context feeding back into the conduct of
hostilities.

Yet another implication is that chance is also not extrinsic to
war, because the interactive nature of military action itself gen-
erates chance. Single-valued, analytically exact solutions
achieved by idealization that conveniently excise all but a few
variables derive from a linear intuition. Clausewitz under-
stands that war has no distinct boundaries and that its parts
are interconnected. What is needed is to comprehend intu-
itively both that the set of parameters for “the problem” is
unstable, and that no arbitrarily selected part can be
abstracted adequately from the whole. The work of Clausewitz
indicates that knowing how the system functions at this
moment does not guarantee that it will change only slightly in
the next. Although it may remain stable, it might also suddenly
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(although perhaps subtly) pass a threshold into a thoroughly
different regime of behavior. And the causes of such changes in
a complex system can be imperceptibly small. Production of
an unchanging set of laws or even principles to be employed in
all “similar” contexts is not merely useless, it can become
counterproductive and lead to the kind of fixed, inflexible,
mechanical mentality that is overwhelmed by events. Adapt-
ability is as important in doctrine as on the battlefield.

The overall pattern is clear: war seen as a nonlinear phenome-
non–as Clausewitz sees it–is inherently unpredictable by
analytical means. Chance and complexity dominate simplicity
in the real world. Thus, no two wars are ever the same. No war
is guaranteed to remain structurally stable. No theory can pro-
vide the analytical shortcuts necessary to allow us to skip
ahead of the “running” of the actual war. No realistic assump-
tions offer a way to bypass these uncomfortable truths. Yet
these truths have the virtue that they help us identify the blind-
ers we impose on our thinking when we attempt to linearize.
And what Clausewitz says about the conduct of war applies to
the study of war: “once barriers–which in a sense consist only
in man’s ignorance of what is possible–are torn down, they are
not so easily set up again.”84
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From Command in War
By Martin Van Creveld

[Reproduced by permission of the Harvard University
Press via the Copyright Clearance Center, Inc.]

The Misdirected Telescope
o far, the analysis in this chapter has concentrated on the
quantity of information that was needed to command the

U.S. forces in Vietnam. However, the kind of information
employed by the Americans in order to manage the Vietnam
conflict is also worth investigating. It is in this field that we can
hope to find the causes of some of the characteristic ways com-
mand operated in this strange war. . . .

The favorite lens through which the American defense estab-
lishment chose to understand, plan and wage the war in
Vietnam consisted of statistics. As already noted, the selection
of systems analysis as the method for making high-level deci-
sions about budgets and the structure of military forces carried
with it a penchant for quantification that was subsequently
expanded into other fields also. Two of the most important
decisionmakers, McNamara and Westmoreland, both of
whom at one time or another had been associated with the
Harvard Business School, appear to have loved statistics for
their own sake and surrounded themselves with men whose

S
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predilections were similar. At a time when computers were still
very new and exciting, it was sometimes thought that their use
in problem-solving in itself constituted a superior method of
analysis. The trend toward statistics was probably enhanced
by the very size of the information flow needed to run the war
in Vietnam, leading to a situation in which messages could not
be read but had to be counted instead. 

Although some of the drive toward statistics thus came from
factors inside the command system itself, it is undeniable that
Vietnam, a guerrilla war without fronts, was difficult to grasp
except by statistical means. Arrows or colored patches on a
map, even the act of fighting itself, meant comparatively little
in a war whose ultimate objective was the allegiance of a peo-
ple and the building of a nation. Progress toward either being
difficult to determine, indirect means had to be substituted; the
percentage of the population in “pacified” areas was measured
by the Hamlet Evaluation System (HES), the number of miles
of road or waterway open to traffic, the country’s economic
activity as measured in tons of rice brought to the urban mar-
kets. The enemy situation in its turn was measured by the
number of incidents and the body count,1 and the perfor-
mance of friendly troops was put in terms of kill ratios. The
figures had to be analyzed in a thousand ways, a task for which
computers were often used.

Some of the disadvantages of the system, including in particu-
lar the often notorious inaccuracy of data, have been the
subject of frequent comment,2 but others are less well under-
stood and must be briefly discussed here. Statistics, even when
accurate, can never substitute for indepth knowledge of an
environment, a knowledge that the Americans in Vietnam
were almost entirely without.3 The lack of it tends to convert
genuine political and military problems into bogus technical
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ones. Though the reams of figures in a computer printout
may appear impressively comprehensive and accurate, their
meaning is often ambiguous: for example, a drop in the inci-
dent rate may signify (among other things) either that the
enemy is being defeated or that friendly forces are less than
successful in locating him and bringing him to battle.4 Since
the patterns that form the objective of statistical analysis only
become visible at fairly high levels in the hierarchy (further
down, the figures are by definition meaningless), reliance on
such analysis is itself a contribution toward centralization and
the information pathologies of which centralization can be a
cause. Statistics may have been the only way to handle the
flood of incoming messages–running, at the Pentagon level,
into the hundreds of thousands per day–but in the process,
statistics reduced the content of those messages to the lowest
common denominator. Finally, statistics constitute one of the
most abstract forms of information known to man; although
they can possibly present a good picture of a whole phenome-
non the relevance of any given set of figures to this or that
particular event at this or that particular place may well be
next to zero.

Thus, following analyses based on vast amounts of data, the
MACV in Saigon or the Office of Systems Analysis back in
Washington might produce tables to show (these are actual
examples) that combat activity peaked in 1968 and 1972; that
the heaviest fighting always took place in the first half of the
year, a somewhat unsurprising fact since this also happens to
be the dry season; that there were, year by year, so many
attacks (large, small, or other), so many cases of harassment,
terrorism, sabotage, propaganda, and antiaircraft fire; that
Viet Cong strategy, as analyzed by these methods, “called for
constant small harassment punctuated by a few high points of
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activity;” that such and such of a percentage of all villages in
this or that district had been “pacified,” and that so and so
many fighter bomber sorties had been flown in such and such
a period.5 Given the nature of the data and of the methods
used for analyzing them, it is thus not surprising that, in the
words of one of OSA’s advocates, “perhaps the most dra-
matic” finding of the Office of Systems Analysis was that the
United States was not winning the war of attrition and that the
addition of more troops would not solve the problem. The
conclusion that no more troops should or could be sent, inci-
dentally, had already been arrived at by McNamara,
reasoning independently along entirely different lines.6

What effect did all this have on the actual command system in
Vietnam? Based on post-action reports, statistics of the kind
discussed above did not constitute enemy intelligence, in the
true sense of the word. Gathering the information on which
they were based was a heavy and, in the case of body count,
hazardous burden on the troops, to whose specific require-
ments its relevance was often doubtful. Constantly subjected to
pressure for more and more data of this kind, the troops not
unnaturally responded by feeling that it did not matter what
one reported so long as it looked good in the Efficiency
Reports. The result, to borrow Jeremy Bentham’s cruel phrase
about natural rights, was “nonsense on stilts.” Clogged with
data whose accuracy and relevance were both open to ques-
tion, the military reporting system lost much of its value and
had to be supplemented, and in part replaced, by other forms
of information gathering.

The peculiar role played by helicopters in commanding the
war in Vietnam has been the subject of frequent and interest-
ing comment;7 few of those who noted the phenomena have
attempted, however, to look for its causes or to relate it to the
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general way in which the command system operated. As one
observer has written, the helicopter tended to exaggerate two
of the fundamental traits of the American character, impa-
tience and aggressiveness8–possibly a pertinent remark, but
not really an explanation. Other factors that help account for
the extraordinary role that helicopters played in command
must include the new machine’s glamorous image and the
prestige associated with having such a thing at one’s beck and
call; the tendency to use them in order to accumulate flying
hours, leading toward air medals and eventual promotion; and
the fact that the helicopter does indeed provide a fast and flex-
ible means for getting commanders from one place to another
and for obtaining an overall view of the battlefield.9 It is this
last factor that has led to the adoption of the helicopter as a
tool of command in every modern army. In the difficult, often
roadless Vietnamese terrain, such speed and flexibility made
the helicopter particularly attractive. 

Under the conditions peculiar to the war in Vietnam, major
units seldom had more than one of their subordinate outfits
engage the enemy at any one time. Ordinarily this would have
permitted each commander to control a larger number of sub-
ordinates, thus leading to decentralization and a flattening of
the hierarchical structure; instead, it led to a very different
phenomenon. A hapless company commander engaged in a
firefight on the ground was subjected to direct observation by
the battalion commander circling above, who was in turn
supervised by the brigade commander circling a thousand or
so feet higher up, who in turn was monitored by the division
commander in the next highest chopper, who might even be
so unlucky as to have his own performance watched by the
Field Force (corps) commander. With each of these command-
ers asking the men on the ground to tune in on his frequency
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and explain the situation, a heavy demand for information was
generated that could and did interfere with the troops’ ability
to operate effectively. Yet what were the medium-level and
senior commanders to do? As the discussion has so far shown,
the normal channels of military reporting in Vietnam were
often flooded with inaccurate, irrelevant information that
could not be transmitted and processed on time. To get
through it all, uncommonly powerful directed telescopes had
to be employed by commanders from General Westmore-
land–who insisted on his right to make unannounced visits to
all levels10–downward. That the telescopes in question were
frequently so powerful as almost to paralyze the action they
were supposed to monitor is, in view of the circumstances,
hardly surprising.

The other phenomenon associated with command in Vietnam
that can be explained only with reference to the inadequacy of
the ordinary military reporting system is the enormous role
played by the media, especially television. Once again, it is
essential not to lose perspective; other factors, including the
openness of American society and a growing tendency on the
part of the public to discount official statements as menda-
cious, were of course involved. Nevertheless, the importance of
the media as a source of information for decisionmakers in
Washington, and even, to some extent, for the MACV in
Saigon, is best understood as deriving in part from the media’s
ability to cut through the military information system itself. 

The media as they operated in Vietnam had much in common
with some aspects of the command system. Both journalists
and commanders often spent only a short time in the country
and on the job, and both were thereby prevented from acquir-
ing a thorough knowledge of the environment. Both spent
much of their time flitting into and out of places where dra-
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matic events took place, sometimes even sharing the same
helicopters.11 Unlike commanders, however, newsmen
enjoyed an advantage in that they did not have to deal with
statistics and were therefore able to transmit a direct image of
events. Nor did the information they sent up have to be sum-
marized afresh by every intermediate headquarters, the result
being often considerable time savings. Journalists in general,
and television in particular, mostly dealt with the specific
rather than with the general, and to this extent were often able
to present a more accurate picture than the one compiled from
a mass of statistical reports. Often operated by men with little
understanding for either the country or the war, and subject to
no supervision but their own, the media acted as an undirected
telescope that could and did focus attention on individual
events to the detriment of the picture as a whole. Their strong
point–their ability to cut through the normal information
channels–thus also constituted a weakness. 

Possibly the best example of the way that the media, acting as
an undirected telescope, influenced the war in Vietnam is
afforded by the 1968 Tet offensive. At a time when the 90 per-
cent of South Vietnam not visited by newsmen saw 85 percent
of all American maneuver battalions deployed and 80 percent
of all U.S. casualties (it was in the unreported area that My Lai
took place on 16 March 1968), the media made it appear as if
the war was being fought solely in Saigon, Hue, and Khe
San.12 So powerful was the ability to focus the attention of
even the senior decisionmakers that General Westmoreland
came to live in his operations room while the “siege” of the
Marine base at Khe San lasted. In Washington the “symbolic”
and “historic” value attributed to Khe San first caused Presi-
dent Johnson to extract a written pledge from the Joint Chiefs
of Staff that it would not be allowed to fall, then to have a
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model of the base constructed in the White House basement
around which he and his advisors spent their time. Whether in
fact General Giap ever intended to overrun the base remains
unknown; that the U.S. media were able to focus attention on
the siege–and thus away from the coming Tet offensive–
appears certain, regardless of whether it was planned in this
way by the North Vietnamese. 

The way that the helicopter, the media, and the tactical field
radio functioned is perhaps best understood as an attempt to
overcome the shortcomings of the military reporting system as
it operated in Vietnam. Owing to a variety of circumstances
favoring its use, the helicopter was turned into such a powerful
directed telescope that it distorted the operation of the system
it was supposed to help monitor and was even capable of
bringing it to a halt. The media moved wildly out of control,
concentrating on events selected mainly for the drama that
they could bring to newspaper headlines and television
screens, and thus helped pull the entire war out of focus. Field
radio was used as a rapid and effective means of communica-
tions, regardless of security. Probably none of this, to repeat,
would have happened had not the normal channels of military
information been deficient to start with.

Conclusions: The Pathology of 
Information
The U.S. forces deployed in Vietnam were among the most
complex in history. Not only was top-level organization diffuse
and chaotic to the point that nobody and everybody was in
charge, but an entire regular command structure designed for
conventional warfare was transplanted into a guerrilla envi-
ronment for which it was not suitable. Extreme specialization
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of personnel and of units, coupled with adherence to the tradi-
tional triangular chain of command, meant that headquarters
were piled upon headquarters and that coordination between
them could only be achieved, if at all, by means of inordinate
information flows.13 A tendency toward centralization, the
pooling of resources, and the running of the war by remote
control–especially evident in the field of logistics, and in the air
war against North Vietnam–further augmented the demand
for information. Though the signals network that the U.S.
Army established in South Vietnam was the most extensive,
expensive, and sophisticated in history, it proved in the end
incapable of dealing with this “bottomless pit,” as General
Abrams once put it.14

Although the most obvious military result of the information
pathologies produced by complexity and centralization was
the long leadtime often required to prepare and launch an
operation in Vietnam, others made themselves manifest in the
roles played by the helicopter and the media and in the way
field radio was used. Confronted with a military information
network that was impossibly complex and in the end often
unable to cope, decisionmakers not unnaturally responded by
attempting to cut through by any and every means that pre-
sented themselves. Commanding officers in Vietnam relied on
the helicopter; officials in Washington depended on the media
to supplement the frequently highly abstract, imprecise, and
slow-to-arrive information percolating through normal mili-
tary and defense establishment channels; and the troops
chatted over their radio sets. 

To guard against a misunderstanding at this point, I must
stress that there is nothing inherently wrong in the use of
extracurricular sources of information; their employment may,
in fact, be a prerequisite for the creation of a functioning com-



208 Coping with the Bounds

mand system. When the regular channels are blocked or
distorted by disease, however, the effort to cure that disease by
drugs that are too powerful, or insufficiently specific, or inse-
cure, is not likely to succeed.

Thus, in the end, the effort to minimize the cost-benefit ratio
by the coordinated action of thousands of little cogs, all to be
interconnected and fine-tuned to the performance of their mis-
sions in the hands of a supreme management team, backfired.
Instead of resources being economized, hundreds of thousands
of tons of ordnance were dropped or fired away in return for
few if any enemy casualties.15 Instead of the war being fought
surgically and selectively against a highly elusive enemy while
sparing the population, entire districts were flattened so that
they could be saved. Instead of all data being available to top-
level decisionmakers, they often ended up with a form of
knowledge that was too diffuse and abstract for use. Instead of
the helicopter’s extraordinary capabilities being used to
improve the command process, they often ended up obstruct-
ing its operation. Designed to produce accuracy and certainty,
the pressure exercised from the top for more and more quanti-
tative information ended up by producing inaccuracy and
uncertainty. Instead of being sure of what they were doing, the
Americans by measuring output–often the only thing that
could be measured with any accuracy–ended up doing what
they could be sure of.

Undoubtedly, some of the factors responsible for this mess are
inherent in the nature of modern war. Others were specific to
the time and place, while others still–including in particular
excessive specialization, centralization, and instability in the
organization of the forces–could conceivably have been
avoided by a better understanding of what the war was all
about.16 The real point of the story, however, is that while up-
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to-date technical means of communications and data process-
ing are absolutely vital to the conduct of modern war in all its
forms, they will not in themselves suffice for the creation of a
functioning command system, and that they may, if under-
standing and proper usage are not achieved, constitute part of
the disease they are supposed to cure. The outlay involved in
the American command system in Vietnam was enormous,
but this very outlay involved a heavy additional logistic burden
and in the end collapsed under its own weight. The men who
designed the system and tried to run it were as bright a group
of managers as has been produced by the defense establish-
ment of any country at any time, yet their attempts to achieve
cost-effectiveness led to one of the least cost-effective wars
known to history. The technical ability of the command sys-
tems in their various forms to make their influence felt at the
lowest levels was unprecedented, but this very ability probably
did as much to distort the process of command as to assist in its
work. To study command as it operated in Vietnam is, indeed,
almost enough to make one despair of human reason; we have
seen the future and it doesn’t work. 
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Command and Control at
the Crossroads
by Thomas J. Czerwinski

[Czerwinski, Thomas J. “Command and Control at the
Crossroads.” Parameters, Autumn 1996: pp. 121-132.]

his article elaborates on the methods of command
developed by Martin Van Creveld in his classic Com-

mand in War (1985), with extensions to both definitions and
framework. It then projects for each method its analogue in
contemporary command and control (C2) system develop-
ments. Each of these systems are then evaluated against Van
Creveld’s “iron rules” for increasing the performance of
command. 

The second test in this article explores each command
method in terms of linear and nonlinear dynamics, both as
art and technology. Finally, the command methods are eval-
uated in accordance with the principles of the field of safety
engineering. These three tests together provide a framework
that complements, reinforces, and extends Van Creveld’s
original theses. 

American command practice is at a crossroads. Which path,
or emphasis, it takes is of vital concern. These tests suggest that

T
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the method least considered and least formulated is, neverthe-
less, the most appropriate, most of the time.

Command Methodlogies and Their 
Information Age Systems Equivalents
The function of command is carried out by direction, by plan,
or by influence. While not mutually exclusive and often
employed in combination, these methods, or archetypes, are
dominant.1 While technological advances have affected these
methods incrementally over time, the effect of the Information
Age is such that all three methods are for the first time embod-
ied in contending automated information systems develop-
ments. The system supporting command-by-direction is the
Army’s “Force XXI” and its digitized battlefield. The “System
of Systems” advocated by the immediate past Vice Chairman
of the Joint Staff is a command-by-plan approach. Finally,
command-by-influence is associated with maneuver warfare to
which the Marine Corps is doctrinally committed.

Each of these three methods are responses to the pervasive
underlying commander’s quandary–uncertainty and insuffi-
cient information. By insufficient, however, Van Creveld
does not mean lacking in quantity. Rather, he speaks to get-
ting the necessary quality of information in the right form, at
the right place, at the right time. He describes information
that does not conform to that standard, including informa-
tion overload, as an “information pathology,” a graphic term
which unfortunately has not conceptually been pursued fur-
ther. As a penetrating RAND study noted in 1989,
“commanders’ information needs are rarely specific pieces of
data but are instead highly variable and human intensive ele-
ments.”2 Thus, C2 requirements are not information
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intensive, but information sensitive. Checklist-generated data
might also be called “cyber-junk.”

Each method of command grapples with uncertainty in its
own way. In the absence of uncertainty, the act of command
would be a simple one, if not irrelevant. But a commander’s
work is virtually always complicated by uncertainty, and the
three styles of command address that uncertainty in different
ways. Generally, the directing commander attempts to prioritize
uncertainty, the command-by-plan commander seeks to cen-
tralize uncertainty, and the influencing commander prefers to
distribute uncertainty.

Command-by-Direction

Command-by-direction is not only the oldest of methods, but
virtually the sole method until the middle of the 18th century,
and largely in disfavor since. The earliest commanders found
that even if they could find a vantage point from which they
could see the entire battle, distances prevented them from
playing any role other than observer. They were required
accordingly to adopt one of two compromise approaches to
command. In the first approach, they could attach themselves
to one element of the force, judging it to be the decisive one.
They thereby directed some of their forces all of the time,
while depending on tenuous, if any communications with
other units. The other variant involved the commander mov-
ing from unit to unit as the situation seemed to warrant,
thereby directing some or all of the forces some of the time.
Both variants of command-by-direction, however, fell short of
the commander’s dream–to direct dynamically all of the forces
all of the time. To do so has been–until recently, with the mat-
uration of the Information Age–all but impossible. 
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In recognition of the difficulties of command-by-direction, the
Army has been evolving toward a concept of command-by-
plan–not, however, without reservations. The demand to
lessen dependence on command-by-plan was recognized in
the Gulf War: 

Schwartzkopf intuitively rejected a battle by formula of the
sort taught at the Army schools and practiced by U.S.
forces in NATO. He had seen how poorly the Army had
performed in Grenada in trying to conduct operations
from a checklist.3

The Army’s digitized battlefield is intended to equip command
with dynamic, near real-time synchronization4 capabilities.
That battlefield requires massively increased information pro-
cessing capabilities, described as “the most complex mobile
router-based computerized network that the world has ever
seen,” and as “deploying a network larger than the one man-
aged by AT&T.” A reinforced brigade will field more than
1,200 computers. Every tank and Bradley fighting vehicle
would be so equipped, as well as a number of other vehicles
and dismounted troops.5

The basic technological tenets of the Army’s Force XXI con-
cept are conducive to returning command-by-direction to the
repertoire of the U.S. Army commander after an absence of
250 years. In simulations, the information processing capabili-
ties of Force XXI have “demonstrated that modernized
information operations improve the commander’s ability to
synchronize operations in his battlespace. . . [The] com-
mander’s situational awareness and the staff ’s shared picture
of the battle allowed the commander to make more accurate
and rapid decisions than nondigitized counterparts.”6
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Force XXI embodies the first of the “iron rules” for the
improvement of the performance of command formulated by
Van Creveld: 

Confronted with a task and having less information than is
needed to perform the task [a military] organization
may. . . increase its information processing capability. . .
[which] will lead to the multiplication of communications
channels and to an increase in the size and complexity of
the central directing organ.

Van Creveld’s study of command convinces him “that this
approach is inadequate and stand[s] in danger of being self-
defeating.”7 At another level of analysis, the Army’s approach
implies that command forms that attempt to prioritize uncer-
tainty do not lend themselves to success.

Force XXI is an effort to offset command-by-plan with the
more proactive and interventionist element of Information
Age command-by-direction. Most Army commanders, seeing
the opportunity to be a boxer as well as an architect, cannot
refuse the window of opportunity offered by the promise of
modern information technology.

Command-by-Plan

Two hundred and fifty years ago, Frederick the Great tried to
break out of the limitations imposed in commanding by direc-
tion. He resorted to command-by-plan, thereby opting for
comprehensiveness over dynamism. His efforts consisted of
“trying to plan every move in advance, relying on highly
trained troops and strict discipline to carry out the scheme as
ordered.”8 Frederick’s use of a plan to command all of the
forces all of the time met with mixed success. 
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Nevertheless, the highly centralized command-by-plan for-
mula evolved into the norm for the command of modern
military forces. This has been accompanied by much experi-
mentation and adaptation in doctrine and systems to support
the method, and in training, equipping and organizing the
force to operate according to plan. However, as with all plan
regimes, increased complexity has kept pace with heightened
competency. The reason is that command-by-plan inherently
fights the disorderly nature of war as much as the adversary. It
is a futile quest to will order upon chaos. The contemporary
C2 equivalents for this method are the various forms of plan
regimes under the broad designation of precision warfare.
Foremost among these is the “System of Systems” concept
based upon achievement of dominant battlespace awareness,
or knowledge,9 and the Air Forces’ air campaign methods and
supporting systems. 

The method is characterized by trading flexibility for focus in
order to concentrate on identifying and neutralizing centers of
gravity, or target sets, in a campaign context. It operates exclu-
sively at the strategic and operational levels of war, it reduces
information requirements by focusing on perceived centers of
gravity and by honing the associated target lists into prioritized
and–increasingly–synchronized and simultaneous operations.
Essentially, both the organization and tasks are designed to
operate with less information in total, not withstanding the
considerable complexities in achieving targeted expectations.

The argument is made that the second of Van Creveld’s iron
rules for increasing the performance of command applies to
command-by-plan: “drastic simplification of the organization
so as to enable it to operate with less information.” As with
the first rule’s applicability to command-by-direction, this sec-
ond rule tends to make command-by-plan “inadequate
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and. . . in danger of being self-defeating.” In other words,
command forms that centralize uncertainty do not lend them-
selves to success.10

Command-by-Influence

A hallmark of command-by-influence is the use of auftragstaktik,
or “mission-type orders,” especially as developed by the Ger-
mans in the latter stages of World War I and refined in World
War II. In this method of command, only the outline and min-
imum goals of an effort are established in advance, effectively
influencing all of the forces all of the time. Unlike other com-
mand forms, this method takes disorder in stride as “inevitable
and even, insofar as it affected the enemy as well, desirable.”11

Great reliance is placed on the initiative of subordinates based
on local situational awareness, which translates to lowered
decision thresholds. It relies on self-contained, joint, or com-
bined arms units capable of semiautonomous action. All of this
activity occurs within the bounds established by the concept of
operations derived from the commander’s intent.

Confronted with insufficient information to carry out a task,
Van Creveld’s third rule states that a military organization

may react by designing the organization, or indeed the
task itself, to operate on the basis of less information, rely-
ing on the division of the task into various parts and to the
establishment of forces capable of dealing with each of the
parts separately on a semi-independent basis. It is a central
theme. . . through every change. . . [and] technological
development that the third one will remain superior. . . in
virtually every case. 

This suggests that only command forms that distribute uncer-
tainty are likely to be more or less consistently successful.
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The third rule is embodied in command-by-influence. Yet
despite the promise of this form of command, the dim outlines
of its information system equivalent is only now starting to take
shape, and then largely on a theoretical plane. Inexplicably,
the most promising method for future command has fallen,
both in terms of realization and resources, behind competing
command forms that exhibit no superior characteristics in
terms of realization and resources, behind competing com-
mand forms that exhibit no superior characteristics.

How the Command Methods Relate to 
Toffler’s Third Wave
Command-by-direction and command-by-plan are supported
by the capabilities of the technologies at the surface of the
Third Wave, the so-called Information Age. Command-by-
influence, however, has its source at the deepest level of the
Third Wave: post-Newtonian science, or nonlinear dynamics,
exemplified by theories of chaos and complexity. Most readers
will be familiar with the concept of the Information Age, with
Silicon Valley, the Internet, and the writings of Peter Drucker,
and of Heidi and Alvin Toffler. The Revolution in Military
Affairs debate has largely been shaped by the technology of
this age, by the pervasive rush of chip advances, computer util-
ities, and an increasingly Internetted world. In fact, the
Information Age and the Third Wave are generally synony-
mous with both the public and the military.

Nothing could be farther from the truth. The Third Wave is a
complex, contentious place. 

Awareness that nonlinear dynamics is at the base of the
Third Wave is low in comparison to the broad general
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understanding of the omnipresent technology that otherwise
helps to define it. This science is in its infancy, and is more
about biology than about physics. It is only some 20 years
old, and required the computer for its discovery. Nonlinear
dynamics has its own jargon: phase states, bifurcations, frac-
tals, periodic and strange attractors, emergence, criticality,
and path-dependence,12 to name a few. Its message, how-
ever, is post-Newtonian. 

By Newtonian, we mean the arrangement of nature–life and
its complications–to be a linear phenomenon where inputs are
proportional to outputs; prediction is facilitated by careful
planning; success is pursued by detailed monitoring and con-
trol; and a premium is placed upon reductionism, rewarding
those who excel in such reductionist processes. Reductionist
analysis consists of taking large, complex problems and reduc-
ing them to manageable chunks. Reductionism still works
where effective linearity holds sway, such as in some areas of
engineering and technology.

By post-Newtonian, we mean that the arrangement of nature–
life and its complications, such as warfare–is nonlinear. It
defines activities in which inputs and outputs are not propor-
tional; where phenomena are unpredictable, but within bounds, self-
organizing; where unpredictability frustrates planning; where
solution as self-organization defeats control; and where a pre-
mium is placed on holistic, intuitive processes. It rewards those
who excel in the calculus of bounds13 as the variable of man-
agement and command.

By denying the efficacy of prediction and control, post-Newto-
nian science ratifies command-by-influence and its principles.
In command-by-direction and command-by-plan, the empha-
sis is placed upon technology insertion and innovation, and
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training the force to take advantage of increased capabilities.
In command-by-influence, the emphasis is on training and
educating the force to exercise initiative to exploit opportuni-
ties, guided by the commander’s intent, only secondarily
dependent on technology. The difference involves a difficult
transition from the ingrained habit of deductive, reductionist
thought to more holistic, inductive processes in which intuition
is elevated and powers of pattern recognition are prized. Intu-
ition in this sense means not so much instinct, as experiential
training and education, and firsthand experience. It offers the
opportunity to infuse lower echelons with both the confidence
and competence to engage in semiautonomous action. 

What a Command-by-Influence System 
Might Look Like
The outline of a command-by-influence system retains its his-
toric characteristics, foremost of which are “mission-type
orders” and self-contained units capable of semiautonomous
action, complemented by the following four traits:

–Recognition that the native mode of command is an image, or mental
model, not voice or text. Further, “the meaning of any informa-
tion gained by the commander is driven by the image that
frames it, and the value of that information is determined
by the manner in which it fits into the image. . .  [There-
fore] a major purpose of communications in the command
and control process lies in the sharing of images.”14

–Advances in synthetic environment technology, especially thin panel
imagery displays, to transmit the intent of the commander as a sym-
bolic representation of the mental image. This symbology, in the
form of standard and personalized icons, requires exten-
sive investigation and experimentation. This may lead us
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into the field of semiotics, a “science which analyzes signs
and symbols and puts them in correspondence with a par-
ticular meaning.”15

–The provision of subtly directed telescopes. This technique
employs the selective and careful use of trusted and
attuned subordinates to act as the commander’s eyes and
ears, to observe and report directly, bypassing channels.
This technique is especially useful for determining intangi-
bles, such as morale.16 (Sadly, this historic practice no
longer is found even as an option in current doctrine.)

–The introduction of the principles of post-Newtonian science, and
reducing the use of voice and text in the battlespace. This character-
istic can be waived as necessary to raise alarms should
circumstances require it.

The display of mental images, the native mode of command,
through synthetic environment technology produces a deci-
sion loop bordering on the instantaneous. A combination of
standard and personalized icons and frames displayed on
thin-panel screens, representing the commander’s intent,
results in a superior decision cycle, both in elapsed time and
integrity. One is virtually reading the commander’s mind
(with imagery feedback loops provided.) In the command
and control process:

Control is provided by feedback–the continuous flow of
information about the unfolding situation [or better, the
changed situation based on subordinate initiative], return-
ing to the commander–which allows the commander to
adjust and modify command action as needed. . . Control
is not strictly something which seniors impose on subordi-
nates; rather, the entire system gains control. . . based on
feedback about the changing situation. The result is a
mutually supporting system of give and take in which com-
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plementary commanding and controlling forces interact to
ensure that the force as a whole can adapt continuously to
changing requirements.17

This description is consistent with the behavior of any com-
plex adaptive system, the nonlinear form of post-Newtonian
science.

The introduction of nonlinearity is justified by, consistent with,
and compelled by the fact that seemingly random turbulence,
such as the chaos inherent to the battlespace, or in whitewater
rapids, has been shown to be unpredictable, but within bounds, self-
organizing. The commander’s mental images, representing his
intent, or concept of operations, and captured in synthetic
environments constitute (a) those bounds and (b) the means by
which deliberately stimulated but controlled chaos is inserted
to achieve command-by-influence. The subordinate, freed
from the prescriptive qualities of voice and text, is cast in the
role of interpreter of the image, which together with his local
situational awareness, provides the latitude for slightly chaotic,
but self-organizing effects to take hold. The result is the break-
ing up of Western man’s acculturated Newtonian pattern of
linear cause-and-effect processes, and their predictability.
While our adversaries in Vietnam lacked mobility, they
enhanced their agility by reading our linear responses. As a
result, they were the ambushers more often than the ambush-
ees. Despite Delta Force’s effort to mask procedures in
Somalia, patterns were detected by discerning opponents. The
mechanistic intrusion of slightly chaotic effects, bounded by
the commander’s intent embedded in symbolic imagery,
promises to allow us “to do mountains, jungles, and cities.” It
will even the odds in low-intensity conflicts.
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Further, limitations on the use of voice and text are not only
necessary in order to achieve a slightly chaotic condition, but
are vital to survivability on the battlefield. Electromagnetic sig-
natures invite corruption, disruption, and destruction by the
adversary and need to be minimized to protect both C2 and
the force. Finally, this command environment acts as a barrier,
or at least an obstacle, to the ever-present potential for micro-
management. The dysfunctional conduct of the in-theater
operational, and even tactical, levels of war as practiced in
Vietnam would be rendered difficult, if not impossible, by
breaking the prescriptive qualities of command dependent
upon voice and text.

The Technology and its Implications of 
Chaos
Laboratory experiments have demonstrated practical ways to
synchronize conventional message traffic with chaotic signals.
This appears to have potential for battlefield C2 radio appli-
cations where data is perishable, or transient, due to the speed
and fluidity of conditions. The technology of chaos has the
virtues of being light, compact, cheap, and simple. They are
not based on expensive and intricate software and computers,
but are relatively simple electronic circuits–resistors, induc-
tors, diodes, and so on.18 For example, a message signal can
have chaos added to it at the point of transmission. At the
receiving end, the chaos can be stripped away, leaving the
original message. Along the transmission path the signal is
ostensibly nothing but random noise. The application of this
technique, with low probability of intercept and unscram-
bling, has potential down to the smallest unit level, especially
for dismounted troops. Chaos can also be controlled. On the
battlefield, this capability allows chaotic signals to form mes-
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sages. This can be accomplished by having each pattern of
chaos represent an alphanumeric value or more global repre-
sentations, such as alarms.

When compared to the other command forms, an inherent
weakness in command-by-influence is its potential for incur-
ring friendly casualties. In contrast, the Army’s Force XXI
command-by-direction proposes to incorporate the “knowl-
edge of where everyone is on the battlefield, which will prevent
fratricide.”19 This weakness of command-by-influence could
be offset by the provision of strong Identification-Friend or
Foe (IFF) capabilities. Perhaps the greatest potential of chaotic
signals technology lies in preventing friendly casualties by
breaking the barriers to affordable and portable electronic
protection from “blue on blue” engagement. Troops and vehi-
cles emanating a unique chaotic signal generated by simple
circuitry may be able to operate with less fear of friendly fire or
detection by the adversary than has ever been possible.

Chaos-based technology is still in its infancy. Closely allied to
the technology of chaos are certain analytical computer tools
derived from the science of complexity, which deal with the
calculus of bounds. These include genetic algorithms, cellular
automata, and simulated annealing programs.20 These contri-
butions may be universally useful, regardless of the command
method, but appear to be especially pertinent to command-by-
influence, where the behavioral, analytical, and technological
attributes of nonlinearity intersect.
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The Command Methods Through the Lens 
of Safety Engineering
Another way to view the command forms, suggested by
Charles Perrow, is from the perspective of the principles of
safety engineering. Fundamental to this discipline is the classi-
fication of systems by certain properties–assigning risk values
and risk management measures according to the characteris-
tics of the properties. We can, in any system, classify the parts
and their linkages as tight or loose. 

Tight coupling refers to agents that are strongly dependent
upon one another. Disturbances in the system may be
highly correlated to each other when the system is tightly
coupled. Time-dependent processes, with little give or
slack, characterize tightly coupled systems. Additionally,
disturbances tend to propagate throughout a tightly cou-
pled system.21

Obviously, in the case of loosely coupled agents, or parts, of
the system, these attributes are reversed, or perhaps, relaxed.

In addition to the coupling characteristics of the parts of a sys-
tem, the parts can be distinguished by whether their
interactions are linear or complex. 

Linear interactions are those in expected and familiar
production or maintenance sequence, and those that are
quite visible even if unplanned. Complex interactions are
those of unfamiliar sequences or unplanned and unex-
pected sequences, and either not visible or immediately
comprehensible.22

The result, is that systems can be classified as one of four com-
binations: tightly linear, tightly complex, loosely linear, or
loosely complex.
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It seems clear that command-by-plan, exemplified by the
“System of Systems” and the Air Tasking Order, is tightly lin-
ear. “Tight linearity” is at the core of plan regimes, where
actions are designed to be separated, yet related enough to
detect attributed outcomes, and where the outcomes are nor-
mally expected to be proportional. It also seems clear that
command-by-influence is inherently a system exhibiting
loosely complex characteristics. With respect to command-by-
direction, however, the case is less clear. However, it appears
that the form may fall into the category of tightly complex sys-
tems. These systems are, in safety engineering terms, those
containing the highest risk.

According to Perrow, “complex but loosely coupled systems
are best decentralized [influence]; linear and tightly coupled sys-
tems are best centralized [plan]; linear and loosely coupled
systems can be either [certain combat support functions]; but com-
plex and tightly coupled systems [direction?] can be neither–the
requirements for handling failures in these systems are contra-
dictory.” Again, “the organizations at risk are the complexly
interactive, tightly coupled ones.”23

If Force XXI’s digitized battlefield is, indeed, a tightly com-
plex system, it would exhibit systems characteristics similar to
those found in “nuclear plants, nuclear weapons systems,
chemical plants, space missions, and DNA,” and 

For the interactively complex and tightly coupled system
the demands are inconsistent. Because of the complexity,
they are best decentralized; because of the tight coupling,
they are best centralized. While some mix may be possible,
and is sometimes tried (handle small duties on your own,
but execute orders from on high for serious matters), this
appears to be difficult for systems that are reasonably com-
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plex and tightly coupled, and perhaps impossible for those
that are highly complex and tightly coupled.24

Whether these conditions exist, and to what their extent they
exist, can only be verified through modeling, simulation, and
exercises. Nevertheless, there is the possibility that even with
the capabilities of Information Age technologies, the return of
full-fledged command-by-direction to the battlefield may be
beyond our reach.

Other Issues Related to the Methods of 
Command
While they are beyond the scope of this paper, at least two
other areas deserve further examination. The first is the spe-
cific relationships between Information Warfare and each of
the command methods. The Information Warfare component
on the battlefield is designated as Command and Control
Warfare (C2W). C2W provides for the protection of C2, as
well as attacking the opponent’s C2. C2W is defined as “the
integrated use of operations security, military deception, psy-
chological operations, electronic warfare, and physical
destruction mutually supported by intelligence to deny infor-
mation to, influence, degrade, or destroy adversary C2
capabilities, while protecting friendly C2 capabilities against
such actions.”25 It is likely that with each of the three com-
mand methods analyzed above, the interaction between C2W
and C2 will differ in emphasis, challenge, and perhaps utility. 

The other area deserving of consideration is the relationship
between each method of command and joint doctrine. Joint
doctrine tends to be written for the context of command-by-
plan which has, after all, dominated warfare for 250 years. It
therefore presumes, for example, the existence of linear and
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tightly coupled systems, and other conditions of the command-
by-plan environment. This represents perhaps an unintended,
yet effective bias. Joint doctrine will somehow have to strike a
delicate balance–on the one hand, authoritative enough to
promote interservice synergy, while, on the other, remaining
contingent enough to encourage continual innovation. 

Conclusion
The timelessness of Clausewitz will inevitably be revitalized
by the incorporation of post-Newtonian scientific terminol-
ogy, replacing that of the prevailing science of Clausewitz’s
own era–the branch of physics known as statics. It will be
more biological. “Centers of gravity,” “friction,” and “mass”
will give way to nonlinear concepts, including those rooted in
thermodynamics. The commanders of tomorrow will wrestle
with “entropy” and “phase states,” while grasping “periodic
and strange attractors” as they search for “fractals” and
“emergence.”26

To use whitewater rapids as a metaphor for the chaotic bat-
tlespace, the directing commander applies his skills and sources
to traverse the turbulence through a pragmatic mix of direct
address and portage. The plan commander builds a dam to ele-
vate the water level to submerge the rocks. The influencing,
nonlinear commander, like the kayaker, conquers whitewater
by “reading” the turbulence, immersing himself in it, and
combining technology, organization, and concept to exploit it.
If turbulent times await us, which method of command will
best prepare us to cope with them?
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From Complex Systems:
The Role of Interactions

by Robert Jervis

lthough we all know that social life and politics constitute
systems and that many outcomes are the unintended

consequences of complex interactions, the basic ideas of sys-
tems do not come readily to mind and so often are ignored.
Because I know international politics best. . . I will often focus
on it. But the arguments are more general and I will take
examples from many fields. This is not difficult: systems have
been analyzed by almost every academic discipline because
they appear throughout our physical, biological, and social
world. The fact that congruent patterns can be found across
such different domains testifies to the prevalence and power of
the dynamics that systems display. Much of this constitutes
variations on a few themes, in parallel with Darwin’s summary
remark about the structures of living creatures: “Nature is
prodigal in variety, but niggard in innovation.”1

We are dealing with a system when (a) a set of units or ele-
ments is interconnected so that changes in some elements or
their relations produce changes in other parts of the system
and (b) the entire system exhibits properties and behaviors that
are different from those of the parts.

A
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The result is that systems often display nonlinear relation-
ships, outcomes cannot be understood by adding together the
units or their relations, and many of the results of actions are
unintended. Complexities can appear even in what would
seem to be simple and deterministic situations. Thus, over
100 years ago the mathematician Henri Poincare showed that
the motion of as few as three bodies (such as the Sun, Moon,
and Earth), although governed by strict scientific laws, defies
exact solution: while eclipses of the Moon can be predicted
thousands of years in advance, they cannot be predicted mil-
lions of years ahead, which is a very short period by
astronomical standards.2

International history is full of interconnections and complex
interactions. . . Ripples move through channels established by
actors’ interests and strategies. When these are intricate, the
ramifications will be as well, and so the results can surprise the
actor who initiated the change. The international history of
late 19th and early 20th centuries, centered on maladroit Ger-
man diplomacy, supplies several examples. Dropping the
Reinsurance Treaty with Russia in 1890 simplified German
diplomacy, as the Kaiser and his advisors had desired. More
important, though, were the indirect and delayed conse-
quences, starting with Russia’s turn to France, which increased
Germany’s need for Austrian support, thereby making Ger-
many hostage to her weaker and less stable partner. In 1902,
the Germans hoped that the Anglo-Japanese Alliance, moti-
vated by Britain’s attempt to reduce her isolation and
vulnerability to German pressure, would worsen British rela-
tions with Russia (which was Japan’s rival in the Far East) and
France (which sought British colonial concessions).3 There
were indeed ramifications, but they were not to Germany’s lik-
ing. The British public became less fearful of foreign ties,
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easing the way for ententes with France and Russia. Further-
more, Japan, assured of Britain’s benevolent neutrality, was
able to first challenge and then fight Russia. The Russian
defeat, coupled with the strengthening of the Anglo-Japanese
treaty, effectively ended the Russian threat to India and so
facilitated Anglo-Russian cooperation, much against Ger-
many’s interests and expectations.

In a system, the chains of consequences extend over time and
many areas: the effects of action are always multiple. Doctors
call the undesired impacts of medications “side effects.”
Although the language is misleading–there is no criteria other
than our desires that determines which effects are “main” and
which are “side”–the point reminds us that disturbing a system
will produce several changes. Garrett Hardin gets to the heart
of the matter in pointing out that, contrary to many hopes and
expectations, we cannot develop or find “a highly specific
agent which will do only one thing. . . We can never do merely one
thing. Wishing to kill insects, we may put an end to the singing
of birds. Wishing to ‘get there’ faster we insult our lungs with
smog.”4 Seeking to protect the environment by developing
nonpolluting sources of electric power, we build windmills that
kill hawks and eagles that fly into the blades; cleaning the
water in our harbors allows the growth of mollusks and crusta-
ceans that destroy wooden piers and bulkheads; adding
redundant safety equipment makes some accidents less likely,
but increases the chances of others due to the operators’
greater confidence and the interaction effects among the
devices; placing a spy in the adversary’s camp not only gains
valuable information, but leaves the actor vulnerable to decep-
tion if the spy is discovered; eliminating rinderpest in East
Africa paved the way for canine distemper in lions because it
permitted the accumulation of cattle, which required dogs to
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herd them, and the dogs provided a steady source for the virus
that could spread to lions; releasing fewer fine particles and
chemicals into the atmosphere decreases pollution but also is
likely to accelerate global warming; pesticides often destroy the
crops that they are designed to save by killing the pests’ preda-
tors; removing older and dead trees from forests leads to insect
epidemics and an altered pattern of regrowth; allowing the
sale of an antibaldness medicine without a prescription may be
dangerous because people no longer have to see a doctor, who
in some cases would have determined that the loss of hair was
a symptom of a more serious problem; flying small formations
of planes over Hiroshima to practice dropping the atomic
bomb accustomed the population to air raid warnings that
turned out to be false alarms, thereby reducing the number of
people who took cover on August 6.5

In politics, connections are often more idiosyncratic, but their
existence guarantees that here too most actions, no matter
how well targeted, will have multiple effects. For example,
William Bundy was correct to worry that putting troops into
Vietnam might not make that country more secure because
deployment could not only lead the North to escalate, but also
might “(a) cause the Vietnamese government and especially
the army to let up [and] (b) create adverse public reactions to
our whole presence on ‘white men’ and ‘like the French’
grounds.”6 It seems that the American development of
nuclear weapons simultaneously restrained Stalin by increas-
ing his fear of war and made him “less cooperative and less
willing to compromise, for fear of seeming weak.”7 Indeed, it
is now widely accepted that mutual second strike capability
not only decreased the chance of nuclear war but also made it
safer for either side to engage in provocations at lower levels
of violence8. . . .
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Interactions, Not Additivity
Because of the prevalence of interconnections, we cannot
understand systems by summing the characteristics of the parts
or the bilateral relations between pairs of them.9 This is not to
say that such operations are never legitimate, but only that
when they are we are not dealing with a system. More pre-
cisely, actions often interact to produce results that cannot be
comprehended by linear models. Linearity involves two prop-
ositions: (1) changes in system output are proportional to
changes in input. . . and (2) system outputs corresponding to
the sum of two inputs are equal to the sum of the outputs aris-
ing from the individual inputs.10

Intuitively, we often expect linear relationships. If a little for-
eign aid slightly increases economic growth, then more aid
should produce greater growth. But in a system, a variable
may operate through a nonlinear function. That is, it may
have a disproportionate impact at one end of its range. Some-
times even a small amount of the variable can do a great deal
of work and then the law of diminishing returns sets in, as is
often the case for the role of catalysts. In other cases very little
impact is felt until a critical mass is assembled. For example,
women may thrive in a profession only after there are enough
of them so that they do not feel like strangers.

Similarly, the effect of one variable or characteristic can
depend on which others are present. Thus, even if it is true
that democracies do not fight each other in a world where
other regimes exist, it would not follow that an entirely demo-
cratic world would necessarily be a peaceful one: democracies
might now be united by opposition to or the desire to be differ-
ent from autocracies and once triumphant might turn on each
other. (The other side of this coin is that many of the charac-
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teristics of democracies that classical Realists saw as
undermining their ability to conduct foreign policy–the ten-
dency to compromise, heed public opinion, and assume others
are reasonable–may serve them well when most of their inter-
actions are with other democracies.)

To further explore interactions, it is useful to start with the
basic point that the results cannot be predicted by examining
the individual inputs separately. I will then move on to the
ways in which the effect of one actor’s strategy depends on that
of others, after which I will discuss how the actors and their
environments shape each other, sometimes to the point where
we should make the interaction itself the unit of analysis.

First Interactions: Results Cannot Be 
Predicted from the Separate Actions
The effect of one variable frequently depends on the state of
another, as we often see in everyday life: each of two chemicals
alone may be harmless but exposure to both could be fatal;
patients have suffered from taking combinations of medicines
that individually are helpful. So research tries to test for inter-
action effects and much of modern social science is built on the
understanding that social and political outcomes are not sim-
ple aggregations of the actors’ preferences because very
different results are possible depending on how choices are
structured and how actors move strategically.

Turning to international politics, Shibley Telhami argues that
while pan-Arabism and pro-Palestinian sentiment worked to
enhance Egyptian influence when Egypt was strong, they
made it more dependent on other Arab states when Egypt was
weak.11 From the fact–if it is a fact–that nuclear weapons stabi-



Robert Jervis 241

lized Soviet-American relations we cannot infer that they
would have a similar impact on other rivalries because vari-
ables that interact with nuclear weapons may be different in
these cases (and of course may vary from one pair of rivals to
another). Within the military domain one finds interaction
effects as well: two weapons or tactics can work particularly
well together and indeed most analysts stress the value of
“combined arms” techniques that coordinate the use of infan-
try, artillery, armor, and aircraft. Events that occur close
together also can have a different impact than they would if
their separate influences were merely summed. The Soviet
invasion of Afghanistan affected American foreign policy very
deeply in part because it came on the heels of the Iranian rev-
olution, which undercut American power, disturbed public
opinion, and frightened allies.

In explaining outcomes, we are prone to examine one side’s
behavior and overlook the stance of the other with which it
is interacting. Although deterrence theory is built on the
idea of interdependent decisions, most explanations for why
deterrence succeeds in some cases and fails in others focus
on differences in what the defender did while ignoring varia-
tion in the power and motivation of the challenger, just as
much policy analysis in general starts–and often ends–with
the strengths and weaknesses of the policies contemplated
and adopted. But one hand cannot clap; we need to look at
the goals, resources, and policies of those with whom the
actor is dealing. . . .
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Second Interactions: Strategies Depend on 
the Strategies of Others
Further complexities are introduced when we look at the inter-
actions that occur between strategies when actors consciously
react to others and anticipate what they think others will do.
Obvious examples are provided by many diplomatic and mili-
tary surprises: a state believes that the obstacles to a course of
action are so great that the adversary could not undertake it;
the state therefore does little to block or prepare for that
action; the adversary therefore works especially hard to see if
he can make it succeed. As an 18th century general explained,
“In war it is precisely the things which are thought impossible
which most often succeed, when they are well conducted.”12 In
the war in Vietnam, the U.S. Air Force missed this dynamic
and stopped patrolling sections of the North’s supply lines
when reconnaissance revealed that the number of targets had
greatly diminished: after the attacks ceased the enemy
resumed use of the route.13

Both the success and failures of policies are determined inter-
actively. This means that many cases of intelligence failure are
mutual–i.e., they are failures by the side that took the initiative
as well as by the state that was taken by surprise. Indeed, an
actor’s anticipation of what others will do stems in part from
its estimate of what the other thinks the actor will do. In many
cases of surprise, a state sees that a certain move by the adver-
sary cannot succeed and therefore does not expect the other to
take it: the U.S. did not expect the Russians to put missiles into
Cuba or Japan to attack Pearl Harbor because American offi-
cials knew that the U.S. would thwart these measures if they
were taken. These judgments were correct, but because the
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other countries saw the world and the U.S. less accurately, the
American predictions were also inaccurate.14

Third Interactions: Behavior Changes the 
Environment
Initial behaviors and outcomes often influence later ones, pro-
ducing powerful dynamics that explain change over time and
that cannot be captured by labeling one set of elements
“causes” and other “effects.” Although learning and thinking
play a large role in political and social life, they are not neces-
sary for this kind of temporal interaction. Indeed, it
characterizes the operation of evolution in nature. We usually
think of individuals and species competing with one another
within the environment, thus driving evolution through natu-
ral selection. In fact, however, there is coevolution: plants and
animals not only adapt to the environment, they change it. As
a result, it becomes more hospitable to some life forms and less
hospitable to others.

Nature is not likely to “settle down” to a steady state as the
development or growth of any life form will consume–and be
consumed by–others, closing some ecological niches and
opening others, which in turn will set off further changes. To
some extent, organisms create their own environments, not
only by direct actions (e.g., digging burrows, storing food,
excreting waste products), but as their very existence alters the
microclimates, nutrients, and feeding opportunities that will
affect them and others. . . .

Politics, like nature, rarely settles down as each dispute, policy,
or action affects others and reshapes the political landscape,
inhibiting some behaviors and enabling others. Campaign
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financing reforms generated new actors in the form of PACs,
new issues in the form of arguments about what PAC activities
should be permitted, new debates about the meaning of the
first amendment, and new groups that track the flow of money
and services. These in turn affect not only how funds are solic-
ited and given, but also change the allies and adversaries that
are available to political actors and the ways in which a variety
of other issues are considered. Political maneuvers create
niches for new actors and disputes, often in ways that no one
had anticipated. William Miller’s fascinating study of the
Southern attempt to control–indeed choke off–the debate
about slavery in the 1830s points out that by passing a “gag
rule” prohibiting Congressional discussion of petitions asking
for the end of the slave trade in the District of Columbia, the
South called up “petitions against the gag rule itself ” and
made a new issue of the right to petition the government.15

Indeed, many protest movements grow as people previously
unsympathetic are offended by the way the authorities
respond. Each added issue may mobilize the population in a
different way than did the original one–and of course the new
dispute in turn changes the political environment. . . .

Because actions change the environment in which they oper-
ate, identical but later behavior does not produce identical
results: history is about the changes produced by previous
thought and action as people and organizations confront each
other through time. The final crisis leading to World War II
provides an illustration of some of these processes. Hitler had
witnessed his adversaries give in to pressure; as he explained,
“Our enemies are little worms. I saw them at Munich.”16 But
the allies had changed because of Hitler’s behavior. So had
Poland. As A.J.P. Taylor puts it, “Munich cast a long shadow.
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Hitler waited for it to happen again; Beck took warning from
the fate of Benes.”17

Hitler was not the only leader to fail to understand that his
behavior would change his environment. Like good linear
social scientists, many statesmen see that their actions can pro-
duce a desired outcome, all other things being equal, and
project into the future the maintenance of the conditions that
their behavior will in fact undermine. This in part explains the
Argentine calculations preceding the seizure of the Falklands/
Malvinas. Their leaders could see that Britain’s ability to pro-
tect its position was waning, as evinced by the declining naval
presence, and that Argentina’s claim to the islands had
received widespread international support. But what they
neglected was the likelihood that the invasion would alter these
facts, unifying British opinion against accepting humiliation
and changing the issue for international audiences from the
illegitimacy of colonialism to the illegitimacy of the use of
force. A similar neglect of the transformative power of action
may explain why Saddam Hussein thought he could conquer
Kuwait. Even if America wanted to intervene, it could do so
only with the support and cooperation of other Arab coun-
tries, which had sympathized with Iraq’s claims and urged
American restraint. But the invasion of Kuwait drastically
increased the Arabs’ perception of threat and so altered their
stance. Furthermore, their willingness to give credence to Iraqi
promises was destroyed by the deception that had enabled the
invasion to take everyone by surprise. Germany’s miscalcula-
tion in 1917 was based on a related error: although
unrestricted submarine warfare succeeded in sinking more
British shipping than the Germans had estimated would be
required to drive Britain from the war, the American entry
(which Germany expected) led the British to tolerate shortages
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that otherwise would have broken their will because they knew
that if they held out, the U.S. would rescue them.18

The failure to appreciate the fact that the behavior of the
actors is in part responsible for the environment that then
impinges on them can lead observers–and actors as well–to
underestimate the actors’ influence. Thus, states caught in a
conflict spiral believe that they have little choice but to
respond in kind to the adversary’s hostility. This may be true,
but it may have been the states’ earlier behavior that gener-
ated the situation that now is compelling. Robert McNamara
complains about how he was mislead by faulty military report-
ing but similarly fails to consider whether his style and pressure
might have contributed to what he was being told.19

Products of Interaction as the Units of 
Analysis
Interaction can be so intense and transformative that we can
no longer fruitfully distinguish between actors and their envi-
ronments, let alone say much about any element in isolation.
We are accustomed to referring to roads as safe or dangerous,
but if the drivers understand the road conditions this formula-
tion may be misleading: the knowledge that, driving habits
held constant, one stretch is safe or dangerous will affect how
people drive–they are likely to slow down and be more careful
when they think the road is dangerous and speed up and let
their attention wander when it is “safe.” It is then the road-
driver system that is the most meaningful unit of analysis. . . .

Similarly, we often refer to international situations as precari-
ous, unstable, or dangerous. But, again, if statesmen perceive
them as such and fear the consequences, they will act to
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reduce the danger–one reason why the Cuban missile crisis
did not lead to war was that both sides felt that this could be
the outcome if they were not very careful. Nuclear weapons
generally have this effect. Because statesmen dread all-out
war, international politics is safer than it would otherwise be,
and probably safer than if war were less destructive. Con-
versely, like drivers on a “safe” stretch of road, decision-
makers can behave more recklessly in calmer times because
they have more freedom to seek unilateral gains as well as
needing to generate risk to put pressure on others. For exam-
ple, the relaxation of Anglo-German tensions after 1911 may
have misled both countries into believing that they could
afford dangerous tactics in 1914.

Circular Effects
Systems can produce circular effects as actors respond to the
new environments their actions have created, often changing
themselves in the process. In international politics, perhaps the
most important manifestation of this dynamic is the large-scale
operation of the security dilemma–i.e., the tendency for efforts
to increase a state’s security to simultaneously decrease the
security of others. Because states know that they cannot rely
on others in the unpredictable future, they seek to protect
themselves against a wide range of menaces. Thus in the
1930s, Japan, which was heavily dependent on resources from
outside its borders, sought to expand the area it controlled.
Immediate economic needs generated by the worldwide
depression increased but did not create this impulse. Nor were
they brought on by specific conflicts with the Western powers.
Rather, what was driving was the fear that conflict might be
forced upon Japan in the future, which meant that to remain
secure Japan needed raw materials and larger markets. The
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result was the conquest of Manchuria, followed by a larger war
with China, and then by the occupation of Indochina. Each
move generated resistance that made the next action seem
necessary, and the last move triggered the American oil
embargo, which in turn pushed Japan into attacking the West
before it ran out of oil. Had Japan been secure, her aggression
would not have been necessary; it was the fear of an eventual
war with the West that required policies that moved Western
enmity from a possibility to a reality. (Of course a further irony
is that World War II led to the reconstruction of international
politics and the Japanese domestic system that brought Japan
security, economic dominance of South East Asia, and access
to markets around the world.)

Despite the familiarity of the idea that social action forms and
takes place within a system that is familiar, scholars and states-
men as well as the general public are prone to think in non-
systemic terms. This is often appropriate, and few miracles will
follow from thinking systematically because the interactive,
strategic, and contingent nature of systems limits the extent to
which complete and deterministic theories are possible. But we
need to take more seriously the notion that we are in a system
and to look for the dynamics that drive them. . . Exploring
them gives us new possibilities for understanding and effective
action; in their absence we are likely to flounder. 
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Researchers on Complexity
Ponder What It’s All About

by George Johnson

t is a tribute to the power and precision of science that it
was able to predict so far in advance that on April 1, Comet

Hale-Bopp would make its closest rendezvous with the Sun.
But what science could not reliably say was whether, in any
particular part of the country, clouds would congeal to block
the view–a cosmic April Fool’s joke. Some of the greatest phe-
nomena, like the coursing of comets around the Sun, are
marvelously predictable. But some of the most mundane, like
the weather, are so convoluted that they continue to elude the
most diligent forecasters. They are what scientists call complex
systems. Though made up of relatively simple units–like the
molecules in the atmosphere–the pieces interact to yield
behavior that is full of surprise.

A quarter of a century ago, long before complexity research
became a hot scientific frontier of the 1990s, Dr. Phillip W.
Anderson, who won a Nobel Prize in physics in 1977, com-
pactly described complex systems by saying, “More is
different.” Whether cells interact to form a organism or
organisms to form an ecosystem, or gas molecules interact to
form a weather front, the result is what people intuitively
consider complex. For all of the efforts to understand these

I
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phenomena, scientists are still puzzling over a very basic
question: What precisely is meant by complexity? People
think they know it when they see it. It is orderly, but not too
orderly; surprising, but not completely random. A brain
seems more complex than a kidney; a cell more complex
than a crystal; a symphony more complex than a song. But
how can the essence of complexity be captured and quanti-
fied in a precise definition that scientists can use?

“Complexity is still almost a theological concept,” said Dr.
Dan Stein, chairman of the physics department at the Uni-
versity of Arizona and an associate of the Santa Fe Institute
in New Mexico, a center for studying complex systems.
“Everybody talks about it. But nobody knows what it really
is. In the absence of a good definition, complexity is pretty
much in the eye of the beholder.” Human brains like to
describe themselves as the most complex objects in the
known universe. But what does that really mean? “There is a
lot of hand waving going on,” said Dr. Charles Bennett, a
computer scientist at the IBM Thomas J. Watson Research
Center in Yorktown Heights, N.Y. “We human beings like to
think that we’re very special. We bend over backwards say-
ing we are the product of billions of years of evolution. But
without good definitions, we’re kind of shooting the breeze.”
Coming up with objective ways to measure this slippery qual-
ity would help extend science’s reach into areas where
prediction has proved difficult, if not impossible. That would
mean understanding not only natural phenomena like
weather but also the increasingly intricate machines people
build. Forecasting the behavior of the Internet, with all its
interacting pieces, for example, can be like predicting the
direction of a lumbering elephant. 
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“Current technology, hardware, and software are rapidly
approaching biological levels of complexity,” said Dr. Gregory
Chaitin, a mathematician at the Watson Research Center.
“That’s either wonderful or frightening, depending on your
point of view.” Dr. Stein compares the challenge of defining
complexity to that confronting early 19th-century scientists as
they tried to get a grip on a mysterious concept called energy.
Today, people take energy so much for granted that it is hard
to appreciate how abstract the concept really is. “Many people
had a pretty good idea what energy did and how it behaved,”
Dr. Stein said. But energy was not really understood, he said,
until people came up with a precise definition. The result was
the laws of thermodynamics. . . .

Scientists have had little trouble coming up with candidate
definitions. Several years ago, Dr. Seth Lloyd, a mechanical
engineer at the Massachusetts Institute of Technology and
a researcher at the Santa Fe Institute, compiled a list of
some three dozen ways in which scientists use the word
“complexity.” Though the list was taken by some as a sign
that the field was in a hopeless muddle, Dr. Lloyd said this
embarrassment of riches was no reason for despair. The
definitions seem to fall into several clusters, with a few
underlying concepts. Some definitions, for example, are
used to gauge the complexity of a process–how much com-
puting it would take to solve a problem. Other scales are
used to measure the complexity of an object. How many
bits of information does it take to describe it? Or how much
effort would it take to produce it? In coming years, Dr.
Lloyd suspects, scientists will show that these different kinds
of complexity are related, somewhat as James Clerk Max-
well showed in the 19th century that various magnetic and
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electrical phenomena were different aspects of the same
overarching concept, electromagnetism. 

One of the first stabs at a definition was made in the mid-
1960s by Dr. Chaitin and others who came up with a concept
called algorithmic complexity. An algorithm is simply a rec-
ipe–or, more precisely, a computer program–for making
something. Simple things, it seems, should be produced by
shorter programs, and complex things by longer programs.
The musical score for a piano sonata is longer than the one for
a simple child’s song. To measure the complexity of some-
thing, just find the length of its most compact description. 

For example, the monotonous sequence 111111111111111
(think of it as hitting the same piano key over and over) can
be produced with this short algorithm: “Print ‘1’ 15 times.” A
more interesting “melody,” 10110111011110111110, would
take a longer algorithm, telling the computer to print 1 and
0, then two 1’s and 0, then three 1’s and 0, and so forth.
More complex still (and requiring an even longer algorithm)
would be a sequence like this: 10000110001110011110,
where the number of 1’s increases as the number of 0’s
decreases. But this measurement breaks down when it is
applied to sequences that appear to be haphazard, like
11010100010100-010111101101. Since there is no apparent
rule for generating the number, the best we can tell the com-
puter is “Print 11010100010100010111101101.” The recipe
is actually longer than the number it produces. So by this
definition, its complexity is very high. The algorithm for a
sonata is longer than the algorithm for a children’s song. But
the algorithm describing patternless banging on a piano key-
board would be the longest of all. A measuring stick that
confuses randomness with complexity is obviously flawed.
“The definition is totally impractical,” Dr. Chaitin admitted. 
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I think that is the most interesting thing about it because it
demonstrates the limits of mathematical knowledge. Doing
a mathematically elegant definition of complexity is easy.
I’ve done it. Dealing with the messy real world is much
harder.

Dr. Murray Gell-Mann, the Nobel-Prize-winning particle
physicist who is now at the Santa Fe Institute, is trying to
come up with a different measuring stick. “What we’re after
is a way to describe what is usually meant by complexity,” he
said. “What is it we usually mean when we say a conglomer-
ate corporation is complex or a language is complex or the
plot of a novel is complex?” The first step, Dr. Gell-Mann
proposes, is to identify a system’s regularities. Then they are
described in the form of a compact theory or model–what he
calls a “schema.” The schema for a language, for example, is
its grammar, the rules for using it. More complex languages
have longer grammars than do simple ones. The length of
the schema measures what he calls “effective complexity.”
Incoherent babbling cannot be described by a grammar. So
the length of its schema–and hence its complexity–is zero. 

Measuring the length of a schema does not capture everything
customarily meant by complexity. A genome, the sequence of
genetic information coded in the form of DNA, can be
thought of as the schema for an organism. The genome of a
bacterium is shorter than that of a salamander. But the
genome of a human and a chimpanzee are almost the same.
Apparently a few tiny differences in the human genome are
responsible for generating a great deal of additional neurologi-
cal complexity, giving people the capacity for mathematical
reasoning or constructing arbitrarily long sentences. Genes
can switch on genes, allowing for a deceptively large amount
of complexity to unfold from a fairly simple recipe.
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“Our analysis is by no means finished,” Dr. Gell-Mann said. If
complexity is measured by the length of the schema–a concise
description of a system’s regularities–then one must consider
who or what is devising the schema. Some observers will see
order–or think they see order–where others will perceive only
confusion. What standards should be used to identify patterns?
What language should the schema be expressed in? Dr. Gell-
Mann and Dr. Lloyd are working on ways to express these and
other matters with mathematical precision. 

Dr. Bennett, at IBM, has developed a different measure of
complexity that he calls “logical depth.” The idea here is to
gauge how long it would plausibly take for a computer to go
from a simple blueprint to the final product. Very orderly and
very random subjects are both logically shallow because so lit-
tle computation is required to produce them: “Print a million
1s” or “Print this random number.” But something very com-
plex, like the digital recording of a Beethoven symphony,
would require a great deal of computational grinding. 

An idea that runs throughout this kind of research is that com-
plexity lies somewhere between order and disorder,
predictability and surprise. “Nobody disputes that there are
some characteristics of systems that make them more compli-
cated,” said Dr. Erica Jen, vice president for academic affairs
at the Santa Fe Institute. 

And those characteristics are neither highly ordered nor
completely random. A string of numbers with all the same
digits is very uninteresting, but a number like pi that has all
this structure in it is very interesting.

. . . As Dr. Lloyd continues to hammer away at a definition, he
likes to ask his colleagues what they mean by complexity. After
puzzling over the matter, they usually answer with something



George Johnson 259

like this: “I can’t define it for you, but I know it when I see it.”
“That,” he said, “remains the tried and true definition.”

[Reproduced by permission of the New York Times via the
Copyright Clearance Center.]
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From Center of Gravity
Analysis and Chaos Theory1

by Pat Pentland

he key to center of gravity (COG) analysis is to incorpo-
rate the real and dynamic complexities of the natural

world explained by chaos theory. . . The theory. . . instructs us
how to examine dynamic systems–look for deep structures and
patterns. It shows us how dynamic systems can self-organize,
how they are closely interrelated, and how they use feedback
to regulate themselves. . . it tells us how to disrupt dynamic
systems. Crises points can be precipitated by–

1. Closing the system off from its environment and propel-
ling it to equilibrium;

2. Eliminating feedback within the system; 
3. Driving any one of the dimensional dynamics to singu-

larity by overloading and destroying it; or
4. Applying quantum amounts of broad external energy to 

the entire system.

It does not allow us to predict accurately the specific end states
that may develop after disruption occurs. Nor does it permit

1Master’s thesis. Maxwell AFB, AL: School of Advanced Airpower Studies, AY 
1993-94.

T
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long-term prediction of detailed end states of dynamic systems
that are not subjected to disruption. Identifying the deep struc-
tures and processes and predicting the how and why of
disrupting dynamic systems closely corresponds to the pro-
cesses we must use to analyze COGs. I submit that it is the
same process. It should be evident, however, that applying
chaos theory to human social systems requires both inductive
and deductive approaches. . . Meshing/indisciplinary. . . .

A Structure Based on Chaos

Basis of Organization

The fundamental constant within socio-cultural constructs is
human free will. Free will is analogous to the space-time con-
cept in relativistic physics, defining the dimensions of human
society. Free will is always present, it permeates decisions,
structures, and culture providing a vehicle for randomness to
be introduced into the system. Human will occurs in various
forms, but the primary ones for our purposes are: the will to
survive, the will to power, and the will to truth.1 The highest
reaches of individual or personal will are dependent upon the
social substance from which they arise, and can only be ful-
filled in the context of a community. . . Communal
relationships exist at all levels of human society in endless
elaboration. The necessity to define man’s relationship to
other individuals, his relationship to the community, the
community’s relationship with nature, and the community’s
relationship with other communities give rise to value sys-
tems. These value systems reflect the will to truth and the will
to power, and they comprise what many would call norms,
mores, and laws. Common expressions of value systems are
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religions, ethics, philosophies, political ideologies, and doc-
trines. The value systems that arise from human will and
community are the underlying element of power and organi-
zation within human society from the most primitive tribe to
modern nation states. Values are the gravity that rules the
human universe. Values are the first element of power. They
define the organization and dynamics of the other elements
of power. 

Elements of Power

Power is not well understood. Power is the ability to do what
you want, and the ability to influence others to conform to
your desires. Power is strength that permits freedom of action.
Because power is exercised by humans and is applied to
human societies, it is both real and perceived in nature. Power
is amoral. It is neither “good” nor “bad,” but it can have posi-
tive or negative effects on social organization–sometimes both
simultaneously. This means it can increase or decrease cohe-
sion in society. The effectiveness of power is always situational
in terms of who is using it, which element of power is being
used, where it is being used, and who or what is the object of
influence. Power is dynamic over time and its full force is
rarely mustered without crossing fractal boundaries and con-
necting into other sources and types of power. The effect of a
single type of power is rarely persuasive if used independent of
other types of power, and influence is magnified when the var-
ious elements of power are used in combination rather than
isolation. For example, military action, diplomatic pressure,
and economic sanctions should be coordinated to achieve
maximum effect. 
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Power essentially supports, defends, or implements the goals
and values of society. Each element of power is three dimen-
sional. It consists of a “source,” a manifestation (or “force”),
and a “linkage.” The linkage assists in transforming the source
into a force, and it provides connectivity within and between
the elements of power. Each complete element of power is a
center of gravity, and each element of power is a strange
attractor. The dimensions that define it vary, but the essential
ones are: the mass of the source, the intensity of the force,
interconnectivity within the system, and the rate of exchange
flow within the linkages. These systems can then be character-
ized by their predictability, their rate of information flow, and
their tendency to create mixing. 

Sources of Power

There are relatively few true sources of power in human
society. . . value systems (which we have discussed), culture,
economic resources, and social organization. Culture is the
learned body of customs and knowledge. . . Culture arises
from values, and is the means by which values are defined or
expressed. Culture determines how man adjusts to his commu-
nity, and how societies adjust to their environment. The most
common approaches to the environment are: naturalism,
supernaturalism, estheticism, and mysticism.2 These
approaches often exist in mixed form, although they can exist
in societies in prevalent or pure forms. Economic resources
include populations, natural resources, and territory. . . .

Social organizations can be categorized into three fundamen-
tal types: solidary, contractual, and antagonistic.3

• Solidary societies are typified by familistic, tribal, and 
ethnic affiliation, but can exist in economic and religious 
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forms. Normally, solidary groups define or attempt to 
encompass all values for social organization, and thus are 
intense and mutual. 

• Contractual types of organizations are commonly associ-
ated with cooperative groups where rights, privileges, 
and obligations are clearly defined. Only a few values are 
encompassed, projected, or monitored by the contrac-
tual group. Modern democratic, bureaucratic nation 
states are the archetypal contractual organization. 

• Antagonistic social organizations are coercive in 
nature, usually involve domination of one group by 
another, are normally one-sided, and involve the impo-
sition of value systems either internally or externally. 
Antagonistic groups often assume a pseudosolidary or 
pseudocontractual guise, and are typified by ideological 
totalitarian states. 

These three types of social organizations can exist in
“mixed” varieties, and they are not permanent because soci-
eties develop and change. For example, solidary societies can
slowly evolve into contractual or antagonistic forms. Likewise
revolutions can occur when major disconnects develop
between fundamental value systems and outwardly apparent
social organizations. 

These broad categories can be further classified by the preva-
lent type of functional interdependence between the group’s
members. This includes the ability to organize “unibonded”
groups and “multibonded” groups.4 Unibonded groups have
one set of meaningful norms or values as the vehicle or magnet
for organization, while multibonded groups collate around
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two or more sets (or potentially large numbers) of norms and
values. The method of bonding helps to determine the connec-
tivity within society, but more importantly helps to indicate
the potential “biases” or predisposition toward decisions that
may occur within groups. 

Solidary societies will tend to horizontally organize themselves
around unibonded groups, and will use reinforcing unibonded
groups to organize vertically. For example, the tribe or the
clan becomes the defining factor that determines status
throughout social, economic, political, and military organiza-
tions. These societies are normally focused inward upon their
defining element. Contractual societies will be horizontally
and vertically organized around multibonded groups while
permitting the existence of unibonded groups. A multitude of
competing and complementary pluralistic groups exist at all
levels of contractual societies. Antagonistic societies will orga-
nize vertically along unibonded groups, using these groups to
suppress other unibonded groups and to control multibonded
groups. Antagonistic societies can be focused either internally
or externally.

These fundamental classifications and characteristics which
derive from values, help determine the outward forms of eco-
nomic organization, governmental function, and military
capability. This is especially evident when one studies social
and cultural history back to antiquity, and examines diverse
civilizations other than modern Europe. Values, culture, and
social groups interact in many permutations and combina-
tions. They form the basis for beginning a systematic center of
gravity analysis. This is especially true when looking at the
entire spectrum of conflict rather than just conventional oper-
ations. Checklist center of gravity methodologies simply do not
work, nor will methods solely focused on analyzing the exter-
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nal vestiges of society such as government leadership5. . .
cohesive governments and societies do not require strong lead-
ership to bind their social fabric together and maintain power.

The sources of power are not centers of gravity in and of
themselves. They are the raw material that gets molded into
another dimension of the element of power that we call force.
Let’s move on to investigate these manifestations of power and
the linkages of power to produce them. 

Manifestations of Power (Force)

The important manifestations of power are: military force,
political/diplomatic force, economic force, cultural force, and
ideological force. The existence and the strength or magnitude
of these various forces differs widely between societies and
nations. Relative to our cultural viewpoint, some societies are
incapable of organizing effective forces, although they may
occupy a seat at the General Assembly of the United Nations.
This stems from their underlying cultural values and their
social organization. They may, however, possess a deeper
force. A force that binds their society together, and is capable
of eluding modern means to overcome it. To understand this,
we must explain how force is created in society and examine
the dynamics of different types of force.

In the natural world we know there are four fundamental
forces: gravity, electromagnetism, and the weak and strong
nuclear forces. These forces exhibit similar characteristics and
functions. They can attract and repel. They can exhibit posi-
tive and some negative charges. They possess different
strengths, and they exert their influence at different ranges. . . .
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The forces within human society exhibit similar behavior and
characteristics. They are not all of the same strength. They
can be both destructive and constructive. Their influence and
power varies in its projectability over various distances. Fur-
thermore, human social forces are created in the same manner
as the forces of nature–the constant exchange of mass-energy
in the form of “things” and/or “ideas.” Neither the forces of
nature nor the forces of human society can be visibly touched,
although their effects can be felt. They do not have mass
because they are a form of energy derived from mechanisms of
exchange. Force is therefore an event, a process, or an action
that is always covertly present and overtly felt. 

Let’s imagine the specific force creation process for the impor-
tant manifestations of power in society. Military force arises
from the consumption and expenditure of logistics to conduct
training and operations. Political force arises from the constant
redistribution of wealth and power in society. Diplomatic force
simply represents the redistribution of wealth and power out-
side the boundaries of a society. Economic force is the
production and exchange of goods and services. Cultural force
is the exchange of knowledge and customs. Ideological force is
the transmission or exchange of values. These forces constitute
the primary “strange attractors” in human culture and the
boundaries between each of them is closely interwoven. This
blurring makes it sometimes difficult to distinguish between
the elements of pure force. Indeed, the fighter aircraft flown by
the military, procured by the government, manufactured by
the economy, organized by society, and conceived by a culture
is a product of many interacting systems.6

As previously stated, ideological forces or values constitute the
“gravity” of human society. Ideology projects rapidly but
weakly over long distances, however, in concentrated masses it
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dominates all other forces. In relativist terms, values may actu-
ally be the “rest energy” that distorts the space-time
continuum of human will, becoming the fabric on which the
other forces of society play. It creates biases and predisposi-
tions which influence the connectivity within systems
determining their susceptibility to chaos. The more solidary
the system, with many unibonded groups, the more islands of
stability it will exhibit. These areas are triggered into locked
states that become isolated from feedback. This provides tem-
porary stability that can only be disrupted by quantum inputs
of energy.

The fundamental organization of each society determines the
strength of the military, political/diplomatic, economic, and
cultural forces at its disposal. This “strength” is only meaning-
ful when compared to another society. However, a rule of
thumb for modern nation states would categorize their
strengths in decreasing order as: cultural, economic, political,
diplomatic, and military. This may seem surprising and there
may be some exceptions, but it explains the historic difficulty
of targeting military force against deeply rooted political, eco-
nomic and cultural systems! By contrast, the projectable range
and the time response is inversely proportional to the strength.
Military force projects fast and over long distances. Economic
force projects slower, over shorter distances, and requires a
longer period to produce effects.

Linkages of Power

We have discussed the first two dimensions of power–sources
and manifestations–so let’s move on to the third dimension we
call linkage. The linkages of power are the human, cultural, and
material networks and capabilities that assist in transforming
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the sources of power into forces, and that provide connectivity
within and between the elements of power. The primary link-
ages consist of: communications, logistics, transportation,
leadership, science, technology, education, and training. Link-
ages determine how efficiently power is organized, and
ultimately how effectively it is applied. Connectivity facilitates
or hinders the transmission of data and feedback within the
various systems. This, along with bias, helps determine system
dynamics and susceptibility or resistance to chaos.

The linkages are often mistaken for COGs when in actuality
they possess no force in and of themselves.7 However, a link-
age of power can possess either strengths or vulnerabilities that
can be exploited to disrupt a COG system. Some linkages may
have to be avoided, depending on the particular society. For
example, transportation systems are often identified as “vul-
nerable COGs,” despite some transportation systems being so
redundant they are almost impervious to targeting. The
nature of the linkages of power ultimately derive from a cul-
ture’s approach to its environment–naturalistic, supernatural,
aesthetic, or mystic. This determines a society’s technology or
its method of altering the environment to suit its culture. Natu-
ralistic or scientific approaches seek and use technology at all
levels of society. Thus, they are more capable of creating link-
ages that organize, orchestrate, and transform sources of
power into force.8

The linkages of power create the energy which drives open
dynamic systems. This energy can be created by less efficient
“chemical” means. In nature, chemical reactions release
energy by exchanging electrons between atoms. In society, this
is analogous to the trade, exchange, and service industries.
However, nature also creates energy by “nuclear” methods
involving fission and fusion. The production of industrial goods
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from raw source materials is the social equivalent. “Chemical”
linkages and “nuclear” linkages represent distinctly different
targeting choices both in terms of the energy required to effect
the linkage, and expected results. Similar distinctions exist as to
which “level” of linkage is being attacked within the structure.
Strategic and tactical linkages produce different dynamics and
thus require different targeting strategies9. . . .

[Pentland’s Source, Linkage, and Force framework turns
out to be the same as the property of Flows found in any
complex adaptive system (cas). For example, “Similar
[node, connector, resource] triads exist for other cas:
[nerve cells, nerve cell interconnections, pulses]; [species,
foodweb interactions, biochemicals] for ecosystems; [com-
puter stations, cables, messages] for the electronic Internet;
and so on.” ]
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Let’s briefly assess this construct of society:

• First, individual human will permeates everything, intro-
duces chance, and establishes the arena for all social 
activity.

• Second, the interactions of individuals and community 
give rise to value systems, culture, and higher levels of 
organization activity.

• Third, this human activity, or element of power, consists 
of sources, linkages, and forces. Higher levels are more 
“particle” in nature and their small mass-energy can be 
rapidly directed against specific points. The underlying 
levels of social organization resemble “fields.” These 
forces surround their source with energy that in effect 
makes it difficult to distinguish force from source. “The 

arena joins in the very action taking place within itself.”10

• Fourth, the more complex areas of social activity self-
organize from simple structures. These activities are 
closely interwoven with each other and clearly function 
as open nonlinear systems.

• Fifth, deep in human structural patterns societies clearly 
exhibit characteristics of strange attractors and are sub-
ject to the processes governing chaos theory.

Center of Gravity Implications

These areas of activity, the elements of power, are true centers
of gravity within human society. They exist at all levels of
organization and they represent centers of power and strength.
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They change dynamically within and between societies, and
they provide freedom of action to exercise power. They
involve complexity, cohesion, energy and mass, and it requires
deep analysis to determine where they lay and to prioritize
them. Lastly, they are intimately tied to human will and value
systems, and thus by default, to political objectives.

Of the three dimensions of power (source, force, and link-
ages), only force is projectable–but in varying degrees.
However, force can be applied against any of the other
dimensions of power. Generally, applying force against a
source is difficult, and can be counterproductive because it
always threatens vital national interests. It can create a “dan-
gerous paradox,” whereby a strategy for unlimited war, if
pursued in a war of limited aims, can lead to escalation and
transformation of the war into something inconsistent with
the political objectives.11 This is also often associated with
attrition-type warfare. Force against force involves clashes
between classic centers of gravity, and can equate to battles of
annihilation. Lastly, employing force against power linkages is
an “indirect” approach.

Notes
1 I borrow this construct from: Niebuhr, Reinhold. The Children of Light and the 

Children of Darkness. New York: Charles Scribner’s Sons. 1944. pp. 48-49. In 
some ways this corresponds with Maslow’s hierarchy of needs.

2 Slotkin, J.S. Social Anthropology: The Science of Human Society and Culture. New 
York: MacMillan Company. 1950. pp. 143-45. See also f.n. 41 below.

3 Sorokin, Pitirim A. Society, Culture and Personality: Their Structure and Dynamics.
New York: Harper and Brothers Publishers. 1947. pp. 69-150.

4 Ibid.: pp. 171-178. Important unibonded groups are: perceived race, sex, 
age, kinship, territorial proximity, language, occupation, economic, 
religious, political, scientific, and leadership elites. Important multibonded 
groups are: clans, tribes, nations, castes, and social classes.
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5 Metz, Steven and Frederick M. Downey. “Centers of Gravity and Strategic 
Planning.” Military Review. April 1988. pp. 30-31. 
For example see: Ross, Bruce A. “The Case for Targeting Leadership in 
War.” Naval War College Review. Vol. XLVI, No. 1. Winter 1993. pp. 73-79.

6 A good argument can be made that military force is just the external 
manifestation of a more comprehensive “security force.” The internal 
manifestation of this force provides internal security and police functions 
within society.

7 Airpower theorists in particular have considered transportation and 
communications as “vital centers.” In some cases they are indeed vital 
“linkages,” and thus the appropriate target.

8 Slotkin, Social Anthropology: pp. 156-181. Slotkin goes on to categorize 
supernaturalism as the use of symbols and beliefs to transform the 
environment (p. 182). An esthetic approach essentially defines the 
environment as something that is pleasing and of value in and of itself 
therefore only minor attempts are made to change it (p. 270). An 
asymmetrical approach achieves adjustment to the environment by 
changing an individual’s internal experience or perception rather than 
producing outward change to the environment (p. 309). These last three 
approaches have a common denominator in that they provide only a partial 
adjustment to the environment.

9 Mancur Olson, Jr. “The Economics of Target Selection for the Combined 
Bomber Offensive.” Journal of the Royal United Service Institution. Vol. CVII, No. 
628. Nov 1962. pp. 308-314. 

10 Penrose, Roger. The Emperor’s New Mind. New York: Penguin Books. 1989. 
p. 217.

11 Hoapili, Evan J. “Carl von Clausewitz: Hope and Fear.” unpublished paper, 
Naval War College, 13 February 1992. p. 22. 
Also see: Clausewitz, On War: p. 486.
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