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Artificial? Life?

A Kind of Preface to Any Possible Exploration in the

Complexity of Life-as-It-Could-Be

Stefan Artmann(1) and Peter Dittrich(2)

(1) Institute of Philosophy
Friedrich Schiller University Jena

D-07737 Jena, Germany
stefan.artmann@uni-jena.de

(2) Bio Systems Analysis Group
Jena Centre for Bioinformatics and

Department of Mathematics and Computer Science
Friedrich Schiller University Jena

D-07743 Jena, Germany
dittrich@minet.uni-jena.de

New research programmes need general, clear, and flexible ideas of the objects they study, the
methods they use, and the aims they want to achieve. This is particularly true for fields of
science, such as Artificial Life (AL), that are distinguished by a high level of interdisciplinary
cooperation. The now classical definition of AL, given by Christopher G. Langton in the very
first volume of AL proceedings, has successfully played the role of a point of reference for the
large variety of contributions to research into possible life :

“Artificial Life is the study of man-made systems that exhibit behaviors character-
istic of natural living systems. It complements the traditional biological sciences
concerned with the analysis of living organisms by attempting to synthesize life-like
behaviors within computers and other artificial media. By extending the empirical
foundation upon which biology is based beyond carbon-chain life that has evolved
on Earth, Artificial Life can contribute to theoretical biology by locating life-as-we-

know-it within the larger picture of life-as-it-could-be.” [1]

The task of abstracting the essential features of living systems in order to construct artificial
life-like and living systems soon aroused the curiosity of a steadily growing number of informa-
tion and computer scientists, biologists and chemists, mathematicians, physicists, and philoso-
phers. In 1995, the first German Workshop on Artificial Life (GWAL) was organised by young
researchers who were interested in this newly emerging science and wanted to discuss their
projects and results in an open, informal, and - despite its title - international atmosphere. The
7th GWAL, which is held in Jena 2006, continues the successful series of these workshops. It is
attended by young scientists, not only from Germany, but also from other European countries
and from Japan.
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Jena is most certainly not a blank sheet of paper in the history of biology - just remember that
Ernst Haeckel, one of the most famous evolutionary biologist and natural philosopher of the
19th century, lived in Jena for more than fifty years and founded the institutions where GWAL-
7 takes place: the Zoological Institute of the Friedrich Schiller University and the first museum
of evolutionary biology worldwide, the Phyletic Museum. So it might not come as a surprise
that the Jena atmosphere of philosophical thinking about biology inspired us, the organisers
of GWAL-7, to take the opportunity to preface these proceedings with short reflections on the
future of AL. Our preliminary thoughts do not want to give final answers but are just meant to
initiate a discussion that might be taken up at GWAL-8.

* *
*

Is AL engineering, science, or slogan? Nils J. Nilsson [2] proposed these three alternatives as
different possibilities to characterise the nature of research in a field that is often considered
AL’s older sibling: Artificial Intelligence (AI). Yet ALifers who want to develop a philosophical
understanding of their research can reasonably choose one of Nilsson’s alternatives only after
they have made a sequence of decisions on three fundamentals of AL: its methodology, its
epistemology, and its ontology1.

Nilsson [2] distinguishes a broad from a narrow view on AI. Broadly defined, AI covers every
process that is involved in intelligent behaviour in human beings and animals. Analogously,
’broad AL’ encompasses any process that is involved in the behaviour of living systems, so that
AI becomes a part of AL. Research in broad AL is data-driven: the more empirical information
ALifers have about living and life-like systems, the better they are able to construct objects that
imitate organisms more and more realistically. By contrast, Nilsson’s narrow view on AI delimits
a core topic, the cognitive processes of reasoning and planning, and discriminates between more
central and more peripheral processes involved in intelligent behaviour. Analogously, ’narrow
AL’ concentrates on few principal attributes of living systems that account for their behaviour
best. To select these substantial qualities in a reasonable way, AL must be theory-driven: its
most important task is to develop formal theories of life and to test them by finding out which
of them can successfully orientate the experimental search for (in vivo, in vitro, or in silico) data
that confirm its hypotheses about the substantial qualities of living systems.

The decision between a broad and a narrow conception of AL amounts to the methodological
choice between a data- and a theory-driven research programme. Though any empirical science
involves theories and data, such a distinction is sensible since it allows to recognise that in a
particular research programme theories may be gradually more important than data (or vice
versa) [3]. We think that AL should be theory-driven; otherwise, it runs the risk of degenerating
into a kind of digital taxonomy [4]. Compared to traditional biology - a science that struggles to
become more theory-driven - the need of AL for a systematically developed and experimentally
tested theoretical framework is even stronger since the data of AL are not limited to the results
of natural evolution on Earth.

The methodological difference between theory-driven and data-driven research programmes
might be better suited to characterise AL in contradistinction to traditional biology than Lang-
ton’s stricter opposition between analysis and synthesis [1]. Analysis reduces a complex object to
its simpler parts and their mutual relations; synthesis puts simple elements together to generate

1By “epistemology” we mean the study of knowledge, and by “ontology” the study of being. These terms

denote traditional philosophical disciplines. Note that the term “ontology” has a different meaning in computer

science.
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a complex object whose structure and function are to be explored. Yet there does exist neither
pure analysis nor pure synthesis in science. A scientist has to analyse the object he tries to
synthesise in order to develop an idea of what elements can generate this object. Before decid-
ing how the analytical reduction to simpler elements will proceed, the scientist must ask which
parts possibly discovered in the next analytical step could synthesise the given object. Every
scientific study is analytico-synthetical, but the methodological emphasis may change from one
research programme to the next. The difference between theory- and data-driven research allows
to describe such a possible shift of emphasis: if a research programme is theory-driven, synthesis
can become gradually more important than analysis since a good theory is the best conceptual
means to guide synthesis.

If AL is a theory-driven research programme, an epistemological question seems to arise neces-
sarily: does a theory specify objective criteria for determining the degree of life-likeness that is
shown by an object generated in the framework of this theory? Yet this epistemological question
might be misleading, and even dangerous, since it invites to discuss the ontological nature of AL
objects instead of the epistemological scope of AL theories. Then one is inclined to ask: do the
objects that are constructed by ALifers really live? The discussion about strong versus weak
AL is a good example of substituting ontology for epistemology [5].

A reflection about what kind of science AL is can help evade such a slippery slope from episte-
mology to ontology. Even if theory-driven, AL is not a purely formal science like mathematics
or logic. Yet it possesses also an epistemological status different from traditional empirical
science. Like cybernetics and AI, information and system theory, game and decision theory,
AL is a structural science, i.e. a transdisciplinary formalisation programme that helps discover
interdisciplinary analogies between research problems coming from different sciences [6]. Any
empirical object that can be described by a mathematical structure counts likewise as one of
its instantiations - however dissimilar these instantiations may ontologically be. The relation
between a mathematical structure and the empirical objects that instantiate it (in terms of
logical semantics: the relation between a theory and its models) is much more important than
the ontological relations between these objects. In theory-driven AL, ontological problems are
thus to be redefined as semantical questions about the epistemological relation between theories
of life and the objects these theories describe and help generate.

If AL is considered a structural science, then a traditional ontological opposition that is very
important for Langton’s classical definition of AL is also neutralised: the opposition between
artificial and natural entities [1]. He defines ’artificial’ as being man-made, and refers in this
respect to Herbert A. Simon’s lectures on ’The Sciences of the Artificial’ [7]. Yet Simon does
not want to simply identify artificial with man-made objects. For Simon, every system that is
adapted to its environment is artificial: any organism that evolved by natural selection belongs
to this class of entities.

Simon’s discussion of the difference between natural and artificial entities indicates that this
ontological opposition might not be suited for defining the objects of AL. Instead, another con-
ceptual element of his classical definition should be considered for this task: the modal concept
of possibility. AL is the study of possible life, life-as-it-could-be [1]. This definition should be
systematically developed in the framework of a modal semantics that is based on a theory of
possible worlds [8]. Entities that are possible in our real world are only particular examples
of objects that are real in some possible world, and the experiments of AL are experiments on
possible life in our world that are simultaneously conceivable as real experiments on real life in
possible worlds - whatever ontology of artificiality and naturalness the experimenters may have
[6].
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Coming back to Nilsson’s question whether AI (and, analogously, AL) is engineering, science,
or slogan [2], our picture of AL-as-it-should-be leads us to the following answers. First, AL
is not a fashionable slogan that will be outmoded in the near future if it further develops its
methodological and epistemological conscience in a systematic way. Second, AL is a kind of
engineering: it is modal engineering in the sense that the objects it successfully realizes remain
possible entities, real specimen of possible life.The traditional empirical sciences and traditional
engineering will always regard AL entities as imitations of the real stuff. To develop a systematic
understanding of its complex epistemology, AL as engineering must be theory-driven. Third, if
AL succeeds in developing a general theory of living systems, it becomes the structural science
of possible life. Then the next decisive step AL will take might be to cut any mimetic relation
between the objects it generates and real organisms so that the former entities are studied for
themselves - as objects without an original in physical reality [9].

* *
*

We do not know whether the contributors to the GWAL-7 proceedings will subscribe to our
general ideas of AL. The gist of our philosophical reflection is that in order to do excellent
research in AL nobody needs to adopt a particular ontology of life - ALifers should just follow
fundamental methodological standards of logical coherence and empirical testability, and make
the semantics of their theories as clear as possible. This is surely the case for all papers that
are collected in this proceedings volume. They were reviewed, and recommended as talks, by
members of the GWAL-7 programme committee. We thank the contributing authors and the
invited speakers, Prof. Mark A. Bedau, Prof. Jürgen Schmidhuber, and Prof. Sanjay Jain, for
their high-quality papers and talks, and the referees for their fast and thorough reviewing.

The GWAL-7 proceedings are organised in topical chapters. The first chapter collects papers
that discuss general concepts for the analysis and synthesis of living and life-like systems. In the
second and the third chapter, the papers study two different levels of biological organisation,
individual living systems and groups of such systems. The papers of the last chapter discuss
evolutionary processes.

There are much more people whose support we gratefully acknowledge, particularly Prof. Mar-
tin S. Fischer, the staff of his Institute of Systematic Zoology and Evolutionary Biology and
of the Phyletic Museum for their generous hospitality. The members of Peter Dittrich’s Bio
Systems Analysis Group were always helpful in organisational matters. Wiebke Iffert managed
the GWAL-7 website in a very professional manner. During the workshop students of bioinfor-
matics take care of coffee and cake: thanks a lot! We thank the staff of Aka and IOS press for
its professional help in planning and producing this volume. Last not least, we are indebted to
the sponsors of GWAL-7, the EOARD and the DFG, for their financial help which allowed us
to invite speakers from abroad and to publish the proceedings.
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Automated Design of Artificial Life Forms from

Scratch

Mark Bedau

ProtoLife SRL, Venice, Italy
Reed College, Portland, Oregon

European Center for Living Technology, Venice, Italy

Abstract (Invited Talk)

Artificial life has three branches, corresponding to three methods for synthesizing life-like sys-
tems. “Soft” ALife creates software systems like Tierra, “hard” ALife creates hardware like
autonomous robots, and “wet” ALife creates biochemical systems in the laboratory. As part
of the 6th Framework FET IST Integrated Project “Programmable Artificial Cell Evolution
(PACE)”, ProtoLife and the European Center for Living Technology are developing a wet ALife
evolutionary design methodology for creating complex functional chemical systems in the labo-
ratory. Our ultimate aim is eventually to create artificial life forms from scratch. This talk will
describe this project, indicate recent progress, and discuss its larger social and ethical ramifica-
tions.
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The Emergence and Collapse of Complexity:

Perspective from an Evolving Network Model

Sanjay Jain

Department of Physics and Astrophysics
University of Delhi

India

Abstract (Invited Talk)

Among the many puzzles relating to the origin of life, a central one is how an “organizational
structure” could have emerged, characterized by a complex network of interacting molecules each
playing a specific “role” in the larger organization. A similar question is relevant for a human
society wherein a complex network of agents playing different roles emerges and evolves. The
talk will present a mathematical model in which complex network structure self-organizes around
a seed “autocatalytic set”. The ACS is a sub-network structure that has a “self-sustaining”
property, and as it expands while retaining this property nodes come to acquire different roles
in the organization depending upon their location in the network. Thus the model describes a
mechanism by which complex organizational structure can spontaneously arise.

Complex systems in the real world also exhibit catastrophes such as mass extinctions in the
biosphere, collapses of civilizations, stock market crashes, etc. Many of these catastrophes are not
traceable to any external shock, and are probably due to some internal “organizational fragility”
that develops naturally during the course of their evolution. The above model also exhibits
sudden crashes, followed by recoveries. These will be described in terms of the changes that
occur in the underlying organizational structure of the ACS. It turns out that when the system is
poised for a crash, it has a characteristic network structure. Some new results will be presented
showing that an increase in the diversity of its nodes enhances system robustness to crashes
by providing a greater redundancy of sustenance pathways in the “core” of the organization.
The model also suggests a direction towards formalizing the notion of “innovation” in complex
evolving systems; most of its ups and downs can be viewed as consequences of “innovations”,
defined appropriately, that occur in the course of evolution.
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Goedel Machines

Jürgen Schmidhuber

Istituto Dalle Molle di Studi sull’Intelligenza Artificiale (IDSIA)
Lugano, Switzerland

Institut für Informatik
Technische Universität München, Garching, Germany

Abstract (Invited Talk)

We may use Goedel’s self-reference trick to build a universal problem solver. A Goedel machine
is a computer whose original software includes axioms describing the hardware and the original
software (this is possible without circularity) and some formal goal in form of an arbitrary user-
defined utility function (e.g., cumulative future expected reward in a sequence of optimization
tasks). The original software also includes a proof searcher which uses the axioms to system-
atically make pairs (“proof”, “program”) until it finds a proof that a rewrite of the original
software through “program” will increase utility. The machine can be designed such that each
self-rewrite is necessarily globally optimal in the sense of the utility function, even those rewrites
that destroy the proof searcher.
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Information and closure in systems theory

Nils Bertschinger, Eckehard Olbrich, Nihat Ay, Jürgen Jost

Max Planck Institute for Mathematics in the Sciences
Inselstr. 22

D 04103 Leipzig, Germany

Abstract

The notion of closure plays a prominent role in systems theory where it is used to identify
or define the system in distinction from its environment and to explain the autonomy of
the system. Here, we present a quantitative measure, as opposed to the already existing
qualitative notions, of closure.
We shall elaborate upon the observation that cognitive systems can achieve informational

closure by modeling their environment. Formally, then, a system is informationally closed
if (almost) no information flows into it from the environment.
A system that is independent from its environment trivially achieves informational closure.
Simulations of coupled hidden Markov models demonstrate that informational closure can
also be realized non-trivially by modeling or controlling the environment. Our analysis of
systems that actively influence their environment to achieve closure then reveals interesting
connections to the related notion of autonomy.
This discussion will then call into question the system-environment distinction that seems
so innocent to begin with. It turns out that the notion of autonomy depends crucially on
whether, not just the state observables, but also the dynamical processes are attributed to
either the system or the environment. In that manner, our conceptualization of informational
closure also sheds light on other, more ambitious notions of closure, e.g. organizational
closure, semantic closure, closure to efficient cause or operational closure, intended as a
fundamental (defining) concept of life itself.

1 Introduction

Our theoretical interest concerns the type of system that is a unity for and by itself and not only
for an external observer distinguishing some entity from the rest of the world. This requires
a system that can be described as a whole without reference to its environment. In systems
theory, this property is usually referred to as closure.
In this regard, one encounters several notions of closure in the literature: autopoiesis as organiza-
tional closure (Maturana and Varela [1]), closure to efficient cause (Robert Rosen [2]), semantic
closure (Howard Pattee [3]), or operational closure (Niklas Luhmann [4]). These concepts of
closure play an important role in the architecture of systems theory, because they are used to

1. define the system (in distinction to its environment) and to

2. explain the autonomy of the system.
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Figure 1: The system S and the environment E interact through the channels ŝ and ê. The

figure shows the temporal dependencies of this interaction.

An autopoietic system, for example, is said to be organizationally closed, because the processes
that constitute the organization of the system are themselves maintaining/reproducing the con-
ditions for their own existence. Thereby, the system also defines its own boundary that separates
itself from its environment. This self-referential distinction from its environment therefore gives
rise to the specific autonomy of such a system. Consequently, in systems theory, closure prop-
erties and autonomy are considered to be closely related concepts which are both at the heart
of defining the system itself.
These aforementioned attempts, however, either remain vague (Luhmann, Maturana), lead to
concerns about their formal consistency ([5]), or are too abstract to work with ([2]). Therefore,
the formalization of closure remains a central issue in the formalization of systems theory.
As a starting point, we use a closure type phenomenon that can be observed in cognitive systems.
Such systems are assumed to be capable of reducing the information flow from the environment
into the system by modeling the environment. We shall call this “informational closure”. We
think that this concept can also contribute an abstract notion of “modeling” that does not
depend upon the identification of certain structures in the system as explicit models or repre-
sentations.
Informational closure is, arguably, not enough to completely capture all properties of closure,
in particular the ones required to derive the existence of the system itself. It is, however, more
amenable to quantification since it should not be considered to be an all-or-nothing phenomenon.
A system can only be informationally closed with respect to those features of the environment
that can be modeled. Unpredictable events that nevertheless do affect the system clearly have
to give rise to an information flow into the system.
In this paper, after introducing the basic setup and the notation, we propose a measure for
informational closure. In section III we apply our measure to simple hidden Markov models.
There, we focus on non-trivial closure, i.e. systems that feature low information flow from the
environment, but nevertheless contain mutual information about their environment. We also
distinguish the case of passive systems, which cannot influence the environment, from the case
of active ones that are able to change the environment. This not only allows us to propose a
measure of the influence a system can exert upon its environment, called self-efficacy, but also
leads to a discussion of the related notion of autonomy. We conclude with a summary of our
information theoretic description of closure in the context of systems theory and provide an
outlook on future research directions.

2 Informational Closure

The basic setting we want to study is shown in Fig. (1). We assume that we have observables Sn

describing the state of the system and observables En describing the state of the environment at
time tn. At the beginning, these are chosen according to the system-environment distinction of

10



an external observer. According to our view, this distinction is justified insofar as the system,
defined by that distinction, can really achieve closure.

The notion of informational closure refers to a situation where the information flow between
the environment and the system tends to zero. We measure the information flow from the
environment into the system Jn(E → S) by the conditional mutual information 1:

Jn(E → S) = MI(Sn+1; En|Sn) (1)

= H(Sn+1|Sn) − H(Sn+1|Sn, En) (2)

= H(En|Sn) − H(En|Sn, Sn+1) . (3)

Here, H(A) denotes the entropy of the probability distribution of the random variable A. For
the sake of simplicity, we restrict ourselves to discrete observables, i.e.

H(A) = −
N∑

i=1

p(ai) log2 p(ai) (4)

where the random variable A takes the value ai with probability p(ai). For two random variables
A and B, H(A, B) denotes the entropy of the joint probability distribution p(A, B) and

H(A|B) = H(A, B) − H(B) (5)

the conditional entropy of A given B. The mutual information between two random variables
A and B is defined as

MI(A; B) = H(A) − H(A|B) , (6)

and the conditional mutual information between A and B given C as

MI(A; B|C) = H(A|C) − H(A|BC) . (7)

The latter measures the reduction of the uncertainty of A given B if C is known additionally,
which can be interpreted as the “information flow” from A to B (or in the opposite direction)
not transmitted via C.
For the information flow from the environment into the system, as defined in Eq. 1, the following
useful identity holds:

MI(Sn+1; En|Sn) = MI(Sn+1; En) − (MI(Sn+1; Sn) − MI(Sn+1; Sn|En)) . (8)

This expresses the information flow as the difference between

• the information that Sn+1 contains about the environment, MI(Sn+1; En)

• and the mutual information between consecutive system states that is related to the envi-
ronment, MI(Sn+1; Sn) − MI(Sn+1; Sn|En).

We shall now discuss different ways of how a system can achieve informational closure. First
there is a trivial case:

1This is also known as “transfer entropy” [6] and can be considered as a quantitative expression for the Granger

causality [7].
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A) Independence: The system and the environment are independent stochastic processes.
This implies in particular

MI(Sn+1; En) = 0 and

MI(Sn+1; Sn) − MI(Sn+1; Sn|En) = 0

and therefore informational closure (8).

The “informational closure” becomes non-trivial if the state contains information about the
environment, i.e. MI(Sn+1; En) 6= 0:

B) Adaptation: The state of the system contains full information about the part of the envi-
ronment that interacts with the system, i.e. H(ên|Sn) = 0. By the independence structure
as stated in Fig. (1) and Eq. (3), this implies closure Jn = 0.

For this case, however, two subcases should be distinguished:

B1) Passive adaptation: The system is driven by the environment and adapts passively to
all changes in the environment.
In the case of an environment, that appears deterministic to the system, H(ên+1|ên) = 0,
this can be achieved by simply copying the observation of the environment into the system,
Sn+1 = ên.

B2) Modeling: The system reaches synchronization and internalizes the correlations observed
in the environment by building up own structures.

If the system can act in the environment there is an additional possibility to achieve closure:

C) Control: The system tries to maximize the information flow between its actions and its
sensory inputs (called empowerment in [8]), i.e. it produces changes in the environment
such that these in turn change the state of the system most efficiently. If the actions ŝ of
the system are functions of the system state, then the consecutive state of the system can
anticipate the effect on the environment, which also leads to informational closure.

Since, in the following, we are mainly interested in the case of non-trivial closure we define

NTICm := MI(Sn+1; En, . . . , En−m) − MI(Sn+1; En, . . . , En−m|Sn)

= MI(Sn+1; En, . . . , En−m) − MI(Sn+1; En|Sn) (9)

as a measure for the amount of non-trivial informational closure. Note that a large value of this
measure does not ensure a low information flow. It just requires that the system contains more
information about the environment than it gathered at this time-step. It should therefore not
be considered as a replacement for closure, i.e. low information flow, but as a complementary
measure that quantifies the amount of non-trivial closure when there is closure.

3 Simulations

As a simple example we consider an environment described by the hidden Markov model shown
in Fig. 2A. The environment can either be deterministic (p = 1) or non-deterministic (p = 0.9).
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Figure 2: A) Hidden Markov model used as environment. B) Optimization of Closure and

Mutual Information by simulated annealing.

In both cases, the state observations ê are noisy (q = 0.8), which makes the visible dynamics
quite unpredictable (H(ên+1|ên) = 1.23 bits in the case p = 1). This excludes passive adaptation
B1 as a strategy to achieve non-trivial informational closure.
The non-deterministic environment is then used to drive a deterministic system, i.e. Sn+1 =
F (Sn, ên). We consider systems with two and four internal states. Note that four internal
states are required to fully model the hidden environmental structure. First, we do not consider
the case where the system is acting upon the environment, which makes option C (control)
unavailable.
In our simulations (see Fig. 2B), we optimize the transition structure F via simulated annealing
using the fitness function

MI(Sn+1; ên) − MI(Sn+1; ên|Sn) , (10)

which enforces non-trivial closure through the system gaining mutual information with the envi-
ronment. Note that in contrast to NTICm for m = 0 as defined above, we use ên instead of En,
which makes this measure available to the system itself since it only depends on quantities that
either belong to or are observable by the system. The original version for NTICm is considered
to be more suitable for an external observer since it fully exploits the independence structure of
the system-environment interaction.
As expected, due to the non-determinism of the environment, full closure cannot be achieved,

but the best system with four internal states that was found after 10000 optimization steps is
able to model the hidden environmental dynamics, i.e. MI(Sn; En) > MI(Sn; ên). This system
achieves full closure, Jn = 0, and maximal mutual information (2 bit) when coupled to the
deterministic environment (p = 1), which shows that it has extracted the deterministic part of
the system dynamics (Fig. 3 A).
An optimized system with two internal states is not able to adequately represent the environ-
mental dynamics as seen in Fig. 3 B. Even when coupled to the deterministic environment, the
system is far from being informationally closed and contains only little information about the
environment.
To investigate option C), where the system can control the environment, we change the envi-

ronment such that:

1. it rotates stochastically, as before, if the system emits a “null” action ŝ = n

2. and is reset to state 1 if the system emits a reset action ŝ = r.
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Figure 3: A) Reaction of the system with four internal states when coupled to the deterministic

version of the environment (p is changed from 0.9 to 1 after 25 time-steps). B) Same as A),
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Figure 4: A) Reaction of the active system with four internal states when coupled to the deter-

ministic version of the resettable environment (p is changed from 0.9 to 1 after 25 time-steps).

B) Same as A), but for the system with two internal states.

As before, we optimize systems with two and four internal states to achieve non-trivial closure.
But now, not just the transition structure of the system, but also the actions emitted by the
system, were optimized. As can be seen from Fig. 4, this allows for a much better informational
closure as compared to the corresponding passive system (Fig. 3). This difference is especially
large in the case of two internal states. By using actions to restrict the environmental dynamics,
even the two state system can achieve full informational closure and model the deterministic
part of the restricted environment (Fig. 4 B). The system with four internal states was found
to restrict the system to three states instead of modeling the uncontrolled four state rotation.
To quantify the control a system exerts on its environment, we introduce the following measure
for self-efficacy:

Es := MI(Sn+1; Sn−1|En−1)

−MI(Sn+1; Sn−1|Sn, En−1) − MI(Sn+1; Sn−1|En, En−1) (11)

Inspired by the empowerment measure in [8], this quantity measures the influence of the system
state Sn−1 on Sn+1 (a generalization to longer time spans can be defined along the same lines)
that is transmitted through the environment and simultaneously mediated by the system.
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0.9 to 1 at time-step 25). This figure shows the adaptation to a new environment as in figures

3 and 4 A, but in more detail and compares the active and passive system also with respect to

their self-efficacy. B) Same as A), but for the system with two internal states. (Note: Es is zero

in the passive case and therefore not visible in the plot.)

In contrast to [8], were empowerment is defined as the channel capacity from actions to future
sensor inputs, we do not assume a “free will” that can freely choose actions to optimize the
transmitted information. Instead, we only consider actions that can occur for the observed
internal states of the system and therefore base our measure on the information that actually is
transmitted from Sn−1 to Sn+1.
To account for the fact that the information has to be transmitted through the environment,
we also subtract the part of the mutual information that corresponds to correlations only inside
the system, MI(Sn−1; Sn+1|En−1). We also require that the influence the system can observe
at time-step n + 1 is still known to the system, i.e. internally represented. To take this into
account, we subtract the part of the mutual information that is only transmitted through the
environment, i.e. MI(Sn−1; Sn+1|Sn) which can be seen as a measure of “self-surprise”.
The conditioning on En−1 of all quantities removes any information that is shared between E

and S already at time-step n − 1 and can therefore not be attributed to the effect the system
had on the environment from time-step n − 1 to time-step n.
Considering the Markovian structure of the system-environment interaction, i.e. MI(Sn−1; Sn+1

| Sn, En) = 0, Eq. (11) can be considered as a conditional version of the co-information (compare
[9]) shared between Sn−1, Sn, Sn+1 and En (as shown in Appendix A). Like the co-information,
this quantity can become negative. We do not consider this as a problem in this case, since it
fulfills the intuitive requirement

Es ≤ MI(En; Sn−1|En−1). (12)

This shows that the self-efficacy of the system is bounded from above by the information flow
from the system into the environment.

In Fig. 5, we show the self-efficacy (11) for the systems discussed above. As expected, in
the case of purely observing systems that do not influence the environment, the information
flow from the system into the environment vanishes and the self-efficacy is slightly smaller than
zero. The active systems show a positive self-efficacy that is utilized to achieve better closure
when coupled to the stochastic version of the environment. They react to the deterministic
environment by a short (slight) increase of the self-efficacy to quickly achieve full closure. Note
that the self-efficacy drops to zero when the system is fully synchronized to the environment.
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This is due to the fact that in this case no information flow into the environment can be observed,
similar to the case of a system that achieves closure by copying the environment as discussed
above. Here, the environment can be considered to copy the deterministic dynamics of the acting
system and is therefore closed with respect to the system, i.e. the influence of the system is
impossible to detect since the environment never uses more states than enforced by the system.

4 Closure and Autonomy

The problem of correct attribution of control also arises in the related notion of autonomy. As
described in detail in [10] under the assumption that the system cannot control the environment,
corresponding to the cases A and B discussed above, a suitable autonomy measure is given by

Am = MI(Sn+1; Sn|En, . . . , En−m) (13)

= H(Sn+1|En, . . . , En−m) − H(Sn+1|Sn, En, . . . , En−m)

= H(Sn+1|En, . . . , En−m) − H(Sn+1|Sn, En)

This describes autonomy as the difference between non-heteronomy, measured by H(Sn+1|En,

. . . , En−m) as the extent to which the system state cannot be determined from the environment,
and the intrinsic randomness that also the system does not control (H(Sn+1|Sn, En)).
If instead all mutual information shared between system and environment is attributed to the
system, i.e. the system is assumed to be in maximal control of its environment, then the following
autonomy measure is more adequate:

A∗ = MI(Sn+1; Sn)

Here, the mutual information between successive system states just reflects the autonomy of the
system.
These two autonomy measures are closely related to the non-trivial informational closure:

NTICm = A∗ − Am (14)

In the case of trivial informational closure, e.g. if the system is independent of the environment,
the two autonomy measures agree. When a system achieves non-trivial informational closure,
for example by modeling the environment, we can observe the following

• A∗ also has to be positive, actually bigger than NTICm, since all the environmental
correlations that the system can model have to be reflected within the system state.

• Am can be quite small, because a system that accurately models its environment can be
predicted quite well from observation of the environment. An external observer would
therefore not attribute much autonomy to such a system since he/she is able predict its
state.

Rewriting Eq. (14), we can relate autonomy directly to informational closure as measured by
the information flow Jn(E → S):

A∗ = A + NTIC

= A + MI(Sn+1; En, . . . , En−m) − Jn(E → S)

⇒ Jn(E → S) = A∗ − A − MI(Sn+1; En, . . . , En−m)

This demonstrates that a system exhibiting certain internal regularities as measured by A∗ =
MI(Sn+1; Sn) can achieve informational closure either by gaining information about the envi-
ronment or by increased autonomy, i.e. by becoming unpredictable or uncontrollable from the
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environment.
Therefore, information about the environment, i.e. modeling, and autonomy can be considered
as complementary strategies for achieving informational closure.

5 Discussion

Our concept of informational closure is a quantitative one. The way we introduce it, it depends
on a system-environment distinction that is attributed to an external observer, but not specified
further. Such a distinction might seem entirely arbitrary, but this arbitrariness can be reduced
through the criterion of informational closure of the system. In other words we can, conversely,
use our measure of informational closure to evaluate the employed distinction between system
and environment. A higher informational closure then indicates a better identification of the
system.
The closure concepts in the literature that we referred to in the introduction aim at a qualitative
notion of closure. In particular, autopoiesis as organizational closure in the physico-chemical
domain should yield a clear-cut distinction between life and death for organisms instead of a
gradual difference. From our point of view, however, in a non-deterministic environment, full
non-trivial closure cannot be achieved, since it would require mutual information about the
environment and at the same time the vanishing of the information flow Jn. Ultimately, this
leads us to the issue of operational closure versus thermodynamic openness in systems theory.
Since our measure employs information-theoretic quantities defined in terms of entropies and
because the environment always has a higher entropy than any system situated in it, we should
naturally expect, that a system, which needs to act adaptively, has to get some new information
from the environment.
Also, the relationship of informational closure with autonomy, as developed here, seems relevant
in this regard. Our analysis shows that a crucial point for the definition of autonomy is the
attribution of control to the system or to the environment. This again brings us back to the
system-environment distinction, since we need to decide not only for the states, but also for the
processes operating on these states whether they belong to the system or to the environment.
Closure then reflects how adequately the system can be described in terms of its own observables.
We have demonstrated that our measure for informational closure gives meaningful results, at
least in simple examples where it is unambiguous what the observables are and the control
flow is known, e.g. the system cannot influence the environment. Therefore, we expect our
closure measure to become a valuable tool for the analysis of system-environment interactions
in artificial life simulations. In other cases where the control flow is not unambiguously known,
we could also derive interesting conclusions that, admittedly, are open to interpretation.
In order to further investigate the issues raised above, we will develop the concept in the following
directions:

• A general framework for quantifying adaptivity, closure and autonomy based on informa-
tion theory.

• Including the optimization dynamics in the description of the system and describing not
only the result, but also the process of adaptation by means of information theory. As
long as the system is learning it should then not be informationally closed.

• Formalization of the notion of self-observation – a further internal differentiation of the
system is then needed to additionally include a self-description of the system.

• Application of the measures to autonomous robots within a closed sensory-motor loop.
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Appendix A

In terms of entropies, Eq. (11) can be rewritten as follows

MI(Sn+1; Sn−1|En−1) − MI(Sn+1; Sn−1|Sn, En−1) − MI(Sn+1; Sn−1|En, En−1)

= MI(Sn+1; Sn−1|En−1) − MI(Sn+1; Sn−1|Sn, En−1) − MI(Sn+1; Sn−1|En, En−1)

+MI(Sn+1; Sn−1|Sn, En, En−1)

= H(Sn+1|En−1) + H(Sn−1|En−1) − H(Sn+1, Sn−1|En−1)

− [H(Sn+1, Sn|En−1) − H(Sn|En−1) + H(Sn−1, Sn|En−1) − H(Sn|En−1)

−H(Sn+1, Sn, Sn−1|En−1) + H(Sn|En−1)]

− [H(Sn+1, En|En−1) − H(En|En−1) + H(Sn−1, En|En−1) − H(En|En−1)

−H(Sn+1, En, Sn−1|En−1) + H(En|En−1)]

+H(Sn+1, Sn, En|En−1) − H(Sn, En|En−1)

+H(Sn−1, Sn, En|En−1) − H(Sn, En|En−1)

−H(Sn+1, Sn, En, Sn−1|En−1) + H(Sn, En|En−1)

= H(Sn+1|En−1) + H(Sn−1|En−1) + H(Sn|En−1) + H(En|En−1)

−H(Sn+1, Sn−1|En−1) − H(Sn+1, Sn|En−1) − H(Sn+1, En|En−1)

−H(Sn, En|En−1) − H(Sn−1, Sn|En−1) − H(Sn−1, En|En−1)

+H(Sn+1, Sn, Sn−1|En−1) + H(Sn+1, En, Sn−1|En−1)

+H(Sn+1, Sn, En|En−1) + H(Sn, En, Sn−1|En−1)

−H(Sn+1, Sn, En, Sn−1|En−1)

which is the co-information between Sn−1, Sn, En and Sn+1 (conditioned on En−1).
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Appendix B

Proof of Eq. (12):

Es = MI(Sn+1; Sn−1|En−1) − MI(Sn+1; Sn−1|Sn, En−1) − MI(Sn+1; Sn−1|En, En−1)

= MI(Sn+1; Sn−1|En−1) − MI(Sn+1; Sn−1|Sn, En−1)

− (MI(Sn+1; Sn−1|En−1) + MI(Sn−1; En|Sn+1, En−1) − MI(Sn−1; En|En−1))

= MI(Sn−1; En|En−1) − MI(Sn−1; En|Sn+1, En−1) − MI(Sn+1; Sn−1|Sn, En−1)

≤ MI(Sn−1; En|En−1)
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Abstract

The relationship between an artificial chemistry and its execution by a simulator is similar to that
between a nondeterministic algorithm and one of its possible computation. In this paper, we show a
possibility to use an artificial chemistry as a platform for describing and executing nondeterministic
algorithms through implementing a simple algorithm for music composition as a system of our
artificial chemistry. The system is obtained from the nondeterministic algorithm in a straightforward
manner due to the inherent nondeterminism of artificial chemistry, and the implemented system
successfully generated musical phrases. The result suggests that an artificial chemistry may be a
useful platform for describing and processing nondeterministic algorithms.

1 Introduction
In the field of artificial life, the study of artificial chemistries is becoming more and more active these
days. Artificial chemistries are abstract models of chemical reactions, and various kinds of artificial
chemistries have been proposed [4]. Artificial chemistries are chiefly applied (1) to construct systems
that show behaviour similar to that of living systems [4], or (2) to model real biochemical reactions (such
studies include [6, 9, 10]). Though the aims are different, the two kinds of applications both stay within
the same framework: (real or artificial) living systems and their models.

Each artificial chemistry has its reactor algorithm, with which a simulator of the artificial chemistry
simulates molecular reaction in the reactor. One of the main classes of such algorithms is stochastic
molecular collision; a simulator executes a system, which is described in terms of the artificial chemistry,
by selecting molecules randomly and having them collide to react. This relationship between the system
and the execution is similar to that between a nondeterministic algorithm and its possible computation:
selecting molecules corresponds to making a choice at a choice point in the nondeterministic algorithm.

In this paper, being away from living systems for a while, we explore a possibility for an artificial
chemistry to be used as a platform for nondeterministic computation. A sample problem is automatic
music composition. A reason for choosing this problem is that it seems appropriate to regard music
composition as a nondeterministic algorithm since there are many choice points in composing music
such as selecting notes or chords. Another reason is that the problem itself is challenging since it is in
the area of art.

The rest of this paper is organised as follows. After briefly explaining our artificial chemistry, we give
a simple nondeterministic algorithm for composing music. Then it is implemented as a system of the
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artificial chemistry, and musical phrases generated by a simulator are shown. Finally, we evaluate this
approach and compare with some related works.

2 Our Artificial Chemistry
This section briefly explains a simple artificial chemistry based on pattern matching and recombina-
tion [7], with which we have presented several applications [6, 8, 9, 10]. The main conceptual compo-
nents of the artificial chemistry areelements, objects, patterns, recombination rulesand asystem. The
present paper omits “sources” and “drains,” which are also parts of the artificial chemistry, since they are
not used in this study.

An elementis a primary entity in this artificial chemistry, and it corresponds to an atom or a group of
atoms in nature. It is denoted by an upper-case character or a capitalised sequence of alphanumeric
characters. For example,C, D, AmandGaug7 are elements. Anobject, which corresponds to a molecule
or a compound of molecules, is a character string or a stack of strings, such as those depicted below.

C D E C D E F
EmAm

C B A
Am

These objects are denoted by the string notations0#CDE/ , 0#CDEF/3#EmAm/, 0#CBA/1#Am/ re-
spectively; the numbers represent the displacements of lines (in numbers of elements) relative to the first
line. A displacement can be positive, zero or negative.

A patternmatches (or does not match) an object, and it may include two kinds ofwildcards. An element
wildcard matches any element, and it is denoted by a number surrounded by angle brackets such as<1>.
A sequence wildcardmatches any sequence of zero or more elements, and is denoted by a number and an
asterisk with angle brackets such as<2*> and<*2> ; the position of an asterisk represents the direction
in which the sequence can extend.

A pattern is denoted in a similar way to an object. For example, the pattern0#C<1>E/ matches the
object0#CDE/ ; the pattern0#<*1>EF/1#EmAm/ matches the object0#CDEF/3#EmAm/. Note that
the displacements are meaningful and that the length of a sequence wildcard is treated as zero in the
pattern notation.

A recombination ruletransforms a collection of objects into a collection of objects, conserving elements
just like a chemical reaction does. It is expressed in a manner similar to chemical formulae in terms of
patterns. Following are an example rule and the illustration of recombination by the rule.

0#<*1>EF/1#EmAm/ +0#GA<2*>/ → 0#<*1>EFGA<2*>/1#EmAm/

E F
EmAm

G A
- E F G A

EmAm

If this rule is applied to the objects0#CDEF/3#EmAm/and0#GAB/ , the object0#CDEFGAB/3#EmAm/
is produced and the reactants disappear. We call the left-hand side of a recombination rulelhs, and the
right-hand siderhs. Each wildcard can appear only once in lhs, and it must appear once and only once
in rhs.

A systemis a construct〈Σ,R,P0〉 whereΣ is a set of elements,R is a set of recombination rules, andP0

is the initial working multiset, which specifies objects in the working multiset at the initial state. The
system is interpreted nondeterministically as follows: (1) Initialise the working multiset to beP0; (2)
Apply one recombination rule to a collection of objects; (3) Go to Step 2.
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3 A Simple Algorithm for Music Composition
In this section, we give a simple procedure for composing music. It is somewhat based on a general
composition theory for classical music as well as on one for jazz music. We consider the diatonic scale
of C Major in an octave, namely, C4, D4, E4, F4, G4, A4, B4 and C5, and only the time value of eighth.
The chords used are the triads on the pitches C, D, E, F, G, A and B in the C Major scale, which we will
denote byC, Dm, Em, F, G, Am andBm◦, respectively.

We will generate musical phrases using the following procedure.

1. Make sequences of notes, each of which comprises eight eighth notes as one-bar melody.

2. For each bar, choose a chord that harmonises well with the first note of the bar.

3. Replace an “avoid note” in a bar (if any) with a random note.

4. Concatenate bars according to “cadence rules” to make a sequence of bars.

5. Obtain four-bar phrases from the sequence of bars.

We will explain avoid notes and cadence rules later in this section.

This procedure is a nondeterministic algorithm because each step has multiple choices of notes, chords
or bars. Moreover, steps can be (or should be) executed in an interleaving manner: for example, Step 1
must be executed at least twice before Step 4 is executed because Step 4 requires two or more bars. In
the following sections, each step of the algorithm is illustrated.

3.1 Making a Sequence of Notes

This step first chooses a random note as the first note of the sequence to make. Then, in order to make
a smooth melody, further notes are selected so that the sequence becomes a conjunct melody, i.e., a note
just above or below the previous note is chosen. For example, if E4 is chosen as the first note, the next
note is either D4 or F4. If F4 is chosen at this time, the next note is E4 or G4. This process continues to
make a one-bar (eight eighth note) melody.

3.2 Choosing a Chord

In this step, a chord is chosen for a one-bar melody according to the first note: a chord that includes the
first note as its components is chosen. For example, if the first note of the sequence is E4, a chord is
chosen for this sequence from amongC, Em andAm.

3.3 Replacing Avoid Notes

A chord has a particular pitch that is dissonant with the chord. We define this pitch as anavoid pitch
of the chord. For example, the pitch C4 does not harmonise well with the chordG, so the pitch C4 is
defined as an avoid pitch ofG. The list of chord and its avoid pitch is as follows:C/F4,Dm/B4, Em/F4,
G/C, Am/F4 andBm◦/C (where C means both C4 and C5); the chordF has no avoid pitch.

Since the previous step chooses a chord for a bar according only to the first note of the bar, the melody
may contain a note with an avoid pitch (it is generally calledavoid note) of the chord. In order to reduce
dissonance, this step replaces an avoid note with a random note. Though it is possible that this step gives
another avoid note such as C5 replacing C4 for the chordG, applying this step again will replace it with
another note, which is possibly not an avoid note.
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3.4 Concatenating Bars

The chords are categorised into the following four functional groups: tonic (which we will denote by
T), subdominant (S), dominant (D) and second dominant (D2). In C Major, the tonic chords areC, Em
andAm; the subdominant chords areDm, F andAm; the dominant chords areEm, G andBm◦; and the
second dominant chords areDm andF. The following progressions of functions are typical cadences:
T-D-T, T-S-T andT-D2-D-T. We call these the cadence rules, and will use them to combine bars.

Each bar has been given a chord, and bars are concatenated one by one according to the cadence rules.
Let this step decide which bar to add as the next bar based on the chord of the previous bar as follows.

1. AddT afterD or D2.

2. AddSafterT.

3. AddD afterT or D2.

4. AddD2 afterT.

For example, if the first bar has the chordC, whose function isT, a chord of any function except forT
can be added (because 2, 3 and 4 can be applied). IfG is chosen here (which isD), any tonic chord (C,
Em or Am) can come next (only 1 can be applied).

3.5 Obtain Phrases from a Sequence of Bars

Four-bar phrases are obtained from the sequence of bars generated in the previous step. In order for a
phrase to sound naturally, we impose a restriction on phrases: one should start with a tonic chord. To
achieve this, the first bar with a tonic chord is sought in the sequence, and the sequence of four bars
starting at the tonic bar is obtained as one phrase. This process is repeated to generate more phrases.

4 Description of the Algorithm
We give the description of a system that implements the algorithm. The description comprises 24 kinds
of elements, 43 kinds of initial objects (1826 objects in total), and 65 recombination rules.

4.1 Design of Elements and Objects

We use the following elements.

• Notes:C4, D4, E4, F4, G4, A4, B4 andC5; each represents an eighth note of the pitch.

• Chords:C, Dm, Em, F, G, AmandBm.

• Chord functions:T (tonic),S (subdominant),D (dominant) andD2 (second dominant).

• Miscellaneous elements for control:Degree , Chord , Avoid , Start andStop .

A sequence of notes is represented by a line of note elements. For example,0#C4D4E4F4G4A4B4C5/
represents a phrase shown below.

4
4
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0#StartE4D4C4D4E4C4G4G4D4E4F4E4F4G4F4E4G4C5G4A4B4C5B4C5G4F4G4F4G4F4E4D4Stop
/1#TCCCCCCCDGGGGGGGTCCCCCCCDGGGGGGG/

(a) An example object representing a four-bar phrase

C G C G

4
4

(b) The music represented by the above object

Figure 1: An example object representing four-bar phrase and its music.

A bar with a chord is represented by a two-line object like0#C4D4E4F4G4A4B4C5/0#TCCCCCCC/,
which is the same bar as above accompanied by the chordC. The elementT in the second line means
that the function of the chord isT (tonic).

A complete four-bar phrase is represented as an object that comprises four objects of the above form com-
bined left to right, terminated by the elementsStart andStop , such as the one shown in Figure 1(a)
(folded to fit in the page). This object represents the phrase shown in Figure 1(b).

4.2 Initial Objects

In the working multiset, we give the following initial objects. (The number of objects is shown in
brackets.)

• Objects expressing conjunct motion [100 for each]:

0#Degree/0#C4D4/ , 0#Degree/0#D4C4/ , 0#Degree/0#D4E4/ , 0#Degree/0#E4D4/ ,
0#Degree/0#E4F4/ , 0#Degree/0#F4E4/ , 0#Degree/0#F4G4/ , 0#Degree/0#G4F4/ ,
0#Degree/0#G4A4/ , 0#Degree/0#A4G4/ , 0#Degree/0#A4B4/ , 0#Degree/0#B4A4/ ,
0#Degree/0#B4C5/ , 0#Degree/0#C5B4/ .

For example,0#Degree/0#C4D4/ represents the motion from C4 to D4.

• Chord objects [20 for each]:

0#Chord/0#TCCCCCCC/ , 0#Chord/0#TEmEmEmEmEmEmEm/,
0#Chord/0#TAmAmAmAmAmAmAm/, 0#Chord/0#DEmEmEmEmEmEmEm/,
0#Chord/0#DGGGGGGG/, 0#Chord/0#DBmBmBmBmBmBmBm/,
0#Chord/0#SDmDmDmDmDmDmDm/, 0#Chord/0#SFFFFFFF/ ,
0#Chord/0#SAmAmAmAmAmAmAm/, 0#Chord/0#D2DmDmDmDmDmDmDm/,
0#Chord/0#D2FFFFFFF/ .

An object0#Chord/0#TCCCCCCC/ represents the tonic chordC. There are chords that have
multiple functions such asAm, which is tonic and subdominant; for such a chord, we give one
type of object for each function.

• Objects to replace avoid notes [10]:0#Avoid/0#Dummy/ . This object replaces an avoid note
with aDummyelement.

• Objects to give random notes in the place ofDummy[10 for each]:

0#Avoid/0#C4/ , 0#Avoid/0#D4/ , 0#Avoid/0#E4/ , 0#Avoid/0#F4/ ,
0#Avoid/0#G4/ , 0#Avoid/0#A4/ , 0#Avoid/0#B4/ , 0#Avoid/0#C5/ .
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An object0#Avoid/0#C4/ is used to replaceDummywith C4, for example.

• Objects to terminate a phrase [100]:0#StartStop/ .

• Objects of beginning notes [2 for each]:0#C4/ , 0#D4/ , 0#E4/ , 0#F4/ , 0#G4/ , 0#A4/ , 0#B4/ ,
0#C5/ . These objects serve as “seeds.” A phrase starts to grow from a seed using objects for
conjunct motion.

The numbers of objects are given somewhat arbitrarily. We chose them so that a few phrases can be
generated in a reasonable period of time when the description is run on our simulator.

4.3 Recombination Rules

We give a group of rules to each step of the algorithm shown at the beginning of Section 3. Each group
is explained below with an example.

Making a sequence of notes. The following rule adds a next note to a sequence that ends with
D4 (the first term of lhs) using a conjunct motion object (the second term of lhs); if the object is
0#Degree/0#D4E4/ , the note E4 (matched by the wildcard<2>) is added to the sequence (the first
term of rhs).

0#<*1>D4/ +0#Degree/0#D4<2>/ → 0#<*1>D4<2>/ +0#Degree/0#D4/ (1)

Similar rules are given for all the pitches C4 through C5. (Since our artificial chemistry permits only one
occurrence of a wildcard on each side of a recombination rule, a generic rule such as “0#<*1><3>/ +

0#Degree/0#<3><2>/ → ··· ” is not allowed. However, introducing syntax sugar will enable such a
rule without affecting the expressive power of the artificial chemistry.)

Choosing a chord. As explained in Section 3.2, a chord for a bar is chosen according to its first note.
If the note is E4, possible chords areEm, C andAm. The following three rules express it. (The notation
<1..7> is an abbreviation for<1><2><3><4><5><6><7> .)

0#E4<1..7><8><9*>/ +0#Chord/0#TEmEmEmEmEmEmEm/

→ 0#E4<1..7>/0#TEmEmEmEmEmEmEm/+0#<8><9*>/ +0#Chord/ (2)

0#E4<1..7><8><9*>/ +0#Chord/0#TCCCCCCC/

→ 0#E4<1..7>/0#TCCCCCCC/ +0#<8><9*>/ +0#Chord/ (3)

0#E4<1..7><8><9*>/ +0#Chord/0#TAmAmAmAmAmAmAm/

→ 0#E4<1..7>/0#TAmAmAmAmAmAmAm/+0#<8><9*>/ +0#Chord/ (4)

Each rule cuts the first eight notes of the sequence into a bar, along with adding the chord as the second
line of the object (the first term of rhs).

BecauseAm is not only tonic but also subdominant, one more rule is given:

0#E4<1..7><8><9*>/ +0#Chord/0#SAmAmAmAmAmAmAm/

→ 0#E4<1..7>/0#SAmAmAmAmAmAmAm/+0#<8><9*>/ +0#Chord/ (5)

In similar ways, recombination rules to add chords are given for the other chords and functions.
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(1) T

(2) T D2

(3) T D2 D

(4) T D2 D T

(5) T D2 D T D

(6) T D2 D T D T

(7) T D2 D T D T
generated phrase

(8) D T S

(9) D T S T

(10)
a phrase cannot

start withD ±°²¯
D T S T D

(11) D¾cut and
reused T S T D T

(12) T S T D
generated phrase

T

Figure 2: An example process of generating phrases.

Replacing avoid notes. Replacing an avoid note comprises two steps. The first step replaces the avoid
note with aDummyelement. For example, the chordC has F4 as its avoid pitch so we give the following
rule to substituteDummyfor F4:

0#<*1>F4<2*>/0#<*3>C<4*>/ +0#Avoid/0#Dummy/

→ 0#<*1>Dummy<2*>/0#<*3>C<4*>/ +0#Avoid/0#F4/ (6)

Similar rules are given for the other chords. The second step replacesDummywith an arbitrary note,
which is performed by the rule below using an object that gives a random note (e.g.,0#Avoid/0#C4/ ,
matched by the second term of lhs):

0#<*1>Dummy<2*>/0#<*3><4><5*>/ +0#Avoid/0#<6>/

→ 0#<*1><6><2*>/0#<*3><4><5*>/ +0#Avoid/0#Dummy/ (7)

Concatenating bars and obtaining phrases. As a sequence of bars is represented by an object in our
design, concatenating bars and obtaining phrases are described in terms of reactions involving this type
of object. An example process is illustrated in Figure 2.

A bar serves as a seed for this process (Figure 2(1)), and bars are added one by one to this seed. The rule
below adds a bar with a second dominant chord to a bar sequence that ends with a tonic chord. Thus this
rule implements the progression ofT-D2 (the step (1) to (2) in Figure 2).

0#<*1><2..9>/0#<*10>T<11..17>/ +0#<18><19><20*>/0#D2<21*>/

→ 0#<*1><2..9><18><19><20*>/0#<*10>T<11..17>D2<21*>/ (8)

We give similar rules for each of the other cadence patterns (discussed in Section 3.4)T-D, T-S, D-T,
D2-D andD2-T, which are used in the steps (1) through (6) in Figure 2.

In order to obtain a four-bar phrase that starts with a tonic chord, we give the following rule (applied in
the step (7) in Figure 2).

0#<1..32><33><34*>/0#T<35..65><66><67*>/ +0#StartStop/

→ 0#Start<1..32>Stop/1#T<35..65>/ +0#<33><34*>/0#<66><67*>/ (9)

The first term of rhs represents the obtained four-bar phrase terminated withStart andStop , resulting
such an object as shown in Figure 1(a).

The remaining sequence of bars (represented by the second term of rhs) continues growing (the steps
(8) through (10)). However, this sequence may start with a non-tonic chord. In such a case, even if
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(1)

Am Am C G

4
4

(2)

Em Dm G Em

4
4

(3)

C Bm Am F

4
4

Figure 3: Some phrases generated by the artificial chemistry.

the sequence gets longer than four bars (e.g., Figure 2(10)), no phrase starting with a tonic chord can
be obtained from the head of this sequence. In order to recover from this situation, we add rules to cut
off the first bar from a phrase if the bar has a non-tonic chord. An example rule is shown below, which
detaches the first bar if it has a dominant chord (Figure 2(11)).

0#<1..8><9><10*>/0#D<11..17><18><19*>/

→ 0#<1..8>/0#D<11..17>/ +0#<9><10*>/0#<18><19*>/ (10)

The detached bar will be reused to make another phrase. We give similar rules for the other non-tonic
functionsD2 andS.

5 Simulation and Results
We gave the description of the system illustrated above to our simulator of the artificial chemistry and
performed simulation. The current simulator is implemented on the Cocoa Framework / Mac OS X using
Objective-C. It employs a reactor algorithm based on random collision. Although the algorithm is quali-
tatively sound (i.e., the simulator follows one possible computation path among from all the possibilities
represented by the given nondeterministic algorithm), it still lacks sufficient theoretical foundation for
simulating quantitative behaviour. We therefore show only the products of the runs as preliminary re-
sults, abstaining from time-series analysis of their behaviour. Such analysis, along with establishing a
chemically plausible algorithm and improving the simulator, is our future work.

Once an object representing a four-bar phrase is terminated by the elementsStart andStop by the
application of Rule 9, the object is no longer recombined by any rule. We collect objects of this form as
final products since the system has no terminating condition. A typical run generates three to five phrases
in approximately one hour on Power PC G5 1.8GHz. The phrase shown in Figure 1 is a generated phrase,
and some other phrases are shown in Figure 3. While melodies are generated based on conjunct motion,
each phrase shown in the Figures has a jump in the melody. This is because avoid notes are replaced
with random notes.

6 Discussion
The process of music composition given in Section 3 represents a vast number of musical phrases that
observe the following style of music: (1) the melody of a bar is smooth in the sense that the movement
is based on conjunct motion; (2) a bar has little dissonance caused by avoid notes; and (3) the chord
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progression is natural in the sense it follows the cadence rules. Since there are multiple choices in most of
the compositional steps, the process is expressed as a nondeterministic algorithm. The algorithm is then
implemented in the artificial chemistry in an straightforward manner: the recombination rules correspond
to the steps of the algorithm, and intermediate data (i.e., computational states of the nondeterministic
algorithm) are represented as objects. The inherent nondeterminism of the artificial chemistry enabled
the algorithm to be implemented straightforwardly.

This nondeterministic approach to composing music has the following benefits over a deterministic ap-
proach.

• In almost every step of composing musical phrases, there are multiple choices such as choosing
a note or a chord. If this is achieved by a deterministic algorithm, it must utilise randomness
explicitly to make a choice. In our approach this property is already built in the nondeterminism
of the framework, so the designer of rules and objects needs not care about it.

• To make a multiple-bar phrase, a process has to generate a bar with a chord with an appropriate
function. For example, if the process has a sequence of bars that ends with a dominant bar, the
next bar must be a tonic bar. A deterministic algorithm must deliberately generate a tonic bar.
In contrast, our algorithm can choose an appropriate bar from a set of bars already generated (or
going to be generated).

• Our approach can produce phrases in parallel using the inherent nondeterminism of the algorithm.
A deterministic algorithm must be explicitly parallelised if it is to run on a parallel platform.

Generating musical phrases can be viewed as a search problem, and genetic algorithms (GAs) have been
applied to this problem. GA methods can be categorised into four approaches based on types of fitness
functions, namely, deterministic, formalistic, user-determined and neural [3]. Among them, similar to
ours is the formalistic approach, whose fitness functions give high fitness values to musical phrases that
adhere to existing rules of musical theory. The main difference is as follows. In each generation in a GA
run, some individuals are fit and others unfit; in other words, some of them satisfy the given formalistic
requirements and others do not. In our approach, the nondeterministic algorithm is designed so that
every generated phrase satisfies the formalistic requirements; we need no “fitness function” to evaluate
how good (i.e., how well abiding by the formalism) a generated phrase is. Moreover, in GA methods,
unfit individuals are simply discarded if the method uses the standard selection technique, while our
algorithm has steps to improve or reuse them: avoid notes are replaced to make better harmony (note
that it is hard to replace them by random mutation), and a dominant bar at the top of a phrase is cut and
reused. From this viewpoint a nondeterministic algorithm is more flexible than GA. The main limitation
of our approach is that the designer must know beforehand an algorithm for composition, orhow to
compose music. On the other hand, a fitness function of GA can representwhatmusic is desired. We do
not consider this as a shortcoming of our approach; they can rather be combined. A possible scenario is
as follows: first, an artificial chemistry generates a number of phrases that adhere to a specific musical
formalism; then they are fed to GA as the initial population to obtain better phrases.

Beyls [1] proposed a model for generating melodies based on simulated molecular collisions in combi-
nation with GA. The distances between molecules are interpreted as musical events. The user can change
the rules for collisions interactively. The purpose of the system is to observe the emergence of unexpected
musical structure; the system would be hard to be applied to create musical phrases that conform to an
arbitrary musical style. In contrast, our approach is more amenable to styles since a nondeterministic
algorithm allows a great degree of control.

Cellular automata are also used to implement systems that generate music. One of such systems is
CAMUS [5], which uses two kinds of cellular automata to produce phrases of triads. The coordinates of
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an active cell decide the intervals of a triad; the root pitch of the triad is decided from parameters given
by the user. Active cells change as the cellular automata run, by which a sequence of triads is generated.
The aim of CAMUS is to create new kinds of music; ours is to generate music in a certain style, which
is difficult to implement simply with limited parameter control such as that available in CAMUS.

SWARMUSIC [2] is a swarm system that generates music. The emphasis of this system is on real-time
improvisation and interaction, not algorithmic composition of music, which we aim in this study.

7 Conclusion
In this paper, we implemented a simple music composing algorithm as a system in our artificial chem-
istry, and showed that it can produce musical phrases without human intervention. The nondeterministic
algorithm was straightforwardly described as rules in the artificial chemistry; the simulator acted as a
processor of the algorithm. It suggests that an artificial chemistry may be a useful platform for de-
scribing and processing nondeterministic algorithms due to its inherent nondeterminism. Furthermore,
thinking of the compatibility with molecular computing, artificial chemistries would possibly serve as an
intermediary between molecular computing and nondeterministic algorithms.
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Abstract

Since the concept of autopoiesis was proposed as a model of minimal living systems by
Maturana and Varela, and applied to social systems by Luhmann, there has been only a few
mathematically strict models to represent the characteristics of it because of its difficulty for
interpretation. In order to explore the validity of this concept, this paper proposes a more
general formal description of autopoiesis based on the theory of category. This paper focuses
on the distinction of organizations and structures, and then discusses its implications and
problems on formalization of autopoiesis.

1 Introduction

Autopoiesis gives a framework in which a system exists as an organism through physical and
chemical processes, based on the assumption that organisms are machinery [7]. According to the
original definition of it by Maturana and Varela, an autopoietic system is one that continuously
produces the components that specify it, while at the same time realizing itself to be a concrete
unity in space and time; this makes the network of production of components possible. An
autopoietic system is organized as a network of processes of production of components, where
these components:

1. continuously regenerate and realize the network that produces them, and

2. constitute the system as a distinguishable unity in the domain in which they exist.

The characteristics of autopoietic systems Maturana gives are as follows:

Autonomy: Autopoietic machinery integrates various changes into the maintenance of its or-
ganization. A car, the representative example of non–autopoietic systems, does not have
any autonomy.

Individuality: Autopoietic machinery has its identity independent of mutual actions between
it and external observers, by repeatedly reproducing and maintaining the organization.
The identity of a non–autopoietic system is dependent on external observers and such a
system does not have any individuality.
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Self–Determination of the Boundary of the System: Autopoietic machinery determines
its boundary through the self–reproduction processes. Since the boundaries of non–
autopoietic systems are determined by external observers, self–determination of the bound-
aries does not apply to them.

Absence of Input and Output in the System: Even if a stimulus independent of an au-
topoietic machine causes continuous changes in the machine, these changes are subor-
dinate to the maintenance of the organization which specifies the machine. Thus, the
relation between the stimulus and the changes lies in the area of observation, and not in
the organization.

This system theory has been applied to a variety of fields including sociology [5]. However, there
has been only a few mathematically strict models to represent the characteristics of it because
of its difficulty for interpretation. McMullin has studied a computational model of autopoiesis
as 2–D biological cells [9]. Bourgine and Stewart proposed a mathematical formalization of
autopoiesis as random dynamical systems and explored the relationships between autopoiesis
and cognitive systems [2]. Letelier, et. al., suggested the relationships between autopoiesis
and metabolism–repair systems [6], which is an abstract mathematical model of biological cells
proposed by Rosen [13]. Nomura also proposed a mathematical model of autopoiesis based on
Rosen’s system [10]. These models vary from abstract algebraic formalization to computational
models based on artificial chemistry.

In order to explore the validity of autopoiesis more deeply, this paper reconsiders necessary con-
ditions for modeling characteristics of autopoiesis based on Kawamoto’s theory [4], and discusses
a problem of the above existing models of autopoiesis. On these consideration and discussion,
this paper uses the category theoretic formalization of autopoiesis, which was proposed by No-
mura [11, 12] to clarify whether autopoiesis can really be represented within the conventional
mathematical frameworks.

2 Distinction between Organization and Structure

In Japan, Kawamoto has continued his own development of autopoiesis [4]. Kawamoto’s theory
focuses on circular relations of components and the network of production processes of compo-
nents.

Kawamoto’s important claims are as follows: an autopoietic system is a network consisting of
relations between production processes of components. This network produces components of
the system, and the components exist in physical spaces. Then, the system exists only if the
components reproduce the network of production processes. The structure of the system is a
realization of the system through the operation of the system in the physical space, and the
organization of the system is a form of the network. The organization is functionally specified,
although the structure is realized in the physical space.

The above claims by Kawamoto have an important implication. The organization of a system
differs from the structure since they exist in different levels. This distinction is mentioned
in Maturana and Varela’s original literature [8]. Figure 1 shows this aspect. The distinction
between organizations and structures in an autopoietic system can be interpreted as a distinction
between categories on which the organization and structure of a autopoietic system are defined
in a mathematical formalization of it.

This distinction is suggested from another formal perspective.

Rosen compared machine systems with living systems to clarify the difference between them,
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Figure 1: Aspect of Autopoiesis based on Distinction between Organization and Structure

based on the relationship among components through entailment [13]. In other words, he focused
his attention on where the function of each component results from in the sense of Aristotle’s
four causal categories, that is, material cause, efficient cause, formal cause, and final cause. As a
result, Rosen claimed that a material system is an organism if and only if it is closed to efficient
causation. Furthermore, Rosen suggested that systems closed under efficient cause cannot be
described with their states because they lead to infinite regress [13].

Nomura proposed a category theoretic formalization of autopoiesis under the assumption that
closure under entailment or production is a necessary condition for a system to be autopoietic
because the components reproduce themselves in the system [11, 12]. Although this formalization
showed the possibility of constructing systems closed under entailment in specific categories,
these categories had to satisfy the condition that operands coincide with operators (X ' XX).
Although Soto–Andrade and Varela provided a category satisfying this condition (the category
of partially ordered sets and continuous monotone maps with special conditions), this category
is very special [14].

The above two works have an important implication. If circular relations between components
and their production process network are closed under entailment, this closedness may be hard
to be formalized in general state spaces. On the other hand, the structure of an autopoietic
system must be realized in a state space as a physical one. These implications suggest the
distinction between organizations and structures in formalization of autopoiesis.

However, there is no general model of autopoiesis reflecting this distinction. The existing com-
putational models and dynamical system models are defined on state spaces specific for them.
In other words, they specify structures of systems as relations between elements of the systems,
and have no explicit formalization of the organizations.

On the other hand, Nomura’s category theoretic model [11, 12] represents only the aspect of
closedness in organizations, and lacks the structures in autopoiesis. The next section proposes a
category theoretic formalization of autopoiesis involving the distinction between organizations
and structures, by complementing this lack.
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3 Category Theoretic Model of Distinction between Organiza-

tions and Structures

3.1 Theory of Category

Category theory is an algebraic framework to abstractly handle the collection of mathematical
objects having some specific properties, such as “the collection of all groups”, “the collection
of all sets”, “the collection of all topological spaces”, “the collection of differential manifolds”,
and so on [1]. In this framework, an individual space or set is dealt with as an object, and a
function or map from an object to another object is dealt with as a morphism corresponding to
an arc between them. Thus, the inner structures of any object and morphism are reduced, and
pure relations of morphisms between are focused on. This can make it possible to investigate
what category of mathematical objects a specific relation between objects (for example, closed
relations between objects and morphisms) is satisfied in.

In addition, category theory can deal with relations of categories themselves as functors. This
can make it possible investigate relations between a specific category and general ones such as
state spaces.

As mentioned in the previous section, the organization of an autopoietic system should be
formalized as a network of components and production processes, closed under entailment. Then,
the structure of the system should be realized in a state space. The proposal in this paper is that
the organization is formalized in a specific category, the structure is formalized in the category
of general state spaces, and realization from the organization to the structure in the autopoietic
system is modeled by a functor between the categories.

3.2 Completely Closed Systems as Organizations

This paper shows a formalization using “completely closed systems” as an example of organi-
zation [11, 12]. Although there are other closed systems to be considered as organizations, this
paper focuses on this simple type of systems to provide with easier interpretation.

We assume that an abstract category C has a final object 1 and product object A × B for any
pair of object A and B. The category of all sets is an example of this category. Moreover,
we describe the set of morphisms from A to B as HC(A, B) for any pair of objects A and B.
A element of HC(1, X) is called a morphic point on X. For a morphism f ∈ HC(X, X) and
a morphic point x on X, x is called a fixed point of f iff f ◦ x = x (◦ means composition of
morphisms) [14]. Morphic points and fixed points are respectively abstraction of elements of a
set and fixed points of maps in the category of sets.

When there exists the power object Y X for objects X and Y (that is, the functor · × X on C
has the right adjoint functor ·X for X), note that there is a natural one–to–one correspondence
between HC(Z × X, Y ) and HC(Z, Y X) for any objects X, Y , Z satisfying the diagram in the
left half of figure 2. Thus, there is a natural one–to–one correspondence between morphic points
on Y X and morphisms from X to Y satisfying the diagram in the right half of figure 2 [15].

When components in a system are not only operands but also operators, the easiest method
for representing this aspect is the assumption of existence of an isomorphism from the space of
operands to the space of operators [3].

Now, we assume an object X with powers and an isomorphism f : X ' XX in C. Then,
there uniquely exists a morphic point p on (XX)X corresponding to f in the above sense, that
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is , p′ = f . Since the morphism from XX to (XX)X entailed by the functor ·X , fX , is also
isomorphic, there uniquely exists a morphic point q on XX such that fX ◦ q = p. We can
consider that p and q entail each other by fX . Furthermore, there uniquely exists a morphic
point x on X such that f ◦ x = q because f is isomorphic. Since we can consider that x and q

entail each other by f , and f and p entail each other by the natural correspondence, the system
consisting of x, q, p, f , and fX is completely closed under entailment. Moreover, if x is a fixed
point of g : X → X naturally corresponding to q, that is, g◦x = x, we can consider that x entails
itself by g. Figure 3 shows the diagrams of this completely closed system and the entailment
relations.

3.3 Structures Induced by Completely Closed Systems

Here, we consider the formalization of structures induced by the organization mentioned in the
previous section as follows.

We assume a family of categories {Cλ}λ, and that each Cλ includes a completely closed system

{Xλ, xλ ∈ HCλ
(1, Xλ), fλ ∈ HCλ

(Xλ, Xλ
Xλ), qλ ∈ HCλ

(1, Xλ
Xλ), pλ ∈ HCλ

(1,
(
Xλ

Xλ

)Xλ

), gλ ∈

HCλ
(Xλ, Xλ)}. Moreover, we assume another category D. Here, it is assumed that D is the

category consisting of state spaces and maps between them, or its subcategory.
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Now, we assume a family of functors {Fλ : Cλ → D}λ such that Fλ(1Cλ
) = 1D, Y = Fλ(Xλ),

y = Fλ(xλ) ∈ HD(1, Y ) = Y for all λ, and αλ = Fλ(gλ) ∈ HD(Y, Y ) = H(1, Y Y ) = Y Y for any
λ (here, we can regard HD(1, Y ) = Y and HD(Z, Y ) = HD(1, Y Z) = Y Z since D is the category
of state spaces). Note that αλ(y) = αλ ◦ y = Fλ(gλ) ◦ Fλ(xλ) = Fλ(gλ ◦ xλ) = Fλ(xλ) = y for
any λ, that is, y is a fixed point of αλ.

We propose that the family of the completely closed systems {{Xλ, xλ, fλ, qλ, pλ, gλ}}λ is an
organization of an autopoietic system and {Y, y, {αλ}λ} is its structure realized on the category
D through the family of the functors {Fλ} if for any λ one of the following conditions is satisfied:

1. ∃βλ ∈ HD(Y, Y Y ) = HD

(
1, (Y Y )

Y
)

= (Y Y )
Y

s.t., βλ(y) = αλ, βλ
Y (αλ) = βλ

2. ∃βλ ∈ HD(Y, Y Y ), λ1, λ2, and βλ2
∈ HD(Y, Y Y ) s.t., βλ(y) = αλ1

, βλ = βλ2

Y (αλ2
)

The above relationship between the organization and structure represents the aspect that the
structure is entailed repeatedly within the organization. Figure 4 shows these organization and
realized structure.

4 Discussion

This section discusses some implications of the formalization of autopoiesis proposed in the
previous section, and some problems of it.
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4.1 Implications

The proposed formalization of autopoiesis explicitly represents a distinction between organiza-
tions and structures. The following four facts can be implied from this representation.

First, the organization is static and closed under entailment between morphic points and mor-
phisms. This implies the aspect of autopoiesis that the network consisting of relations between
production processes of components is reproduced by the components.

Second, by distinguishing the category on which the structure is realized from the categories
on which the organization is defined, a kind of dynamics in the structure is implied. On this
dynamics, a part of the structure αλ is dealt with. The first condition of structure in the previous
section means that αλ is dynamically maintained and the structure is closed by the existence
of βλ. The second condition of structure in the previous section means that αλ is dynamically
changed within the organization, that is, change of the structure under the unique organization.

Third, by introducing realization as a family of functors from the categories of organization to
the category of state spaces, non–uniqueness of structures for the organization is represented.
In other words, for the same organization {{Xλ, xλ, fλ, qλ, pλ, gλ}}λ, the existence of another
structure {Y ′, y′, {α′

λ
}λ} and its realization {F ′

λ
} are implied. This suggests that a structure of

autopoiesis having an organization based some physical materials can be realized based on other
materials.

Fourth, the formalization in the paper uses completely closed systems as a simpler example of
organization. Of course, closed systems of organizations are not limited to completely closed
systems [12]. Thus, the proposed formalization implies a variety of organizations, structures,
and realization.

4.2 Problems

On the other hand, the proposed formalization of autopoiesis has the following problems.

The proposed formalization assumes that organizations are formalized on categories permitting
the existence of an isomorphism from the space of operands to the space of operators, in prior to
state spaces on which the structures are realized. Then, change of the structures is fixed within
the organizations. This is anticipation of the issues in a sense.

This is critical when we consider whether a system can be identified as autopoiesis by observers
who can only see the structure on a state space. In order for the observers to be able to identify
the system as autopoiesis, they must be able to find the organizations that cannot be formalized
on the state space, and the categories of functional spaces on which the organizations are closed in
the sense that the network consisting of relations between production processes of components
is reproduced by the components. When these observers assume the organizations based on
only the structures, however, there is arbitrariness in this assumption since the proposed model
does not include any specification of organizations from structures. In this sense, the proposed
formalization of autopoiesis may not be autopoiesis itself but just a cognitive model of the way
in which these observers identify the system as autopoiesis.

This critical problem is caused by explicit distinction of organizations and structures, and closed-
ness of organizations. As far as closedness of organizations is assumed, organizations are hard
to be found in state spaces on which structures are realized. Thus, another category in an
abstract level is necessary. As one of ways to refine the proposed formalization, we consider its
application to the existing computational and dynamical systems models of autopoiesis, that is,
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investigation of categories of organization assuming these models as structures. By this applica-
tion, we can find whether the proposed formalization can discriminate between autopoietic and
non–autopoietic systems.

5 Summary

This paper focused on the distinction of organizations and structures in autopoiesis reconsidering
necessary conditions for modeling characteristics of autopoiesis based on Kawamoto’s theory [4].
Then, a general formalization of autopoesis based on category theory was proposed while explic-
itly representing the distinction of organizations and structures. In addition, some implications
and problems were discussed.

As an important future work, we consider application of the proposed framework to real systems
including biological, mental, and social systems. This can allow us to investigate whether the
proposed framework is useful to clarify the difference between autopoietic and non–autopoietic
systems at an abstract mathematical level.

References

[1] Borceux, F. (1994). Handbook of Categorical Algebra 1: Basic Category Theory. Cambridge University
Press.

[2] Bourgine, P. and Stewart, J. (2004). Autopoiesis and cognition. Artificial Life, 10(3):327–346.
[3] Kampis, G. (1991). Self–Modifying Systems in Biology and Cognitive Science: A New Framework for

Synamics, Information, and Complexity. Pergamon Press.
[4] Kawamoto, H. (1995). Autopoiesis: The Third Generation System. Seido–sha Publishers. (in

Japanese).
[5] Kneer, G. and Nassehi, A. (1993). Niklas Luhmanns Theorie Sozialer Systeme. Wilhelm Fink Verlag.

(Japanese Edition: Tateno, T., et.al., (1995). Shinsensha.).
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Abstract

Alive matter distinguishes itself from inanimate matter by actively maintaining a high degree
of inhomogenous organisation. Information processing is quintessential to this capability.
The present paper inquires into the degree to which the information processing aspect of
living systems can be abstracted from the physical medium of its implementation. Informa-
tion processing serving to sustain the complex organisation of a living system faces both the
harsh reality of real-time requirements and severe constraints on energy and material that
can be expended on the task. This issue is of interest for the potential scope of Artificial Life
and its interaction with Synthetic Biology. It is pertinent also for information technology.
With regard to the latter aspect, the use of a living cell in a robot control architecture is
considered.

1 Life as information process

The difference between the living and non-living is not, as once supposed, a material difference
or a difference in the applicable laws of nature [1]. Now, life appears to be delimited only by
a peculiar organisation of the very same matter that forms the remaining non-living universe.
This organisation can be sustained only by active maintenance which in turn necessitates the
processing of information. As a consequence, life without computation is inconceivable.

This is true down to the simplest organisms and even their molecular constituents. The macro-
molecules that underly the structure and function of living systems are not simply products
of chemical reactions; they are individually assembled in sophisticated and tightly controlled
production processes with fine grained quality control mechanisms—all of which require com-
putation. Endowed with an essential information processing capability, organisms recruited it
and extended it for other tasks, most prominently for acquiring nutrients, for avoiding hazards,
and for reproduction.

But if one attempts the implementation of life-like artificial devices then the discrepancy between
formal computation of practicable complexity and the real-time requirements in an open physical
world becomes all too apparent. The question arises whether the intertwining of information
processing and material processes innate to organisms may confer computational capabilities
that in practice surpass conventional computing methods?
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1.1 Abstract computation

Information and operations on it can be described independent of any physical implementation.
This approach turned out to be quite fruitful. Hartley derived the familiar measure of infor-
mation from symbol frequencies and thus deliberately removed the physical information carrier
from the picture [2]. Similarly the formalisation of a human computer by Turing [3] enabled the
study of computation independent of an actual realisation. Turing formulated his abstraction
to show that problems do exist that cannot be solved by a computer, even if no constraints are
placed on available storage space and the time it will take to arrive at a result. His abstraction
also entailed a simple but general machine model for computation which subsequently turned
out to be equivalent to several other formalisations of computation (in particular also equivalent
to recursive functions) and was highly influential in the field of theoretical computer science. It
is now generally believed that anything that in principle can be computed can also be computed
on Turing’s machine [4]. In fact, the mathematical notion of what is “effectively computable”
refers now to the class of problems that can be solved by Turing’s machine model. Such ma-
chines, capable of carrying out any computation, are called universal. It is worth emphasising
that a universal machine is always a hypothetical construct—a machine that would be restricted
to a finite memory cannot be universal.

Interestingly, for a machine to be universal it does not require a sophisticated mechanism nor a
complex architecture. A processor with an instruction set of only the two commands ‘increment’
and ‘decrement with conditional jump’ coupled to an unlimited random access memory would
be universal in the above sense. Or, for instance, closer to Turing’s original formulation, a
finite state automaton with only seven states and a capability to manipulate symbols in a
sequential access memory is sufficient to be universal [4]. Accordingly, from the standpoint of
what is in principle computable, many information processing systems have essentially the same
power. Thus, no matter how much more complex the architecture of an information processor
is compared to the aforementioned simple universal machines, it will not be able to perform a
computation that could not also be performed by any of the simple universal machines.

After what has been stated regarding the equivalence of information processors it is reasonable to
suppose that the computation requisite for life falls within the realm of the universal machines.
It should therefore in principle be possible to abstract the information processing aspect of
living matter by means of a universal computational model. This would seem to indicate that
it is possible to satisfactorily capture the information processing aspect of living systems by a
formal implementation, for instance, on a general purpose digital computer. But, as a matter
of fact, attempts to replicate the essence of life in abstracted information processes have not
resulted in convincing demonstrations of life-like phenomena. Given that Biology hardly ever
takes explicit heed of the role information processing plays in the alive state of matter, a partial
explanation of this may be that the processes themselves are not sufficiently understood to be
formalised. Another explanation, however, arises from the possibility that the physical substrate
that implements the computation is of greater relevance than the abstraction outlined above
would permit. It is the latter possibility on which we will focus for the remainder of this paper.

1.2 Real computation

The previous section delineated a picture in which all reasonably complete computing machines
have the same ultimate theoretical capability. This finding hinges on ignoring requirements in
memory space and execution time. The picture changes radically if not hypothetical formal
machines, but practical devices are concerned. Then computability is constrained by physical
dynamics and realistic resource limitations.
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It is possible to estimate the ultimate limitation of physically feasible computing from the speed
of light as limit for signal distribution and the constraint Heisenberg’s uncertainty principle
places on discerning system states [5]. Of more immediate interest are the limitations that arise
from the need of any real computation process to represent information by physical degrees of
freedom. Accordingly, over the course of a computation, for every change in abstract information
there has to be a corresponding change of the physical state of the hardware that implements the
computation. The course of computation restricts at each stage the permissible physical states
of the hardware to a subset of its possible states with concomitant thermodynamic constraints.
As a result of the thermodynamic effects energy has to be expended to process information, in
particular there is a fundamental minimum of energy that is required for state preparation [6].

Careful analysis revealed that it is possible to trade energy consumption, reliability, and comput-
ing speed against each other [7, 8]. The energy cost of logic operations can in principle be made
arbitrarily small at the expense of speed. However, if the device would be required to successfully
perform a computation, the speed for this computation cannot be arbitrarily small because the
physical structure of the computing device itself will degrade over time and thus there will be
minimum speed required to allow for completing the computation [9]. Consequently, there will
also be a minimum energy that is necessary for driving the computation towards completion.

The above consideration pertains to a computer prepared for a computation or for repeating a
computational cycle; the state preparation can also be viewed as resetting the machine. Hanson
rightly draws attention to the fact that a robot interacting continously with a changing envri-
onment will face additional constraints on the tradeoff between energy, reliability, and speed
[10]. The minimal speed of computation needs to be adequate to respond in real-time to the
challenges posed by the environment, and moreover, interaction with an unpredictably changing
envrionment reduces reversibility and incurs an additional cost for state preparation to delete
outdated information.

Living systems, as previously stated, require computation not only to interact with their environ-
ment but also, more fundamentally, to actively maintain the intricate structure corresponding
to the living state. To avoid thermodynamic equilibration a living system has to continously
process the insults imposed on its organisation by the external and internal environment and
take rather detailed control of its microstate to pilot it within the set of states compatible with
life [11, pp.14–32]. The need for circuiting states incompatible with life places a lower bound on
speed and reliability for the computation necessary to dissipate perturbations. Owing to this,
computational efficiency is important to a living system and, arguably, could even be a limit-
ing factor for its complexity. If we adopt the above perspective and the importance it assigns
to information processing for the living state, it is worthwhile to inquire into the principles of
natural information processing architectures.

2 The role of the physical substrate

A computer is a system that starts from a state encoding specific information and follows the
laws of nature to arrive in a state that can be interpreted as information derived from the starting
state (cf. [12]). This general definition encompasses any physical system as an extreme case,
because any system could be viewed as computing its own behaviour. Of course, this is a trivial
form of information processing as it eliminates any freedom with regard to the representation of
information and its processing. This form of processing is very limited and highly specialised.
But it is also highly efficient with regard to the amount of matter and time required. The other
extreme within the above definition is occupied by the conventional computer. In this case, the
physical representation of information is dissociated from the course of computation that maps
the initial state into the result state. The mapping is formally prescribed and arbitrary with
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regard to the physical interactions that put it into action. It follows that the physical substrate
used to implement the formalism is largely irrelevant in this extreme case. In such a system the
state-evolution is contrived by high energy barriers and, often, averaging. As a consequence it is
flexible but inefficient with respect to speed and required material. Between these extrema lies a
continuum of possible information processing mechanisms that trade-off generality for efficiency.

It is clear that in living systems the representation of information is more closely linked to
the physical interaction of the representing structures than in a conventional computer. For
example, let us take the case of gene regulation. The representation of the control mechanism is
not on the basis of state transitions as it would be the case in a computer program. Instead, the
structure of subcomponents is represented and behaviour emerges from the interactions of the
subcomponents, i.e., RNA and proteins. The mapping from a DNA sequence to a specific protein
structure or a particular RNA secondary structure is largely independent of this structure.
The genetic code serves as abstract representation. In case of proteins the separation between
processing and representation is facilitated by the essentially arbitrary mapping from codons
to amino acids and in case of functional RNA it is provided by the multitude of sequences
that can give rise to a particular secondary structure. The behaviour of the control scheme
thus represented by DNA, however, is a direct consequence of the physical interactions of the
subcomponents.

It has been stated that “the matter that makes up living systems obeys the laws of physics in ways
that are expensive to simulate computationally” [13, p. 411]. Conrad offered the conjecture “that
it is impossible to simulate [such a biomolecular information processing system] by a machine
to which we can communicate algorithms [. . . ] without distorting its rate of operation or the
amount of hardware which it requires” [14, p. 227]. The difficulties encountered in attempts to
use conventional information technology for the implementation of life-like responses bear out
this position.

The need of living systems to process information at a rate sufficient to maintain their material
structure (‘hardware’) within an idiosyncratic set of microstates places special requirements on
the substrates suitable to sustain life. This points to a more prominent role of the issue of
physical substrates in information processing architectures. Particularly for architectures that
ideally would posses life-like features—like, for example, robust real-time behaviour in a complex
envrionment, adaptability in paradoxical and ambiguous situations, self-reconfiguration or self-
repair—the choice of substrate is likely to be critical.

The physical substrate is certainly also critical to the power of evolutionary processes. It is hardly
possible that a process as simple as merely reproduction, variation, and selection could yield
systems of sophisticated complexity if not the substrate on which the process acts is amenable to
complexification through evolution [15]. The difficulties in demonstrating emergent phenomena
in simulated evolution are perhaps due to a problem with the substrate rather than the process
[16]. Let us next proceed to an attempt at integrating living matter in a bio-hybrid architecture
to, in the long term, endow a robot with some of the capabilities that are not readily accessible
to information processing based on a conventional semiconductor substrate.

3 A practical approach

3.1 The information processing of Physarum polycephalum

The slime mold Physarum polycephalum of the phylum Myxomycota can be found on decaying
wood in warm humid forests. Its life-cycle includes a stage in which the organism comprises
a single protoplast containing numerous nuclei. This single cell, termed ‘plasmodium’, moves
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Figure 1: The slime mold Physarum polycephalum in the diploid plasmodial state, the most
prominent state of its life cycle. The picture shows a section of a Petri dish with 1–2% nutrition-
free agar. The plasmodium is a single multi-nuclear cell and distributes material within the cell
body through tubular structures (T) which are finely ramified at the growth front (G). Oat
flakes (O) are supplied to feed the mold.

in an amoeboid-like fashion and feeds on bacteria and other organic matter. It can easily be
grown on a moist agar surface (Fig. 1). Under suitable conditions a plasmodium, which starts
out with a few tenth of micrometers diameter, can grow to a giant flat cell exceeding one meter
in diameter and harbouring thousands of millions of nuclei.

The behaviour of the plasmodium is size-invariant. The plasmodium acts as a single integrated
organism controlled by a decentralised form of information processing. It is found, for instance,
that the plasmodium moves towards food sources or away from repellents as a whole cell [17].
Observations have shown too that the plasmodium can find a path through a labyrinth [18].

While in cells of micrometer size signal distribution may be facilitated by diffusion of messenger
molecules, the enormous size to which plasmodia can grow necessitates an active communication
infrastructure. Being a single cell, this can of course not take the from of a neuronal network.
Apparently information is transmitted and processed in plasmodia of P. polycephalum by the
interaction of local oscillations that also give rise to periodic contractions and expansions of the
plasmodium. These spatially synchronised oscillations can be observed in every region of the cell
body. If white light, which acts as repellent, shines on a local part of a P. polycephalum cell, the
oscillation frequency at the stimulated location decreases and desynchronises from the globally
synchronised state [19, 20]. The desynchronisation brings about a phase difference between the
oscillating rhythm in the stimulated location and oscillations in the remaining parts of the cell.
The phase difference propagates to other parts of the cell body through protoplasmic streaming
and eventually affects global behaviour and results, for instance, in the escape of the organism
from the lit zone.

This form of information processing in plasmodia has been modelled with systems of coupled
non-linear oscillators [21, 22]. It also inspired the control scheme for a highly modular robot
body with a morphological plasticity that resembles the shape change of a plasmodium [23].
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Figure 2: The giant cells of the plasmodial state of Physarum polycephalum can be grown into
desired shapes through the use of a dry negative mask on a moist surface (A). The six circles
at the arms of the pattern have a diameter of 1.5 mm. The part of the plasmodium within each
circle can be considered as a non-linear oscillator (cf. [24, 25]). These oscillators are coupled
through tubes formed by the plasmodium within the channels. The shape of the cell results in
a circuit of coupled oscillators. Living non-linear oscillator circuits patterned in the form shown
on the left (A) are used in robot control experiments, where each oscillator controls one leg in a
hexapod robot (B). Light signals received by six sensors on the robot are converted into patterns
of white-light illuminating the oscillator areas in the physarum circuit.

Our interest here, however, is not in bio-mimicry but in a bio-hybrid system that harnesses
the material-based information processing capability of P. polycephalum by integrating it into a
robot control architecture.

3.2 The bio-hybrid robot system

The bio-hybrid robot consists of three components: a cell, a robot, and an interface connecting
the former two. Fig. 2A shows the first component, a plasmodium of P. polycephalum grown
in a defined two-dimensional shape. We refer to cells configured in such a way as ’physarum
circuits’. The omnidirectional six-legged robot driven by this cell is shown in Fig. 2B. The cell
is coupled optically to a computer which provides the signal transduction and processing to
connect the cell with the robot.

The technique for growing a plasmodium into a predefined physarum circuit makes use of three
phenomena. Firstly, P. polycephalum requires a moist environment. If it is offered with different
surfaces to grow on, it will preferentially grow on a surface from which it can absorb water.
Secondly, if a plasmodium of P. polycephalum is arbitrarily dissevered by external force, then
any fragment large enough to include a nucleus is in general capable to live on. The cut surfaces
are swiftly sealed by the gelling of leaking protoplasm and the fragment turns into a small fully
functional plasmodium. Thirdly, if two plasmodia come into contact they easily fuse into a single
individual organism. The second and third phenomena endow the plasmodia with robustness in
an inhomogenous and disruptive natural environment. In combination they also confer a “cut-
and-paste” property to the plasmodia which is a great convenience in the making of physarum
circuits.

P. polycephalum is cultured in the plasmodial stage on nutrition-free agar at room temperature
in the dark and fed with oat flakes (cf. Fig. 1). The shape of the desired physarum circuit is
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printed with a laser printer on overhead projector foil as clear shape on a solid black background;
the background serves to increase contrast in the optical readout described below. In the present
experiments the shape depicted in Fig. 2A with the following parameters is used. The six circles
have a diameter of 1.5 mm and the width of the channels connecting the circles at the centre
is 0.4 mm. The radius on which the six circles are centred is 2.25 mm. The design is based
on the idea of Takamatsu et al. [24] but has been modified for the application in robot control
and subsequently refined (for earlier versions see [26, 27]). From the printed foil the clear shape
is cut away and the foil placed on a 1–2 mm layer or 1.5% agar in a plastic petri dish. Areas
in the Petri dish that are covered by the overhead projector foil provide a dry plastic surface
and areas in which the agar layer is exposed through cut-outs provide a moist surface. The
parameters of the shape that have been chosen for the mask take into account both fabrication
and functionality. The area of the plasmodium within a circle is small enough to be regarded
as a single oscillator. The channel width is chosen such that the plasmodium will grow a single
tube within it, and the length of the channels is a compromise between the speed with which
the physarum circuits can be grown and the likelihood that the plasmodium grows over the dry
surface of the plastic film.

Next, a plasmodium is grown on the patterned surface. The goal is to have the plasmodium
evenly fill the moist area enclosed by the dry, black printed, plastic sheet, but not escape over
the dry area or tunnel between the sheet and the agar layer. The growth process is started
by filling all six circles in the pattern with small portions from the growth front (labeled G in
Fig. 1) of a cultured plasmodium. The Petri dish with the mask is then incubated in the dark at
room temperature and about 45–60% relative humidity. The six fragments in the circles of the
pattern will first reform into plasmodia. Then they start to grow along the channel towards the
centre of the pattern. Upon encountering each other in the centre they fuse and eventual the
entire exposed agar surface bounded by the plastic mask is covered with a single plasmodium.

The shape of the plasmodium, visible in Fig. 2A and illustrated in the insert of Fig. 3, results
in a system of six coupled non-linear oscillators [24, 25]. For the robot control experiments each
oscillator is assigned to one leg of the hexapod which has only a single degree of freedom per leg
(Fig. 2B). Thus the oscillation pattern of the cell is transformed into a motion pattern of the
actuators and results in locomotion of the robot. Experiments with software oscillators showed
that anti-phase oscillation of neighbouring (meta-position) or opposite oscillators (para-position)
yields directed motion of the robot. The hexagonal body of the robot carries six light sensors,
the signals of which are converted to stimuli applied to the plasmodium, thereby closing the
loop between the robot acting in the environment and the P. polycephalum cell controlling it.

Another important observation regarding the behaviour of P. polycephalum is the basis for
interfacing the plasmodium with the robot. Plasmodia of P. polycephalum avoid white light,
i.e., they show negative phototaxis, but do not respond to orange light near 600 nm [28]. Orange
light can therefore be used to follow the thickness oscillations of a plasmodium without disturbing
it. A local increase in thickness of the cell is accompanied by locally reduced light transmission.
Conversely, white light can be applied to locally stimulate a plasmodium.

Our current experiments focus on the oscillation patterns of a plasmodium with defined shape
and the response of the oscillation patterns to local white light stimuli. In these experiments
a physarum circuit, prepared as described above, is placed on a orange filtered light table and
observed with a camera mounted overhead. For each circle area in the shaped plasmodium
the brightness values from a square region of 11×11 camera pixels are averaged. From the
spatially averaged values a moving time average with a window length of 15 samples is calculated.
Empirical tests showed that for a sample frequency of 0.5 Hz the window length of 15 samples
provides the best suppression of camera noise without introducing signal processing artefacts.
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Figure 3: Thickness oscillations in a P. polycephalum plasmodium, shown for two oscillators
(1 and 4) in para-position. White light applied to oscillators 2,3,5, and 6 starting at t=2452 s
stabilised the anti-phase oscillation pattern over an extended period. The insert in the lower
left indicates the numbering of the oscillators; thickness scales are in arbitrary units.

Fig. 3 shows results from a typical measurement. The graphs show the variation in thickness
determined by light transmission for oscillator 1 and oscillator 4 in a plasmodium shaped as
shown in the insert on the lower left. Valleys in the amplitude of oscillator 1 and peaks in
the amplitude of oscillator 2 are marked to aid in phase comparison. During the initial period
indicated by the black bar near the x-axis the plasmodium spontaneously oscillates. With the
two depicted oscillators in near anti-phase a white light stimulus was applied to all oscillators
except 1 and 4. The period of the light stimulus is indicated in Fig. 3 by a white bar parallel to
the x-axis. The two oscillators fall into anti-phase oscillation which is sustained until t≈3000 s.
Short-term cross correlation analysis allows for the detection of anti-phase oscillation among any
combination of oscillators. After processing the data to locate the peaks of the amplitudes, the
phase relationships among the six oscillators can be determined. The phase difference, φn, for
two oscillators i and j can be calculated from samples (following [29]) as

φn = 2πτn/Tn

where
τn = pi

n − pj

n and Tn = pi

n+1 − pi

n,

with pi
n and p

j
n being the n-th peak of oscillator i and j, respectively.

Contractile oscillations in P. polycephalum plasmodia that drive the streaming of protoplasm in
intracellular tubes (see the region labeled T in Fig. 1) serve as a transport mechanism in the
large plasmodia cells. These oscillations are spontaneous and do not require external stimuli.
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Having observed spontaneous phase synchronised oscillations, oscillations with 90◦-phase shift,
and anti-phase oscillations, we found that anti-phase oscillations are common among oscillators
in para-position (i.e, located directly opposite to each other).

A number of studies have shown that these oscillations participate in the integration of signals
that arrive at different places of the cell body and play a role in the chemotaxis, thermotaxis,
and phototaxis of the plasmodia [17, 19, 30–34]. It has been reported that attractive stimuli
increase the local oscillation frequency and repulsive stimuli reduce the frequency [17]. The
six light sensors of the robot are coupled by local white light stimuli to the plasmodium and
accordingly the effect of light stimuli on the global oscillation pattern is of particular interest
in this context. Sustained phase relationships map into robot gait patterns and transitions
among the synchronisation states of the six-oscillator system give rise to changes of the robot’s
behaviour. Our investigations are still ongoing, but so far both stabilisation and destabilisation
of phase relationships through targeted light input appear practical.

4 Summary

This paper started with life’s intrinsic need for information processing which arises from the fact
that living systems require active maintenance of their intricate material organisation. Presum-
ably self-organising chemical systems were the precursors of life and their self-assembly properties
provided an initial form of dynamic stability that enabled the complexity of some individual sys-
tems to rise above what would otherwise be probable [35]. When molecular components then
transcended their structural role and became available as information carriers, they did so con-
sistent with their physical interactions. This link between operations carried out on information
and the physical interaction among the information carriers appears crucial to the efficiency of
biomolecular architectures. However, the abstractions of the current computing paradigm are
not well suited to this form of physics-driven information processing and alternatives need to be
worked out.

The efficiency in material and energy requirements that comes along with operations on infor-
mation that are well aligned with the interactions within the physical computing substrate may
in particular benefit robotic devices. The threefold challenge of real-time performance, resource
limitation, and an unforeseeable complex environment faced by robots is a good proving ground
and a likely early application domain for alternative computing substrates. The second part
of the paper describes a few humble steps towards the integration of a living cell into a robot
control architecture. At this stage the interest is in the fusion of local information into global
behaviour through decentralised intracellular processing. In the long-term, such an experimen-
tal platform may support the integration and experimental evaluation of concepts from Artifical
Life and Synthetic Biology.

Both threads flow together as we argue that a technology capable of mimicking the astounding
efficiency of information processing in organisms will need to pay much attention to the physical
substrate that enacts the computation. Practical experience with bio-hybrid architectures will
be invaluable on the path to extend our present computing paradigm from the formal to the
physical.
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Abstract

We study how groups of genetically identical agents evolve under the constraints of a fitness
function representing two different levels of selection. At a high level a group of agents needs
to create a defined pattern but agents are also rewarded for a lower level behaviour which
is much easier to sustain and competes with the high level one.

A grid of artificial cells model a population of closely related cells, all having the same
Artificial Genetic Regulatory Networks (GRNs) controlling them. The GRNs are coded into
a bit string genome and populations of these are evolved using a Genetic Algorithm.

Previous work on the transition between single cell organisms and multicellularity leaves
open a lot of questions on how this big step in evolution happened. One of those questions
is about the transition of fitness at a low level of organization to a fitness at a higher level.
With our model we study this question and try to see what insight we can obtain with
artificial organisms.

1 Cooperating Cells

August Weissman devised during the late nineteenth-century a theory which is still accepted
nowadays, postulating early segregation of somatic and reproductive cells in multicellular organ-
isms. Even if it was developed on the false hypotheses that this was instigated by the loss of the
hereditary information of the somatic cells, it clarifies how selection can happen in multicellular
organisms at a higher level, why the individual is the whole and not the cells or the genes. But
this theory, as Buss describes in [2], cannot explain the transition from one level of organization
to the other.

Evolution probably started with simple chemical replicators, which then somehow teamed to-
gether to build the first primitive regulation networks, those groups of molecules then chose to
hide themselves behind a wall, so that they wouldn’t be troubled that much by a hazardous
environment: the first proto-cell. These simple cells “ruled” over the living world for hundreds
of millions of years and still do with their modern day cousins, bacteria, which are still the most
represented genre.
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Before the advent of differentiated multicellular organisms around the time of the Cambrian
explosion, for billions of years, clones of microbes already had been living together (e.g. in the
Precambrian sediments colonized by microbial mats [5]). Nearby cells of the same species were
likely to be closely related, simply due to spatial constraints on reproduction, with descendants
of a single cell living in close proximity or direct contact with each other. Due to inclusive
fitness pressure, it is more than likely that such clones of closely related cells would cooperate
to some extent. Such a stage of multicellularity via aggregation eventually lead to differentiated
multicellularity with cells differentiating into different cell types in a cooperative division of
labour. The origin and persistence of such higher level organization in advent of differentiated
multicellular individuals is still a little understood major transition in evolution [2, 6, 7].

Little is known about the constraints and the requirements for this transition in behavior.
Michod [7] describes how the mutation rate can influence the stability of a multicellular organism
against defection from constituent cells, and the theory of Weissmann suggests how the higher
level individual can fight against freedom of a lower level through segregation of the germ and
somatic cell lines.

In this article an artificial life model based on interacting agents will be used to investigate the
influence of different factors on the evolution of multi-agent (cellular) systems. Such systems will
undergo an artificial evolution, with two-level fitness functions to emulate the two levels of selec-
tion of early cooperating cells, and study under what kind of conditions artificial multicellular
agents can be evolved.

2 Methodology

To explore ways to build multicellular artificial life models, one needs different ingredients: first,
a single cell and some way to model its behavior. The cells in this experiment will be controlled
by bio-inspired Genetic Regulatory Networks [1, 8, 10, 12]. Then those single cells need to be
arranged in a certain way, here a 2D grid with a 4-cell von Neumann neighborhood, similar to the
ones used for Conway’s game of life [3], to present the possibility of interaction with genetically
identical neighbors. And we need to have a way to design the control system. We will evolve
the GRNs using a Genetic Algorithm. In the series of experiments an aggregation of cells —
potentially comprising a single higher level individual — will be modeled by agents arranged
in a cellular automaton (CA) type of grid. Genetic Regulatory Networks (GRNs) will control
these agents, the GRNs being constructed in the course of evolution with a Genetic Algorithm
(GA).

2.1 GRN Model

A variant of the GRN model described in [4] is used which was based on the earlier one in [9].
Genetic regulatory networks, as their name imply, are inspired by the regulation systems found
in biological cells to regulate gene expression [11]. In a simplified model of biology, the genetic
information which encodes for proteins, which are the building blocks of the cellular machinery,
is separated into genes. A gene is a unit which produces one protein, the production of each
gene can be controlled by certain other proteins which attach themselves to certain regions of
the gene, called regulatory cis-sites. Proteins can reduce or increase the production of genes
by binding to their cis-sites. Some cis-sites also require the binding of more than one specific
protein to be able to regulate the production of a protein by the gene.

In the model used here a gene will produce a varying amount of a certain protein, each gene will
be able to have any number of cis-sites and each cis-site can have any number of binding sites.
The cis-sites of one gene have an additional synergetic property, the activation levels of all the
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Figure 1: Schematic representation of an artificial genetic regulatory network

cis-sites are summed to determine the amount of the gene’s protein produced. In this model the
different binding sites of one cis-site will have an exclusive effect, with the (inhibitory/activatory)
activation of the whole cis-site equaling the activation created by the binding site which has the
lowest amount of protein bound.

The whole network is represented by any number of such genes, producing proteins from a finite
set. All such genes are encoded in a bit string along with some other information necessary for
the model. Details follow.

2.1.1 GRN Mathematics

Each gene from the network will produce during one time step of a simulation a certain amount
of a protein. This amount of protein will be computed from the sum of the activation levels of
the cis-sites of this gene. The activations of each cis-site are computed as the minimum of the
activations over all the binding sites of this cis-site, and the activations of each binding site are
computed by adding the amount of free protein of the protein to be bound to that site and the
already bound proteins on this site. We get the bound amount bt

i,j,k at time step t for a certain
protein z binding to the binding site k of the cis-site j of the gene i binding the expression:

bt
i,j,k = βf t

z + τbt−1
i,j,k,

where τ is a parameter describing the protein decay rate, β a parameter describing the binding
proportion of free type z protein, bt−1

i,j,k the bound amount at the previous time step, which can
be seen as the amount of protein still bound and f t

z the amount of free protein z available for
this binding site: f t

z = pt
z/nz, with pt

z the free amount of protein z and nz the number of sites
binding protein z all over the genome. We can therefore see the activation of a binding site bt

i,j,k

as the amount of the protein bound to that site.

The total activation ct
i,j of the cis-site j is the minimum activation over all its binding sites:
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Figure 2: The Structure of one Gene

ct
i,j = min

all k
bt
i,j,k,

the total activation at
i of gene i at time t becomes:

at
i =

∑

all j

±ct
i,j ,

where the sign depends on the type of cis-site, either activator, then the sign will be positive or
repressor, negative. Once the activation has been computed, the production is computed using
one of two sigmoidal transformation, one for a gene which is “on” by default and one “off”.
Thus gene i will produce P t

i proteins where

P t
i =

r

2
(tanh(

at
i + o

s
) + 1),

where o is −15 if this gene is “off”by default and +5 if “on”, r and s are range and steepness
parameters (here r = 150 and s = 5 as in [4]). To conclude the computation the amount of
protein which has been bound at that time step is removed from the free amount of protein and
the remaining amount of free protein is multiplied by the decay parameter τ , the freshly produced
proteins get added to the free proteins and if the total amount of a certain protein exceeds a
saturation parameter it will be set equal to this parameter. In this article, 16 different protein
are used which can each be produced by multiple genes and bind to their specific binding sites
(possibly a single protein may bind to many different cis-sites within a gene or between genes).
In addition to possible regulatory functions as already described, certain of those proteins will
have some specific role in the behaviors of the agents and the evolutionary algorithm as we will
see in later sections.

2.1.2 Encoding the Network

This genetic regulatory network of a cell is represented by a binary string. The first bits of the
genome represent some parameters of the model (11 bits here): τ the decay rate, β the binding
proportion, and the saturation value. The values of those parameters are mapped via a lookup
table (see [4] for more details) based on the binary representation.

The rest of the genome encodes the network itself. The different functional regions of the
genome are tagged with 2 short binary patterns, one pattern coding for the start of a cis-site
and one pattern signaling the start of a gene. The tag for a gene (pattern: ‘1111’ ) precedes a
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(a) lattice early during
the run

(b) lattice later in the
run

Figure 3: Image of the cell lattice. Left in each pair (a & b): the statuses of the cells, here either
the cells are either in “red” (dark) or “green” (light) state and the whole multicellular organism
is rewarded for building a checkerboard-pattern. Right in each pair (a & b): cells which are
“communicating” with their neighbors are colored lighter.

bit controlling whether the gene is on or off. This precedes a 4 bit binary string encoding the
protein itself (‘0000’ for protein ‘0’, ‘0001’ for protein ‘1’, ... , ‘1111’ for protein ‘15’). The region
before the gene tag and after the last protein delimiter is the regulatory system for that gene,
which can be composed of numerous cis-sites. Each cis-site is started by the cis-site tag (pattern:
‘000’) and then followed by a bit coding if the site is an activating or a repressing one. Each
cis-site tag is then followed by binding sites until the next cis-site tag. Each of those binding
sites is a 4-bit pattern encoding for the protein it binds, similar to the patterns used to describe
the produced protein. Each bit of the genome can only have one function so the determination
of the functions follows a strict order and set of rules so that there is no overlapping and some
patterns encoding for multiple functions can be discriminated.

2.2 Agents and Multicellular Array

The agents in the modeled multicellular array represent a colony of artificial cells, or a primitive
multicellular organism. The cells are guided by two different goals (fitness functions), one at
a cellular and one at the multicellular (or organism) level. The multicellular goal is to build a
certain pattern for which the whole will be rewarded, whereas the single celled individual would
be rewarded for staying quietly in a certain state. The multicellular array is a 2D array with
toroidal borders. Each field of the array is an agent (cell) which will be controlled by a GRN.
In these experiments the GRNs controlling all the agents in a given array will be the same. The
neighborhood is a four agent neighborhood. The update of the cells is randomly asynchronous,
with all the cells in one time step updated once in a random order.

The agents can interact with each other using a set of proteins, 4 proteins used to define the cells
with which the cell will communicate. Each of those proteins, depending on their level, either
opens or closes a communication link to one of the neighbor cells. If one of those links is open
a proportion of an other protein will diffuse to the neighbors to which links are open. Each cell
can be in one of three different “states”. Two “multicellular” states “green” and “red” to set
up a pattern and one “individualistic” state. The level of one specific protein defines whether
the cell is “individualistic” or not, if it is not, a second protein level determines in which of the
two “color” states of the desired pattern the cell is.

2.3 Genetic Algorithm

A genetic algorithm is used to model the evolution of the agents. We evolve 125 genomes
for 500 generations, with weak elitism (the overall best is kept once in each generation). The
implementation of the mutation is straight forward: each bit of the genome has a fixed probability
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(0.001%) to mutate. A two-point cross-over is used, where the points of the cross-over can only
be at the level of either a cis-site start or at a gene tag, so that the functional blocks are not
“cut”. The length of the transmitted material need not be the same for each of the parents, so
the length of the genomes varies.

2.3.1 Fitness Functions

The fitness function is separated in two different constituent ones: one high level fitness function
and a low level one, the high level one needing cooperation between the cells.

The low level fitness is, for the duration of a simulation, the maximum time a cell has been in
the “individualistic” state, divided by the length of the simulation :

fl = max
all cells

(
∑

t

st
i)/tmax

where st
i is equal to 1 if the cell is in “individualistic” state at time step t and otherwise 0,

and tmax the length of the simulation. The higher level fitness is depending on the higher
level pattern desired, at present only one pattern has been implemented in the model, the
checkerboard pattern. Each cell c of the lattice gets a score depending on the states of its
neighbors: if it is not in the “individualistic” state

sc = 1/2 +
3∑

i=0

{
+1

8 , if the ith neighbor is in a different state but not “individualistic”
−1

8 , else,

otherwise sc = 0. The mean of this score is then taken over the simulation time and the number
of cells:

fh =
1

tmax d2

∑

all cells c

∑
t

sc,

where tmax is the length of the simulation and d2 the number of cells (d the number of cells on
one side of the square environment). Both fitness scores range between 0 and 1, 1 being the best
fitness. The final fitness for one multicellular entity’s lifetime will be the maximum of those two
fitnesses with a weight α ∈ [0, 1] applied on fl :

f = max(αfl, fh)

This α parameter can be described as a defection parameter, the higher α the easier it will be
for the single cells to be egoistic and not add anything to the goal of the cooperating colony.
The individualistic state being much easier to reach, the α parameter sets, in an optimization
formulation, an easy to reach local fitness maximum. The idea is to vary α to see how easily
can the population quit this sink.

The update being in a random order, to get the fitness of one individual in the genetic algorithm
we do 5 simulations for each genome and average the fitnesses.

Selection is done through tournament selection, 25 multicellular individuals are picked in the
population of genomes and the 2 best ones can reproduce to the next generation, with cross-over
in 30% of the cases.
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Figure 4: Fitness vs. α, α is the weighting on lower level “individualistic” behaviour. Circles:
results of evolutionary runs, diagonal line: line of equation f = α, dark horizontal line and
lighter ones: mean fitness of random population and zone of 95% confidence.

2.4 Experimental Setup

In a first series of experiments, the target is to see if this model is able to evolve cooperating
agents at all. For this setup we will only use the fitness function f with α = 0 so f = fh, the
high level fitness function. A fitness close to 1 indicates ability to set up the states of the cells in
a checkerboard manner (fig. 3). We carry out 10 runs of the genetic algorithm, with population
size 125 for 500 generations, and study the dynamics of the best individuals. To complete this
study we generated 10 times 500 times 125 random genomes and computed their fitnesses, to
get a control experiment.

The second experimental setup is designed to study the effect of the α parameter. The genetic
algorithm is run several times for different values of α, and the fitnesses (colony and individual)
of the best element of each evolutionary run are studied.

3 Results

For the first set of experiments, the genetic algorithm is able to design GRNs adopting the
desired checkerboard-pattern at some level. The best fitnesses obtained for α = 0 is around 0.7.
Most of the good GRNs chose to use the communication proteins only in the first steps of the
simulation, to set the pattern up and then go on on their own, and only communicate again
if some perturbation occurs. They use the differences in protein levels created in the first few
rounds (created solely by the random update which is the only non-deterministic part of the
model) to choose their state. In the best GRN (fig. 3) only one type of cell communicates, the
red ones, so if a cell has a high level of the communication protein it is probably surrounded by
red cells so it is switched to the other cooperative state (the green one). Some organisms showed
periodic or pseudo-periodic behaviors, going into one checkerboard pattern and then switching
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Figure 5: Fitness vs. α for those simulations which achieved multicellularity. Circles: mean
fitness of all experiments with a given α having achieved multicellularity, bars: 95% confidence
interval; dark horizontal line and lighter lines: mean fitness of random population and zone of
95% confidence.
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Figure 6: Frequency of achieving multicellularity vs. α. Circles: Measured proportion of evo-
lutionary simulations which did converge to a multicellular state for a given level α of individ-
ualistic weighting, line: estimation of the probability function for achieving the transition to
multicellularity.
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between red and green cell states synchronously.

A noteworthy remark would be that the control experiment did not perform very badly (fig.
4, fig. 5, horizontal lines). It achieved fitnesses on the average of the same level as the evolved
GRNs. The difference being that the evolved GRNs have a higher variability for their fitness,
hence the evolved GRNs are able to achieve many results which the random ones where not able
to.

In the second experiment the effect of α is studied. The first remark is that the maximum
for the lower level fitness is very easy to reach (the maximum for that fitness is not exactly
α because in the first time step of the simulation the cells will never be able to be in the
“individualistic” state), in fig. 4 we see that for α above 0.4 every evolutionary run actually
converges to an “individualistic” state and hence cannot achieve multicellularity, and for even
the smallest values for α above 0 some runs stay stuck in this non-cooperative state. But
once the population manages to get out of the “individualistic” state, it will achieve a level
of multicellularity independent of α. In fig. 5, only the simulations achieving multicellularity
have been plotted, and independently from α, all achieve levels of fitness of the same order.
The probability of achieving multicellularity, plotted in fig. 6, shows a very steep decrease for
values between 0 and 0.4, this decrease is the due to the competition between the two levels
of selection, the “individualistic” state being much easier to achieve, it very quickly overtakes
the cooperative state. But this kind of sharp decrease looks similar to a phase transition, so
we suppose that if we increase the population size we will have an even more steep decrease,
with a cut-off value under which every simulation reaches multicellularity and above which none
achieves it.

4 Discussion

It seems that the evolution of interacting agents using GRNs for some simple problems is pos-
sible. These colonies of interacting agents can be seen as very simple “multicellular” artificial
organisms. These organisms were able to evolve under the influence of multiple fitness function
which select on different levels of behaviour by the organisms. The fact that multicellular or-
ganisms can be sustained in a environment with selection on multiple-levels has been studied by
Michod in [7], where he used dynamical systems analyses to show that, supposing multicellu-
larity has been able to evolve, the multicellular cooperation in colonies can survive competition
with selfish individuals which arise through mutation, for mutation rates below a threshold. In
our agent-oriented approach we could actually evolve simple multicellular colonies which had
to compete with some lower level constituent cells, depending on a parameter weighting the
influence of those lower level foes. But we still are limited to the artifice of genetic algorithms
which imposes an explicit fitness function, the next step would be to develop a model with
a more “natural” evolution, with an implicit fitness built into the model itself. For example
introducing mutations and reproduction inside of the multicellular grid would permit the study
of the problem of the arising of multicellularity in a more credible and useful context.

With this work we have shown that it is possible to evolve, with classical genetic algorithm
methods, simple multicellular systems controlled with GRNs. And perhaps more importantly
it shows that we can use this kind of very simple system as a platform to study different
transitions in evolution such as multicellularization, differentiation or social behavior in artificial
systems. This kind of approach might not have a direct impact on the understanding of biological
evolution, but it could help to formulate certain hypotheses to be tested on real living systems,
by giving insight into possible mechanisms, or, alternatively, from another perspective it could
help to develop massively parallel computing devices in a long term view.
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ô�Õ×áDäLø�àpÍDÐ�êRà"ÖpÍDÎ·@%BC$�&c'D(�*�*.-�*vÒ�ßSÐJá�ß�Ý%Ñ Ð%Ù�Ý:àpÕ×Ñ:Ò�Ó½Îuâ�ß�Ý%ÜDÏSÍ�Õ×Ü�áíàpÖpßpÞDÏbÖpÞ�ßSÎ�ä�ÌUÍDÎk$,&
')(+*�*�-+*Ò�ßSÐJá�ß�Ý%Ñ')Á�Â�Ò�ßSÐ!ÛsÕ½Ú�ÎYàvÐJÜDÎÙ¥ÝJÏbÖSÐJß�é[ÃTéhÝ%ÜDÚ,Ý£á�ÎbÜDÎT')Ä
ÅD(
Å-ê�Í�Õ½ÏSÍ ÏYÐJÜDàpÖpÕ×ÖpÞ�ÖpÕ×Û�ÎbÓ×Ø�ÎnÔ5Ò�ßSÎYàSàSÎYà�ÐJÜDÎ�Þ�Ü�Õ×ÖuÐ%ÙkÃ1Ò�Îbß
ÖpÕ×Ñ/ÎiàpÖSÎbÒ<äìæ	à�ÃíÚ�Ð7ÎYàìÜDÐJÖ*Ú�ÎYÏ�ÝYØ�éTÕ×Ö ÝJÏYÏbÞ�ÑuÞ�ÓkÝ%ÖSÎYà�Ý%Ö	Ý/ß�Ý%ÖSÎiÐ%Ù.ÐJÜDÎiÞ�Ü�Õ×Ö	ÒTÎbß"ÖpÕ×Ñ/ÎiàpÖSÎbÒ<äìÌUÍ�Õ½àìÙ¥ÝJÏbÖSÐJß
Õ½àiÞDàSÎYÚ ÖSÐ�ÖpßpÕ×á�á�Îbß:ÎnÔ�ÎYÏbÞ�ÖpÕ½ÐJÜ Ð%Ù"ÖpÍDÎ�ßpÞ�Ó½ÎTÄ�&cÆ�Ç,ÎbÛ�ÎbßpØ

5
ÖpÕ×Ñ/Î£àpÖSÎbÒDà�ä ÌUÍDÎ�ßpÞ�Ó½ÎTÄ�&cÆ�Ç,àpÖ�Ý%ÖSÎYàiÖpÍLÝ%Ö/Ý

È ÅD&�É�*.$cÅ È àpØsÑiâTÐJÓ.Õ×Ü,ê�Í�Õ½ÏSÍ ÏYÐJÜ�Ö�Ý%Õ×ÜDà:Ý%ÖiÓ½Î�ÝJàpÖ 5
Þ�Ü�Õ×ÖSàvÐ%ÙUÙåÝJÏbÖSÐJß¸Ã Õ½àußSÎbÒ�ÓkÝJÏYÎYÚ,âsØÿÖpÍDÎ�àSÎ03sÞDÎbÜDÏYÎ�Ð%Ù

àpØ7Ñuâ�ÐJÓ½àUÖSÐÖpÍDÎ*ßpÕ×á�Í�Ö"Ð%Ù�ÖpÍDÎ�Ý%ßpßSÐ!ê�é�ÖpÍDÎ ßpÕ×á�Í�ÖpÍLÝ%ÜDÚ�àpÕ½Ú�Î/þ��e5 � �nä�ÌUÍDÎ àpÖ�Ý%ÖSÎbÑ/ÎbÜ�Öe$�&
')(+*,*.-+*6$µÊLÃÌËÍ]Î�Í éTÝ%ÖpÖ�ÝJÏSÍDÎYÚ Õ×Ü ÒLÝ%ßSÎbÜ�ÖpÍDÎYàSÎYà	ÖSÐ�ÖpÍDÎ È Å)&�É�*.$
Å È àpØsÑiâTÐJÓ½à"Õ×Ü ÖpÍDÎ·�e5 � éLàSÒTÎYÏbÕ¶çLÎYà"ÖpÍLÝ%Ö"ÖpÍDÎ·$�&c'D(+*,*.-�*
Õ×ÜDàpÖ�Ý%ÜDÏYÎ Ð%Ù�ÖpÍDÎ*ÐJßpÕ×á�Õ×ÜLÝ%Ó È Å)&�É�*�$
Å È àpØ7Ñuâ�ÐJÓTÕ½à�ÏYÐJÒ�Õ½ÎYÚHéFÝ%ÜDÚ�ÖpÍDÎ�Ý%Ñ/ÐJÞ�ÜsÖìÐ%ÙhÙ¥ÝJÏbÖSÐJß/Ã/Õ½à�àSÎbÖUÖSÐ 0

Õ×ÜíÖpÍDÎ
Ò�ßSÐ7ÏYÎYàSà�ä2ô�Õ×áDäDö:àpÍDÐ!êRà�ÖpÍDÎ�Ú�ÎbÛ�ÎbÓ½ÐJÒ�Ñ/ÎbÜsÖ	Ð%Ù\ÖpÍ�Õ½àRàpÕ×Ñ:Ò�Ó½Î â�ß�Ý%ÜDÏ�Í�Õ×Ü�á�àpÖpßpÞDÏbÖpÞ�ßSÎ�ä

ÌUÍDÎ?$�&c'D(�*�*.-�*�Ò�ßSÐJá�ß�Ý%ÑÏ'DÁ,Â�àSÎbßpÛ�ÎYà/ÝJà/Ý1ÍDÐ�àpÖÕ×Ü�ÖSÐÿê�Í�Õ½Ï�Í¾ÐJÖpÍDÎbßvÒ�ßSÐJá�ß�Ý%Ñ/à�Ý%ßSÎ�Õ×Ñ:Ò�ÓkÝ%ÜsÖSÎYÚ Õ×Ü ÖpÍDÎ
Ò�ßSÐ7ÏYÎYàSàvÐ%ÙRÒLÝ%ß�Ý%Ñ/ÎbÖSÎbß/ÐJÒ�ÖpÕ×Ñ:Õ½à�Ý%ÖpÕ½ÐJÜ þwàSÎYÎ�â�ÎbÓ½Ð�ê��näÿÌUÍDÎbßSÎnÙåÐJßSÎ�é2ÖpÍDÎ�ÙåÝJÏbÖvÖpÍLÝ%ÖiÖpÍDÎ�Öpß�Ý%ÜDàSàpØ5àiÕ×ÜDàpÖ�Ý%ÜDÏYÎ
Õ½àvÏYÐJÒ�Õ½ÎYÚ,Õ½àiÕ×Ñ:Ò�ÐJßpÖ�Ý%Ü�Ö�é.ÎbÛ�ÎbÜ ÖpÍDÐJÞ�á�Í Õ×ÖiÕ½àiÜDÐJÖißSÎbÓ½ÎbÛ�Ý%Ü�ÖvÙåÐJßuÞ�ÜDÚ�ÎbßSàpÖ�Ý%ÜDÚ5Õ×Ü�á�ÖpÍDÎ?@�Bi$�&c'D(+*,*.-�*íÏYÐ7Ú�Î
àpÍDÐ!ê�Ü�Õ×Ü�ô Õ×áDä7ø�þåÝJà.ÖpÍDÎìàSÐJÓ½ÎRÙåÝJÏbÖSÐJß_ÃvÕ½à�Ð�Û�Îbßpê�ßpÕ×ÖpÖSÎbÜ£â�Ø:ÖpÍDÎ"àpÞ�âDàSÎ03sÞDÎbÜ�ÖUÝJàSàpÕ×á�Ü�Ñ/ÎbÜ�ÖrÕ×Ü�Ý%Ó×Ó È Å)&�É�*�$
Å È
àpØ7Ñuâ�ÐJÓ½à��nä
Ð.ÝJÏ�Í/ßpÞ�Ó½ÎUÕ×Ü"@�Bi$�&
')(+*,*.-+*"Õ½à2ßSÎ03�Þ�Õ×ßSÎYÚÖSÐ*ÍLÝ�Û�ÎRÝ	Þ�Ü�ÕÑ3�ÞDÎUÜLÝ%Ñ/Î�þwÎ�ä áDä[�CÄ�&cÆ�Ç��rÕ×Ü:ÖpÍDÎ�ÎnÔ�Ý%Ñ:Ò�Ó½Î�Ú5Õ½à�ÏbÞDàSàSÎYÚ
Ý%â�Ð�Û�Îi�närÌUÍ�Õ½à"Ý%Ó×Ó½Ð!êRàìë�ÎYÎbÒ�Õ×Ü�á£ÝßSÎYÏYÐJßSÚ-Ð%Ù.Ý%Ó×ÓhàpØ7Ñuâ�ÐJÓ½àRá�ÎbÜDÎbß�Ý%ÖSÎYÚ1Ú5Þ�ßpÕ×Ü�á�ÖpÍDÎ á�ßSÐ!ê�ÖpÍ Ð%Ù�Ý:àpÕ×ÑiÞ�ÓkÝ%ÖSÎYÚ
Ò�ÓkÝ%ÜsÖ�é5Õ×ÜDÏbÓ×ÞDÚ5Õ×Ü�á:ÖpÍDÎ�$,&
')(+*�*�-+*�Õ×ÜDàpÖ�Ý%ÜDÏYÎ*ÒLÝ%ß�Ý%Ñ/ÎbÖSÎbßRÐ%Ù ÖpÍDÎ	àSØsÑiâTÐJÓ<Ý%ÜDÚ�ÖpÍDÎ	ÜLÝ%Ñ/Î	Ð%Ù ÖpÍDÎ"ßpÞ�Ó½Î*ê�Í�Õ½Ï�Í
Õ½à�ÝJÏbÖpÕ×Û�Ý%ÖSÎYÚHä:ÌUÍ�Õ½àuÝ%Ó×Ó½Ð�êRàuÖSÐíÚ5Õ×ßSÎYÏbÖpÓ×Ø�ÝJàSàSÎYàSà*ÖpÍDÎ:ÏYÐJßpßSÎbÓkÝ%ÖpÕ½ÐJÜ âTÎbÖOê�ÎYÎbÜ�á�ÎbÜDÎ/ÎnÔ5Ò�ßSÎYàSàpÕ½ÐJÜ�Ó½ÎbÛ�ÎbÓ½à!éHßSÎbÒ5ã
ßSÎYàSÎbÜsÖSÎYÚÿâ�ØÒ$�&c'D(+*,*.-�*:ÙåÝJÏbÖSÐJß ÏYÐJÜDÏYÎbÜ�Öpß�Ý%ÖpÕ½ÐJÜDà!é Ý%ÜDÚ á�ßSÐ�ê�ÖpÍ�Ò�ßSÐ7ÏYÎYàSàSÎYà�é�ßSÎbÒ�ßSÎYà�ÎbÜ�ÖSÎYÚÿâ�ØH@�Bi$�&c'D(+*,*.-�*
ßpÞ�Ó½Î ÎnÔ�ÎYÏbÞ�ÖpÕ½ÐJÜDà�ä
Ó�Ô l>l�w%��Õ�Õ�Ö�Ö�Ö��×{�uCw%� � s>nc��nC{�� ��Ø ÕiÙpÚpl Ø Õ�l0m0n�o�q�q�riq>Õ
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l�m0npo.q�qpriq?n � tyjz n0{plC|�m~}y�� sC{�n>rc���c���
��i� z�z�� q �v��� x � l�r+�k�c���
��
� s�oisTn � s�oisy wCmC|<uD|pl0s>my {>|�o�q�l � l � l �p� sc����������wCmC| � � {ply � s z n � x�l+�G}c����

x0qpriqTq � uCw.x>s � m0npo�{ Ô s>my qpr�u � |�x"u�s>m � qpl0svu%��n � t��)�qpr�u � |�x�q Ô |>|�lCÛ�w � sC{�s
�qpr�u � |�x~x>s z lc�qpr�u � |�x?m � � Ô lc�qpr�u � |�xÝÜ��qpr�u � |�x?Þc�
n>t � |<u~u�s>m � qpl0svu9�±���
m � x�s � mC|pÖy u�s�m � qpl0s<u9��l��`��lc�¼}�ß>à?�
���bá�á�ßÜGx>s z l"u�s>m � q�l0svu9��l>m0npo�q�q�riq~lc�e}~à£�c���.�"ÞÜem � � Ô l�u�s>m � qpl0svu9�¼l�m0npo�q>qpriqTl+�e}~à£�c���.��Þq Ô |�|�l0Û�w � sC{ps£u.s>m � qpl�svu9��l�m�npo�q�qprCq~l+��}~à?�
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¦käc©)¨u�s>m � qpl0svu �	¬/²,�.ª>¨�¥����i²?<©"äc�k§�¥.��¥)¦¸�C<�C�p�	¬<�i²Tä�ãjv¶,� l�m0npo.q�qpriq §���©D�D��¥D¦ n � t º ¬�¶�©.°�¢j¨��C¯¼�³
OAP�O é�êAë.ì%U�í)îðï[ìòñóZ]\_U�í)î±Y[\]ô
ÌUÍDÎ:ÐJâ
 pÎYÏbÖpÕ×Û�ÎvÙ?Þ�ÜDÏbÖpÕ½ÐJÜDàiÝ%ßSÎ:Ú�ÎYàpÕ×á�ÜDÎYÚ�ÖSÐ£ßSÎYàpÒ�ÐJÜDÚ ÖSÐíÏYÐJßpßSÎbÓkÝ%ÖpÕ½ÐJÜDà�â�ÎbÖ¬ê�ÎYÎbÜ á�ÎbÜDÎ:ÎnÔ7Ò�ßSÎYà�àpÕ½ÐJÜ�Ó½ÎbÛ�ÎbÓ½à
Ý%ÜDÚ ÝJÏbÖpÕ×ÛJÝ%ÖpÕ½ÐJÜ Ð%Ùìá�ßSÐ!ê�ÖpÍ ßpÞ�Ó½ÎYà!ä�ÌUÍDÎYàSÎ£Ý%ßSÎk pÐJÕ×Ü�ÖpÓ×Ø Ï�Ý%Ò�ÖpÞ�ßSÎYÚ Õ×Ü Ý�á�ßSÐ�ê�ÖpÍ ßSÎYÏYÐJßSÚHä1ôLÐJßpÑ�Ý%Ó×Ó×Ø�é�ÖpÍDÎ
ßSÎYÏYÐJßSÚ£Ð%Ù\Ý%Ü~@%BC$�&c'D(�*�*.-�*uá�ßSÐ�ê�ÖpÍíÒ�ßSÐ7ÏYÎYàSàUÕ½à�ÝvàSÎbÖ

G
Ð%Ù àpØ7Ñuâ�ÐJÓTßSÎYÏYÐJßSÚ�à!é5ê�ÍDÎbßSÎ Î�ÝJÏSÍ-àpØ7Ñuâ�ÐJÓ�ßSÎYÏYÐJßSÚ

Õ½àRÝÖpÞ�Ò�Ó½ÎuÏYÐJÜDàpÕ½àpÖpÕ×Ü�á�Ð%Ù

•
ÖpÍDÎ�ÖpÕ×Ñ/Î àpÖSÎbÒ

•
ÖpÍDÎ�Õ×ÜDÚ�ÎnÔ£Ð%Ù\ÖpÍDÎ�àpØ7Ñuâ�ÐJÓHê�Õ×ÖpÍ�Õ×Ü-ÖpÍDÎ�àpÖpßpÕ×Ü�á

•
ÖpÍDÎ�ÜLÝ%Ñ/Î�Ð%Ù�ÖpÍDÎ àSØsÑiâTÐJÓ¥éDÚ�ÎbÜDÐJÖSÎYÚ-â�Ø

s

•
ÖpÍDÎ�ÜLÝ%Ñ/Î�Ð%Ù�ÖpÍDÎ*ßpÞ�Ó½ÎiÝJÏbÖpÕ×ÛJÝ%ÖSÎYÚíâsØ£ÖpÍDÎ�àpØ7Ñuâ�ÐJÓ¥é�Ú�ÎbÜDÐJÖSÎYÚíâ�Ø

r

•
ÖpÍDÎìÙ¥ÝJÏbÖSÐJßUÏYÐJÜDÏYÎbÜsÖpß�Ý%ÖpÕ½ÐJÜDàRÕ×Ü�ÖpÍDÎG$�&
')(+*,*.-+*�Õ×ÜDàSÖ�Ý%ÜDÏYÎ"ÒLÝ%ß�Ý%Ñ/ÎbÖSÎbßpÕ½àSÕ×Ü�á:ÖpÍDÎ"àpØ7Ñuâ�ÐJÓ¥é5Ú�ÎbÜDÐJÖSÎYÚ£â�Ø
c1, . . . , cn

ä

ÌUÍDÎàpÞ�âDàSÎbÖ Ð%Ù�àSØsÑiâTÐJÓ\ßSÎYÏYÐJßSÚ�à*Õ×Üÿê�Í�Õ½ÏSÍ�ßpÞ�Ó½Î
r
Õ½à ÝJÏbÖpÕ×Û�Ý%ÖSÎYÚÿÕ½à*Ú�ÎbÜDÐJÖSÎYÚÿâ�Ø

Gr

é<Ý%ÜDÚ
Gr = G − GrÚ�ÎbÜDÐJÖSÎYà�ÖpÍDÎìàpÞ�âDà�ÎbÖ�Ð%ÙhàpØ7Ñuâ�ÐJÓLßSÎYÏYÐJßSÚ�à�Õ×Ü�ê�Í�Õ½Ï�Í

r
Õ½à.ÜDÐJÖrÝJÏbÖpÕ×Û�Ý%ÖSÎYÚHä�ÌUÍDÎìàSÎbÖrÐ%Ù<ÏYÐJÜDÏYÎbÜ�Öpß�Ý%ÖpÕ½ÐJÜíÛ�Ý%Ó×ÞDÎYà

Ð%Ù�ÙåÝJÏbÖSÐJß
p
ê�Õ×ÖpÍ�Õ×Ü Ý:àSÎbÖ

S
Ð%Ù2àpØ7Ñuâ�ÐJÓHÕ×ÜDàpÖ�Ý%ÜDÏYÎYàRÕ½àRÚ�ÎbÜDÐJÖSÎYÚ-â�Ø

Cp(S)
ä

ÌUÍDÎÿàSÎbÖíÐ%ÙvÎnÔ5Ò�ßSÎYàSàpÕ½ÐJÜ Ó½ÎbÛ�ÎbÓ½à�ÙåÐJÞ�ÜDÚðÙwÐJß�Ù¥ÝJÏbÖSÐJß
p
Õ×Ü àpØ7Ñuâ�ÐJÓ½à-ÝJÏbÖpÕ×Û�Ý%ÖpÕ×Ü�á ßpÞ�Ó½Î

r
Õ½à£ÖpÍ�ÞDà�Ú�ÎbÜDÐJÖSÎYÚ

âsØ
Cp(Gr)

é�Ý%ÜDÚ,ÖpÍDÎ�ÎnÔ5Ò�ßSÎYàSàpÕ½ÐJÜ Ó½ÎbÛ�ÎbÓ½àiÐ%Ù
p
Õ×Ü Ý%Ó×ÓUÐJÖpÍDÎbßvàSØsÑiâTÐJÓ½àÝ%ßSÎ/Õ×Ü

Cp(Gr)
ä-ÌUÍDÎ�àSÞ�Õ×Ö�Ý%â�Õ×Ó×Õ×Ö¬Ø

Ð%Ù
p
ÙåÐJßìÚ�ÎbÖSÎbßpÑ:Õ×Ü�Õ×Ü�á£ÝJÏbÖpÕ×Û�Ý%ÖpÕ½ÐJÜ1Ð%Ù2ßpÞ�Ó½Î

r
Ï�Ý%Ü�âTÎk3sÞLÝ%Ü�ÖpÕ¶çLÎYÚ1âLÝJàSÎYÚ-ÐJÜ�ÖpÍDÎuÚ5Õ½àpÒLÝ%ßpÕ×ÖOØíâTÎbÖOê�ÎYÎbÜ ÖpÍDÎYàSÎ

ÏYÐJÑ:Ò�Ó½ÎbÑ/ÎbÜsÖ�Ý%ßpØ/àSÎbÖSàC8hÌUÍDÎRá�ßSÎ�Ý%ÖSÎbß�ÖpÍDÎ�Ú5Õ½àpÒLÝ%ßpÕ×Ö¬Ø�ésÖpÍDÎUâ�ÎbÖpÖSÎbß�ÖpÍDÎrÙåÝJÏbÖSÐJß2Õ½à.àpÞ�Õ×Ö�Ý%â�Ó½ÎUÙåÐJß�Ú5Õ	��ÎbßSÎbÜsÖpÕkÝ%ÖpÕ×Ü�á
â�ÎbÖ¬êrÎYÎbÜ,àpØ7Ñuâ�ÐJÓ½à*ÖpÍLÝ%Ö�àpÍDÐJÞ�Ó½Ú�ÝJÏbÖpÕ×ÛJÝ%ÖSÎ

r
Ý%ÜDÚ�àpØsÑiâTÐJÓ½à*ÖpÍLÝ%Ö�àSÍDÐJÞ�Ó½ÚÿÜDÐJÖ�äiÌUÍDÎ:ÐJâ
 pÎYÏbÖpÕ×Û�ÎvÙ?Þ�ÜDÏbÖpÕ½ÐJÜDà

fσ

Ý%ÜDÚ
foverlap

3sÞLÝ%Ü�ÖpÕ¶ÙwØ/ÖpÍ�Õ½à.ÜDÐJÖpÕ½ÐJÜ<ä.õrÐJÖpÍ�ÐJâ
  ÎYÏbÖpÕ×Û�Î"ÙwÞ�ÜDÏbÖpÕ½ÐJÜDà�Ý%ßSÎ"Ú�ÎYàpÕ×á�ÜDÎYÚ�ÖSÐvÎbÛJÝ%Ó×ÞLÝ%ÖSÎ"ÖSÐ
0
Õ¶ÙhÖpÍDÎ

á�ÎbÜDÎrÒ�ßSÐ7Ú5ÞDÏbÖ�Õ½à\Ú5Õ	�HÎbßSÎbÜ�ÖpÕkÝ%Ó×Ó×ØÎnÔ7Ò�ßSÎYà�àSÎYÚàpÞDÏSÍÖpÍLÝ%Ö\Õ×Ö\Õ½à�Ï�Ý%Üâ�ÎrÞDàSÎYÚuÖSÐ ÝJÏYÏbÞ�ß�Ý%ÖSÎbÓ×ØÏYÐJÜ�ÖpßSÐJÓLÝJÏbÖpÕ×Û�Ý%ÖpÕ½ÐJÜ
Ð%Ù

r
ä2ÌUÍ�Õ½à�Ï�ÝJàSÎ*Õ½àrßSÎnÙåÎbßpßSÎYÚ£ÖSÐ/ÝJàUÒTÎbß ÙåÎYÏbÖ�Ú5Õ½àpÒLÝ%ßpÕ×Ö¬Ø�ä�ÌUÍDÎ ÐJâ
 pÎYÏbÖpÕ×Û�Î	ÙwÞ�ÜDÏbÖpÕ½ÐJÜíÛJÝ%Ó×ÞDÎ*Õ½à

1
Õ¶Ù

p
Õ½àrÞDàSÎbÓ½ÎYàSà

ÙåÐJßRÚ�ÎbÖSÎbßpÑ:Õ×Ü�Õ×Ü�á�ÝJÏbÖpÕ×Û�Ý%ÖpÕ½ÐJÜ�Ð%Ù
r
ä

ôDÐJß Ý Ù¥ÝJÏbÖSÐJß
p
Ý%ÜDÚ Ý ßpÞ�Ó½Î

r
é Ó½ÎbÖ

Ir−
p = [minCp(Gr),max Cp(Gr)]

Ý%ÜDÚ
Ir+
p =

[minCp(Gr),max Cp(Gr)]
Ý%ÜDÚ�Ó½ÎbÖ

noverlap = |{c : c ∈ Cp(G), c ∈ Ir+
p ∧ c ∈ Ir−

p }|
âTÎuÖpÍDÎ�Ü�Þ�ÑiâTÎbß
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Ð%ÙhÎnÔ5Ò�ßSÎYàSàpÕ½ÐJÜ�Ó½ÎbÛ�ÎbÓ�ÛJÝ%Ó×ÞDÎYàUÐ%Ù
p
ê�Í�Õ½ÏSÍ-Ý%ßSÎ"Õ×Ü�ÖpÍDÎ	Ð�Û�ÎbßpÓkÝ%Ò-Ð%Ù ÖpÍDÎìÕ×ÜsÖSÎbßpÛJÝ%Ó½à

Ir+
p

Ý%ÜDÚ
Ir−
p

ä2ÌUÍDÎ"Ð!Û�ÎbßpÓkÝ%Ò
ÐJâ
 pÎYÏbÖpÕ×Û�Î*ÙwÞ�ÜDÏbÖpÕ½ÐJÜ-Õ½àRÚ�ÎnçDÜDÎYÚ�ÝJà

foverlap(r, p) =
noverlap

|Cp(G)|

þ ñi�
ÌUÍDÎ*Ð�Û�ÎbßpÓkÝ%Ò-ÐJâ
 pÎYÏbÖpÕ×Û�Î	ÙwÞ�ÜDÏbÖpÕ½ÐJÜ�Õ½à

0
Õ¶Ù ÖpÍDÎbßSÎ	Õ½àrÜDÐÐ�Û�ÎbßpÓkÝ%Ò-Ð%Ù

Ir+
p

Ý%ÜDÚ
Ir−
p

ä2ÌUÍ�Õ½àUÑ/Î�Ý%ÜDàUÖpÍLÝ%Ö�ÎbÕ×ÖpÍDÎbß
maxCp(Gr) < minCp(Gr)

þwÐJß
maxCp(Gr) < minCp(Gr)

�.Ý%ÜDÚ/ÖpÍLÝ%Ö�ésâ�Ø/ÏSÍDÐ7Ð�àpÕ×Ü�áÝ ÖpÍ�ßSÎYàpÍDÐJÓ½Ú
tp,rÕ×Ü ÖpÍDÎuá�Ý%Òÿâ�ÎbÖ¬êrÎYÎbÜ�ÖpÍDÎiÕ×ÜsÖSÎbßpÛJÝ%Ó½à!éFÖpÍDÎÏYÐJÜDÚ5Õ×ÖpÕ½ÐJÜ
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rule grow, factor f0007

I+ = [3.4327, 3.8693], I− = [0.542284, 3.97418], no gap
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NK graphs, perfect control
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random graphs, perfect control
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[A]ll cells of a given individual organism inherit the same set of blueprints in the
form of DNA molecules. But as a higher organism develops from a fertilized egg a
striking variety of different cell types emerges. Underlying the process of development
is the selective use of genes, the phenomenon we call gene regulation. [... D]epending
in part on environmental signals, cells choose to use one or another developmental
pathway. - M. Ptashne [11, p. 1]

Abstract

We investigate the ability of artificial Genetic Regulatory Networks (GRNs) to evolve dif-
ferentiation. The proposed GRN model supports non-linear interaction between regulating
factors, thereby facilitating the realization of complex regulatory logics. As a proof of
concept we evolve GRNs of this kind to follow different pathways, producing two kinds of
periodic dynamics in response to minimal differences in external input. Furthermore we find
that successive increases in environmental pressure for differentiation, allowing a lineage to
adapt gradually, compared to an immediate requirement for a switch between behaviors,
yields better results on average. Apart from better success there is also less variability in
performance, the latter indicating an increase in evolutionary robustness.

1 Introduction

Typically in multicellular organisms, (almost) all of an individual’s cells contain the same genome
but still, depending on signals or differences in the internal environment, can take very different
functional roles. Crucial signals are believed to be induced by other cells or the environment
early in development, e.g. turning on (a) homeotic gene(s), which “remain on through adult life
and maintain particular aspects of the pattern of gene expression characteristic of that segment
[they are part of.]” [11].
In biological Genetic Regulatory Networks (GRNs), genes encode proteins and proteins in turn
regulate the expression (activation) level of genes. The dynamics of these interactions not only
play a key role in development [4] but also in the ongoing metabolism of all cells during their
lifetime [1]. Furthermore, cells do not exist in isolation but are embodied in an environment,
which influences the cell; the cell can in turn influence its environment via internal regulatory
dynamics; see fig. 1.
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Figure 1: Schematic drawing of our model. The two cells have the same genome and thus the
same regulatory network but can produce very different behavior, induced by a very simple
signal which is here shown as external, but it could also be an internal gene that is always on
due to cell division disparity.

As an evolutionary and computational paradigm, GRNs support complex regulatory and evolu-
tionary dynamics [2], which when combined with differentiated multicellularity represent a vast
potential for massive adaptive parallel and distributed computation [9]. This is achieved by a
continual coupling of internal and external dynamics as active, regulatory control systems [12].
Differentiation of cells into types has been investigated in artificial GRNs several times. The
most famous example is from Kauffman [7], but this and other early models are usually based on
random boolean networks. Newer non-boolean approaches mostly have a strong pre-specification
of the network structure (e.g. [5]), in this work we start from randomly connected networks.

2 Methodology

Before complicating matters by modeling huge multicellular structures with a diversity of cell
types we begin with evolving a system capable of showing two behaviors. In [8], where we first
described the proposed GRN model, we used it to evolve biological clocks with the circadian
rhythm abstracted to a sinusoidal wave. GRNs producing such cyclic behavior in response to
various periodic environmental stimuli could easily be evolved. Mirroring the phase of their input
as well as the production of the inverse phase was possible1, however with every evolutionary
run having only one of these behaviors as its objective. So in the context of differentiation it
was quite natural to ask whether it would be possible to integrate two or more functionalities
into one GRN. We evolve populations of GRNs with two such functionalities in various settings
and investigate the impact of the lineage’s history on regulatory and evolutionary dynamics.
Cell cleavage and development are also victims of abstraction – from the start we have two
identical cells receiving the same periodic external stimuli, cf. fig. 1. The expected difference in
behavior is only signaled by a type inducer that raises a protein level, which in our model could
be the result of either an internal gene turned on during cell division or externally generated.
There is currently no diffusion or other kind of interaction between the cells.

1For results from those experiments see also http://homepages.feis.herts.ac.uk/∼kj6an/GRNclocks/.
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2.1 GRN Model

The proposed GRN model makes locally smooth regulatory and evolutionary dynamics possible,
and environmental interaction is explicitly considered. It has been first described in [8], where
more details can be found.
Every cell consists of proteins and a genome with a fixed number of genes. Gene activation is
controlled by regulatory sites (cis-sites or cis-modules), each composed of – possibly – several
protein binding sites. Depending on the attachment of matching proteins to the binding sites the
corresponding cis-modules positively or negatively influence the production of, not necessarily
different, proteins. In molecular biology, proteins acting in such a way are called Transcription
Factors (TFs). In our model all proteins are potentially regulatory. For simplicity in the
regulatory dynamics we use template matching, i.e. a perfect match of binding site and the
corresponding protein is required, unlike e.g. [2, 3]. The main difference to the Biosys model,
described in [12], is that one can have any number of cis-modules per gene and every cis-module
can have any number of protein binding sites. This is to allow for an additional level of protein
regulation, as it is known to molecular biologists that TFs not only show additive behavior but
might also interact with each other and thereby change their influence synergistically, see e.g. [13,
and references therein]. This level could for example facilitate the advent of “master control
genes”, i.e. one active gene at the top of a control hierarchy that might start a cascade, turning
on a huge number of other genes. For example [6] found that the out-of-place eye production in
the fruit fly Drosophila can be triggered by a single signal. Such selectors can be thought of as
choosing a particular pathway for the cell (as well as it’s descendants) and are assumed to be
involved in cell differentiation as well as developmental modularity.
In summary our approach facilitates the evolution of complex dynamics, coming a little closer
to nature, where “5-10 regulatory sites are the rule that might even be occupied by complexes
of proteins” [2].

2.1.1 Genetic Representation

The genome is represented as a string of integers, encoding the genes and some global parameters
of the network. Digits 0 and 1 are coding digits that may be involved in regulation or protein
coding. To differentiate between such a coding bit, a cis-module boundary and a gene boundary
the genetic alphabet was increased to four digits, with 2 delimiting the end of a cis-module and
3 delimiting the end of a gene. There are eight different proteins in the version of the model
used here, i.e. three bits encode a protein.
For this set of experiments we used a fixed number of genes, namely nine, as this had proven
more than enough for coping with the single task described in our earlier paper [8]. After
compartmentalizing the genome into genes, the last four coding digits of every gene determine
its output behavior, three bits for the protein produced and the last bit for the gene’s activation
type, which can be “default on” – even active when no activation is present or “default off” –
only with positive activation.

For cis-modules the first coding bit determines its influence on the gene’s activation level (in-
hibitory/activatory) and every following three coding digits are considered a protein binding
site. For example the gene 010111021101020011113 will produce protein 7 (111) and is “off by
default” (last bit is 1). It has two cis-modules, the first inhibitory (starting with 0) binding a
combination of proteins 5 (101) and 6 (110), and an activatory cis-module (starting with 1) to
which protein 5 (101) will bind. Note that the last zero of 110102 is ignored; we refer to such
coding digits which are neither translated nor regulatory as junk.
The genome also encodes several evolvable variables global to the cell. These are the protein-
specific decay rates (four bit for every protein, indexing into a fixed lookup table of values),
the global binding proportion (also four bits indexing into a lookup table, but identical for all
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proteins), and finally the global saturation value (three bits indexing to a look up table, again
identical for all proteins).

2.2 Regulatory Logic

The model is run over a series of discrete time steps, its lifetime. In each time step initially a
fraction of the free proteins, determined by the global binding proportion parameter, are bound
to matching sites; if there is more than one binding site competing for the same protein the
fraction is equally distributed between all matching sites2. In this process all protein binding
sites are treated equally, regardless of the cis-module to which they belong. Let bi be the
number of all binding sites matching protein i (there can be several for the same protein within
and between cis-modules) and ct

i denote the number of protein i being available for binding at
time t. Then the amount pt

ijm of protein i bound at time t to a given binding site in cis-module
j of gene m and matching protein i is:

pt
ijm =

ct
i

bi
+ pt−1

ijm,

where pt−1
ijm is the amount of protein i at the binding site in the previous timestep after saturation

and protein-specific decay have been taken into account, with the initial condition p0
ijm = 0.

The activation level am of gene m with k cis-modules is calculated as:

am =
k∑

j=1

±j min
i: protein i binds to cis-module j

pt
ijm,

where ±j =

{
+1 if cis-module j is activatory
−1 if cis-module j is inhibitory.

Note that this use of min is similar to a logical and and results in non-additive effects (“synergy”)
in gene regulation.
So the calculation of every gene’s activation level is done by adding (activatory) or subtracting
(inhibitory) the values per cis-module but only the lowest value of bound protein per cis-module
is used (min). The increase in protein concentration due to gene m is then fm(am), 3 where

fm(x) =

{
r
2 (tanh(x−15

s ) + 1) if gene m is “default off”
r
2 (tanh(x+5

s ) + 1) if gene m is “default on”.

The parameter s = 5 determines the steepness of the slope, with the function becoming more
switch like as s gets smaller, and r = 150 determines the range of the function. The output of the
gene’s activation function is added to the unbound concentration of that gene’s output protein
type. After this calculation the concentrations of all unbound proteins are, if necessary, reduced
to the global saturation value and then all proteins, free or bound, are decayed by the protein
specific rate. Finally environmental input occurs by increasing the unbound concentration of
certain proteins by some value and output by reading some protein concentration values. Simple
scaling by r is used to map stimulus input levels from the signal range to a protein concentration,
and vice versa for output protein levels.

2Note that all variables for protein amounts are continuous.
3For example, for the gene 010111021101020011113 from above this would mean that due to the first (in-

hibitory) cis-module, assuming a share of 20 type 5 proteins (101) and 1 type 6 protein (110) per binding site,
the value −1 would go into the sum. The second (activatory) cis-module however would contribute +20 resulting
in an overall activation of 19, which gives a protein output of about 125 type 7 proteins.
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010110110...010111021 020011113

110111021 021101020011113
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+
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−
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2)

1)

3)

4)

Figure 2: Gaussian offset crossover. Genomes of (1) parent 1, (2) parent 2, (3) offspring
1, (4) offspring 2. Only one gene and part of the global compartment shown. Both children
get digits up to the crossover point from their respective parent, but then continue in the other
parent’s genome with opposite gaussian-distributed offsets (−3 and +3, respectively, here).

2.3 Evolution

We use a fairly standard Genetic Algorithm with weak elitism, tournament selection and re-
placement. Every evolutionary condition was studied with ten repetitions; each lasting 500
generations of 250 individuals, where one individual consisted of two cells with the same genome
and thus the same regulatory network. The initial population started with one cis-module per
gene and one protein binding site per cis-module, all coding bit values being randomly assigned;
in network terms the nodes are randomly connected, with at most one incoming arc.

2.3.1 Selection

Later generations are formed by carrying over the best-performing individual of the last gen-
eration automatically and, keeping population size constant, the other individuals are replaced
by offspring. To generate each pair of offspring, 15 (not necessarily different) individuals of the
prior generation are chosen randomly and of these the best two selected to be “parents”.

2.3.2 Variability

A (single-point) crossover between the parent genomes occurred 90 percent of the times and
every coding bit is flipped with a mutation probability of one percent. To generate a variable
number of cis- and of protein binding sites per gene it is necessary to have variable length
genomes. Note that despite this, the number of genes stays the same all the time. These
properties are achieved by dividing the parent genomes into compartments: one compartment
for every gene and one compartment for the global variables. Then (with a probability of 0.9)
a single compartment is chosen for crossover and in this compartment a point allocated for
crossover. However when crossing over from parent 1’s genome to the second parent’s genome
copying does not necessarily continue at the same position of parent 2’s genome but is shifted
by an offset (see fig. 2), mimicing the unequal crossing-over observed in biology.

This offset is randomly drawn from a gaussian distributed random variable with mean 0 and
standard deviation 4. The relatively large number four was chosen to increase the chance of
duplicating genetic information, the importance of which was already pointed out by [10] for the
evolution of biological complexity. Ohno put emphasis on whole-genome duplications while it is
now, with better techniques, becoming ever clearer that “both small- and large-scale duplication
events have played major roles” [14].
Note that the offset point is limited to stay within the boundaries of the compartment, hence
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Figure 3: Periodic functions used: 1) sine (dashed the inverse/shifted wave), 2) positive part of
sine, 3) step (dashed the inverse/shifted wave), 4) pulse.

if crossoverpoint + offset is smaller/larger than the left/right boundary it is set to the corre-
sponding boundary value. So the number of 2s (cis-modules) might increase by crossover –
mutation was only applied to coding digits (0s and 1s) – but not the number of 3s as these are
the compartment boundaries. When crossover occurs in the part encoding for global parameters
the offset is always set to 0 as more bits would be meaningless here.
These processes allow both neutral crossover and mutational changes, as ‘half’ cis-modules
(i.e. less than three bit – one protein – long) are ignored. Additionally this means that, although
the number of genes was constant over one evolutionary run, genes could become inactive, in
a similar manner to the so called pseudo-genes found in nature, i.e. if there was not a single
cis-module and the gene had an activation type of “off by default”.

2.4 Environmental Coupling

We decided to systematically vary evolutionary conditions by varying the pattern of external
signal received at the cellular level as well as the periodic output behavior expected.

2.4.1 Input stimuli

The basic idea was to have periodic environmental stimuli based on a sine curve (shifted to the
interval [0, 1]). The wavelength w was set to 20 time steps, while the lifetime for every GRN was
400 steps. Variations included having only the positive part of sine, a periodic step function,
and a brief pulse. The four functions used are depicted in fig. 3. As mentioned above, both
cells of an individual always received the same periodic stimuli. However one cell additionally
received an inducing signal with a continuous value of 1, realized as increasing the level of a
protein type different from those used for periodic input and output.

2.4.2 Output behavior

Two periodic target functions were used to measure the performance of an individual and assign
fitness: sine (fig. 3.1) and step (fig. 3.3). While the induced cell’s desired output would be in
the the same phase as the input, we ultimately want the other cell to produce the inverse of the
input, which is equivalent to shifting the input’s phase by one half. Fitness was measured as
the deviation from this desired output, i.e. the smaller the value, the better adapted the GRN.
Letting ct

i0
denote the (unbound) concentration of the induced GRN’s output protein i0 and dt

p

the desired output in phase p relative to that of the input at time t, the deviation is simply
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Figure 4: Exemplary evolutionary runs showing the best individual per generation (average over
10 repetitions); 1) with full differentiation pressure, 2) with gradually increasing differentiation
pressure. For most experiments we found the best and worst repetitions to be closer together
when the lineage’s environment changed slowly.

calculated as:
∑L

t=1 |ct
i0
− dt

0.0| and similarly for the other cell, only with dt
0.5 – a phase shift

of one half which is equivalent to the inverse wave. Finally both deviations were added up and
divided by 2. The lifetime L of every individual was set to 400 time steps; as a reference, over
such a lifespan a random GRN achieved a deviation of approximately 200.
However in one set of experiments we did not immediately, i.e. from the first generation, expect
individuals to fully differentiate and rate performance accordingly. Instead, the environment be-
came gradually harder by increasing the relative shift in wavelength little by little from 0 to w/2
every 25 generations (with g the current generation we wanted an output of dt

min(g mod 25,w/2)/w

for the second cell in each pair).

3 Results

Overall, 8 evolutionary scenarios were tested (two desired output types times four environmental
stimulus input functions) and each scenario was run ten times. Additionally, the whole set of 8
scenarios was repeated for gradually increasing environmental pressure, as described above.

3.1 Evolutionary Dynamics

In every scenario most repetitions successfully produced well adapted individuals that had
evolved a kind of switch, allowing them to behave very differently when an inducing stimu-
lus was present. Not very surprisingly, the more sparse the input was the harder it was to
reduce the deviation from the desired output wave. For the immediate full shifting set of exper-
iments, when considering a deviation of 80 acceptable4, in 30 (out of overall 80) repetitions no
GRN in the population could be considered to have achieved an acceptable performance level.

4By experience we found that GRNs with a performance worse than 80 often were much better at one task
than the other, i.e. no real differentiation had taken place.

81



For the gradual setting however, this failure happened only twice, and the superiority of this
condition can also be seen from table 1. It seems that an evolutionary environment gradually
introducing a requirement for a switch between behaviors facilitates differentiation, and the
smaller standard errors suggest an increase in evolutionary robustness. This is also reflected by
the finding that for most experiments the best and worst repetitions are closer together when
the lineage’s environment changed slowly; for an example see fig. 4.5

desired behavior

env. input

sine
(inverse/mirror)

step
(inverse/mirror)

sine 63.38 ±11.2 std. err.
best evolved: 14.71
best rand.: 86.67/88.58

76.19 ±12.0 std. err.
best evolved: 27.90
best rand.: 126.2/92.01

pos.
sine

50.14 ±6.29 std. err.
best evolved: 21.78
best rand.: 80.18/75.37

85.12 ±10.8 std. err.
best evolved: 37.57
best rand.: 100.4/113.2

step 57.27 ±8.92 std. err.
best evolved: 27.63
best rand.: 86.06/70.33

60.75 ±9.40 std. err.
best evolved: 28.90
best rand.: 72.17/70.84

pulse 74.34 ±6.25 std. err.
best evolved: 27.93
best rand.: 86.44/89.68

81.02 ±11.9 std. err.
best evolved: 26.70
best rand.: 128.7/99.64

sine 29.52 ±3.62 std. err.
best evolved: 18.87

39.13 ±6.49 std. err.
best evolved: 8.672

pos.
sine

38.34 ±6.12 std. err.
best evolved: 16.12

56.34 ±6.83 std. err.
best evolved: 31.04

step 37.15 ±3.10 std. err.
best evolved: 24.78

40.96 ±1.20 std. err.
best evolved: 32.73

pulse 43.38 ±4.74 std. err.
best evolved: 19.41

63.59 ±6.66 std. err.
best evolved: 23.39

Table 1: Outcomes of experiments with immediate (upper half), gradual (lower half) differen-
tiation pressure, with the leftmost column depicting the environmental stimuli used and the
topmost row the desired output behavior for every run. The data cells show the best final
deviation averaged over 10 repetitions with 500 generations times 250 individuals each, ± the
respective standard error. Additionally the best deviation achieved by evolution and, in the
upper part, the best deviation found when testing the same number – 1.25 million – of random
GRNs (one/two binding sites per gene are shown).

3.2 Evolved dynamics

In all the best evolved GRNs we found the use of and-like regulatory logic with several binding
sites bundled to a cis-module as described above, although the initial random nets started with
only one site per module. Typically, the protein level being influenced by the type inducer, which
might be considered as the output of a “master control gene” or an environmental stimulus, had
a very prominent position (i.e. a high outdegree) in well adapted individuals. For example the
one shown in fig. 5 participates in the regulation of 4 out of 7 functional genes. Finally, following

5Additional results as well as the full source code will be made available at http://panmental.de/GWALdiff
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Gene 1

Gene 2

Gene 3

Gene 9

Gene 8

Gene 7

Gene 6Gene 5Gene 4

Type inducerEnvironment

Figure 5: Regulatory interaction diagram of an evolved 9-gene GRN. Boxes denote
genes (rounded corners indicating “default on” ones with the others being “default off”), con-
nections ending in an arrow are for activatory influences and the T-like endings depict inhibitory
ones. The bolder the connections the more binding sites the receiving gene has for the corre-
sponding protein, resulting in a bigger share of the protein binding.

Figure 6: In these matrixes the 8 protein concentrations of the GRN from fig. 5 over 100
time steps are depicted. Note that row 2 reflects the input protein level while row 7 corresponds
to the GRN’s output. In the lower matrix lack of activity in row 4 induces inversion of the input
stimulus.

are figures illustrating what is going on in an exemplary individual which was the best of its
repetition in the scenario: sine input, sine output desired, gradually increasing differentiation
pressure. Figures 6 and 7 show its dynamics, with the lower matrices each corresponding to the
“inverse desired” cell.

4 Discussion

The GRN model is clearly able to evolve functional differentiation. However the lineage’s evolu-
tionary history seems to be very important in determining the probability that a switch between
two behaviors can be found. Comparing with the immediate requirement for a switch between
behaviors we found that in the gradual case final GRNs usually showed better success with less
variability in performance, the latter indicating an increase in evolutionary robustness. Similar-
ities of input stimuli and expected output also had some impact, but differences were not huge
and unsuprisingly the more sparse the input the worse the performance was.

In the future we will analyze the properties of evolved networks further – what do those that
show a switching behavior have in common as opposed to those with no switch? – and also: How
did the switch evolve? Last but not least, it will be interesting to see how well these findings
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Figure 7: As in fig. 6, but here the output activity of each of the 9 genes is shown. Every
row corresponds to one gene’s protein output, where darker means more output. One can clearly
see the distinct activation patterns. Note that genes 1 and 8 are inactive, i.e. generate no output
ever, see fig. 5.

scale: can we evolve control hierarchies with levels of switching?
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Abstract

Metabolic processes involve numerous enzymatic reaction pathways and constitute complex
interaction networks. Most often each enzymatic reaction implies at least two metabolites
(molecules) and the level of interactions depends upon each molecule current state. Even if
participants exhibit a small number of different possible states, this can lead to a combina-
torial explosion of the number of reachable states of the whole system. Using a multi-agent
design it is possible to easily take into account this complexity. In such design, agents are
enzymes or metabolites and each of them stores its own state. The complexity is then re-
covered during the computer simulation of the process. We have studied a specific case of
metabolic process, called the Q cycle, which involves one enzyme and two types of metabo-
lites. The Q cycle is the central part of the respiratory chain in mitochondria which mainly
produces cell energy. Each metabolite can have two or three possible redox states depending
on its type. The enzyme has six reactive sites and each site has two possible states : free or
occupied by a metabolite. Taking into account all the possible states of the system leads to
model several hundred system states. A traditional way in biology is to code the system by
a set of differential equations. Nevertheless, we show that a multi-agent system can model
this kind of process more easily than the traditional one. The obtained tool allows to man-
age and to modify conditions of simulations for testing different hypotheses on normal or
pathological situations in an easy way.

Introduction

The last twenty years have seen the publication of many mathematical models to simulate bio-
logical processes. Usually, these models use Ordinary Differential Equations (ODE). ODE allows
us to take into account the time course of molecule concentrations but large metabolic pathways
rapidly become difficult to study. Moreover, ODE models lack the ability to efficiently deal with
the localisation of molecules and the network topology parameters (compartments for instance).
Partial Differential Equations (PDE) can be used with such problems but they are more difficult
to handle. Finally, in differential equation models, some important data such as experimental
conditions are often discussed in the text but do not appear explicitly in the mathematical model.

As part of a project to simulate the whole mitochondrial metabolism, we have studied a specific
metabolic process involved in mitochondrial energy production. This process called Q cycle is
a set of redox events that take place within the Respiratory Chain of the mitochondria. There
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already exists several ODE models of the Q Cycle [4] but they do not take into account the whole
cycle behaviours because of the complexity level of this process. In order to propose a more
complete model of the Q cycle, we have built a model using Multi-Agent design to implement
molecule’s behaviours.

Multi-Agents Systems (MAS) are currently used to investigate structures, behaviours and func-
tions of metabolic [12] and biochemical [7] processes. Metabolic processes involve interactions
of different entities, molecules and enzymes, within a situated physical environment. Biochem-
ical reactions are discrete and local events that will create global behaviour and organisation
within the metabolic system. The study of metabolic pathways involves the design of biochem-
ical reaction chains between molecules. In silico, simulations of such reaction chains can help
understanding normal or pathological cell behaviours.

The following sections present, firstly, the Q cycle process, from a biological point of view and
from ODE point of view, and secondly the Multi-Agent model of this process. Finally, we discuss
future works.

1 Mitochondrial Q cycle: energy synthesis

Mitochondria are intra-cellular organelle in eukaryotes. Each cell is filled with a set of hundreds
of mitochondria. The essential role of mitochondria is energy generation for the cell. The energy
delivered by mitochondria is the result of a complex mechanism, involving a series of redox
reactions called “Respiratory Chain” which uses the oxygen we breathe in and the nutriments
we ingest. A redox reaction is characterized by an electron exchange between two partners
according to qualitative and quantitative rules. The Respiratory Chain redox reactions are
catalysed by highly structured protein complexes and electron transporters embedded in the
inner mitochondrial membrane. Electrons transfer is linked to an extrusion of protons (H+)
outside the mitochondria, creating an electro-chemical gradient, which will be used, among
others, for ATP synthesis, according to chemiosmotic theory [11]. As shown in Fig.1, this
process involves the Respiratory Chain complexes (complex I to IV), an Iron Sulfur Protein
(ISP) and ATP synthase (Complex V).

Complex III plays a central role in Respiratory Chain [11]. Like all the Respiratory Chain
complexes, Complex III is embedded in the inner mitochondrial membrane. As shown in Fig.2
this complex catalyses the transformation of CoEnzyme Q from its more reduced form ubiquinol
(UQH2 or CoQH2) into its more oxidized form ubiquinone (UQ or CoQ). The process is in fact
fairly complex. Mitchell was the first to design the internal work of the complex III (concept
in 1967, fully developed by 1975[9]). All the features that occur within the complex III were
called the Q cycle. At present it is known that during the catalytic process, UQH2 turns
into semiubiquinone (UQ•− where •− represents an electron) before reaching UQ state. The
CoEnzyme Q molecules in all their different redox states are collectively named the ubiquinone
pool. So the UQH2, UQ•− and UQ designate three different possible redox state of the Co
Enzyme Q molecule.

The UQ•− transition and other hypotheses have been included in the initial theory and the Q
cycle has become the modified Q cycle [3] 1. Due to the occurrence of the transient free radicals
species (UQ•−), the respiratory chain is also the site of Reactive Oxygen Species (ROS) produc-
tion [3]; this is a deleterious process, which can be amplified in mitochondrial diseases and aging.

The complex III (Fig.2) sustains the Q cycle mechanism. It is built of several subunits, among

1From now on, in the text, any reference to the Q cycle refers in fact to the modified Q cycle
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Figure 1: A simple representation of the Respiratory Chain and ATP synthesis

which the cytochrome b, the Iron Sulfur Protein and the Cytochrome c1. The complex III
contains two binding sites (Qo and Qi) and two interacting sites: one is an heme of Low redox
potential (bL) and the other is an heme of High redox potential (bH). Both hemes, which are part
of the cytochrome b, have redox properties due to the presence of an iron molecule (Fe2+/Fe3+).
The Qo site is near the outer side of the internal mitochondrial membrane, and the Qi site is
facing the mitochondrial matrix. Qo and Qi sites can both bind UQ, UQ•− or UQH2. Two other
proteins will also play important roles in the Q cycle. The Iron Sulfur Protein has a site that
contains an Fe-S centre. The Cytochrome c1 possesses a site that contains an iron molecule.

ubiquinone state change

electron movement
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MATRIX

Qo site
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UQ
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Figure 2: The 2 steps of Q cycle

A brief description of the Q cycle is given in figure 2. It consists of two steps.
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Step 1: it starts with an electron being transfered from UQH2 (bound to the Qo site) to
the Fe-S centre of an Iron Sulfur Protein (ISP). This triggers the release of two protons into the
inter mitochondrial membrane space and transforms UQH2 into UQ•− (still bound at site Qo).
Next, an electron is transfered from the Fe-S to a Cytochrome c1 and the UQ•− (becoming UQ)
gives an electron to the Cytochrome b Low potential heme (Cyt bL). Electron transfer from Low
potential heme to High potential heme (Cyt bH ) directly follows. This electron is then given to
an UQ molecule at Qi site thus forming UQ•−.

Step 2: it starts with the release of UQ from the Qo site. A new UQH2 molecule takes its
place. The previously generated UQ•− stays in the Qi site. After that, the scenario is identical
to the first step but instead of a UQ, it is a UQ•− that receives the electron from the Cyt bH,
thus forming UQH2 (on Qi site) with two protons taken from the mitochondrial matrix.
To reach step 2 from step 1 implies that an UQ molecule binds Qi site and that a new UQH2
molecule binds to the Qo site.

1.1 Modeling the Q cycle with ODE systems

Several models have been proposed to simulate and investigate the properties of the Q cycle.
Most of them are based on Ordinary Differential Equations (ODE). These models describe the
time evolution of different redox forms of Coenzyme Q and of the sites states.

A case study ODE model [4] involves 31 variables, the variation of which are described by a set
of 31 ODE combining 43 rate equations. Among them only 25 rate equations out of 43 code for
the Q cycle itself. The other ones concern initial conditions, steady state constraints and output
calculations.

Variables Different States

Fe Fe-S Fe-S• Fe-S•Q•

Cyt bh Cyt bH Cyt bH•

Cyt bl Cyt bL Cyt bL•

The ODE model describes a composition of different states of 3 variables (table based on [4]).

Some key players of the Q cycle are left aside among this states: cytochrome c1 and ubiquinone
at the Qi site. Also Fe-S•Q• state is in fact Fe-S• with Q• fixed within the Qo site.

These three variables in their different status summarise different status of Qo and Qi sites.

Thus, there are 12 possible states (Fig.3) for the whole cycle. A total of 22 possible reactions
describe the transitions from one state to another. They are tagged according to the step cycle
in which they take place.
The 25 rate reactions are in fact derived from 7 type of generic reactions applied to different
variables representing different redox states of the complex III. Thus it exists a certain amount
of redundancy within this ODE model.

In a sense, numerical variables of the equations increase because of the spatial conformation and
the number of the subunit states involved. This is a built-in feature of several ODE models. If
the behaviour of each key players of the Q cycle were to be described one by one, the combination
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Figure 3: Graph of the 12 states and the 24 valid transitions (based on [4]

of their behaviours will automatically recreate all the states and transitions of the model, and
probably some others relevant for pathologies.

2 Multi-agent models to simulate redox reactions

The dynamic of the system can be better designed using paradigms such as Multi-Agent Sys-
tems (MAS). There exists several examples of such MAS usage for living systems like artificial
chemistry2. For a couple of years they have also been used in biology to simulate membrane
generation [6] or biological pathways [2].

In MAS design, agents are entities which can interact with each other following rules. In our
model we have chosen to set the granularity to the molecular level. One of the important
differences between MAS model and ODE is that the former works with discrete values, number
of molecules, whereas the latter uses continuous variables, such as species concentration (mole
per litre). The calculation of ODE is always a calculation of averaged variables of the system,
whereas that of MAS allows individualization of each molecule with its own behaviour. A MAS
based on reactive agents is a simple way to represent metabolic processes where molecules are
agents.

We will present the MAS model that we have designed for the Q cycle simulation.

2.1 Reactive agents and the Q cycle

An agents is characterised by its name (ie species name) and its position in a 3D space. The
MAS has mainly two major types of agents: Metabolite and Enzyme. We have used a generic
agent BioAgent that can handle common attributes (name, weight, position, structure). This
class is subclassed into Enzyme and Metabolite. Enzyme and Metabolite are also subclassed
to code specific type of enzyme or metabolite. The Metabolites involved are UQ, Fe-S and Fe.
The complex III is a subclasse of Enzyme agent.

2see www.alife.org for a complete list of links
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In the MAS, a random walk in a 3D space is applied to each allowed agent and the affinity
values between enzyme and metabolites are represented as catch/release probabilities.

An Enzyme is a BioAgent which main attribute is a list of sites. Those sites are affected affinities
for Metabolites (catch and release probabilities) and spatial positions. Each site has two states:
free or occupied by a Metabolite. Sites are used by the Enzyme to modify the redox value of the
Metabolites clustered in them. In our approach, these sites are only attributes of the Enzyme

agent since they are not independent and are modelled as elements of the Enzyme. For our
application, complex III Enzyme has the following list of site: bL, bH, ISP, Cytc1, Qo and Qi.
But if it is necessary an enzyme can become a composite agent containing some other BioAgents.

In the Q cycle model, we take into account two kind of sites: interacting and binding for the
complex III. Interacting sites are bH, bL, c1 and Fe-S, while binding sites are Qo and Qi. An
Interacting site is an Enzyme site where a metabolite is definitively bound. This metabolite
will follow redox rules. A Binding site is an Enzyme site where a metabolite can dock to the
site and afterward be released.

Probabilitistic rules apply for describing metabolite binding and release on sites. In the case of
Fe and Fe-S, the binding parameters lead to an irreversible link to their sites. A metabolite is
considered bound when it is spatially close to the site. So the spatial position of metabolite can
vary within a given range.

In classical biological descriptions, when an interacting site and its metabolite are definitely
bound, they are considered merged together into one entity (the molecule that interacts is
merged with the spatial site in which it is clustered). In the previous ODE model, bL and bH
variables described the site within complex III and also the molecule clustered in it.

The Q cycle process is mainly driven by redox reactions. Thus in the MAS model, the different
Metabolite interactions are described by redox rules. The next paragraph describes how we have
modelled these redox rules.

2.2 Modeling redox rules

Redox rules represent the firing of redox reactions. Each Metabolite possesses a current state
of oxidation (from a range of possible states). Changing its state is done using a threshold (a
redox value) given by its Metabolite type and its current redox state. A redox reaction consists
in switching its state for each participant (from oxidized to reduced or the opposite). When two
Metabolites are close, their redox values are compared: if the molecule with the greater redox
value is in an oxidized state and the other one is in a reduced state then the redox reaction
occurs.

For example, the reaction between UQH2 and Fe-S is:

• The redox value for the CoEnzyme Q to switch from its most reduced state (/UQH2) to a
less reduced state (UQ•−) is 170 mV while the redox value for the Iron molecule to switch
from its an oxidized state (Fe-Sox) to a reduced state (Fe-Sred) is 280 mV.

• As UQH2 is the most reduced state of ubiquinone, it reacts with Fe-S, if Fe-S is in oxidized
state, to give UQ

•− on the one hand and Fe-Sred on the other hand. Thus the reaction
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takes place in the direction: UQH2 + Fe-Sox → UQ
•− + Fe-Sred.

All the steps of the process done in Fig.2 obey the same rule.

BioAgent Life Cycle In a Multi-Agent design, the behaviour of all agents are driven by a
Life Cycle. We have chosen to describe an asynchronised algorithm for this Life Cycle.

Each step of the algorithm is as follow:

• Each BioAgent in a randomised list is inspected,

• its new state is calculated, taking into account, its environment: the position (coordonates
in a three dimensional continuous space) and the state of its neighbours. The BioAgent

switchs from its current state to the new state.

A first prototype has been set up using a “cross-platform multi-agent programmable modelling
environment”, NetLogo [10].

Figure 4: A prototype

This prototype (Fig.4) implements the Multi-Agent model. It simulates the behaviour of a
complex III dimer 3. It enables to follow the time course of metabolites concentration (by type

3that is: two complex III spatially linked to one another, not a composite BioAgent
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and redox states). We have implemented procedures to track redox reactions which occurs for
each Metabolite. This will permit us to analyse the redox reaction chains that follows the Q
Cycle behaviours and those that are potential shortcuts.

Such MAS implementation allows to treat all the cases specified with the corresponding ODE
model. Moreover, we are now able to simulate new combinations of parameters which can corre-
spond to normal or pathological situations. For example, abnormal short circuit situations are
allowed and can occur in our model. For instance, the electron fate after binding of UQH2 to
the Qo site is not imposed.
Lastly, inclusion of this part of the respiratory chain into a more complete model of the mi-
tochondrial metabolism is not a problem. The composition of several models is obtained by
writing interface (rules of exchange) between the elements of the composition. Connection of
complex III with Complex I or II on the one hand and with the Complex IV on the other
hand is given by the rules of production or consumption of UQH2 and UQ molecules respectively.

3 Discussion and perspectives

The description of Q cycle has evolved over time since the first propositions by Mitchell [9],
particularly after obtaining the 3D crystal structure of complex III [5]. Descriptions of molecule
behaviours and sequence processes are experimentally more and more detailed. As a consequence
the number of ODEs increases. The ODE users thus have the tendency to minimise the number
of process taking into account, by ignoring the apparently less frequent (less probable) reactions.

On the contrary, the MAS model leaves the system free to simulate all events just by following
the rules of interactions between agents. MAS can be considered the right level of abstraction for
designing and engineering complex systems characterised by organisational structures and coor-
dination processes [13]. In our example, representing the 12 states and the 22 transitions given
in Fig.3 is possible with the definition of two generic types of entities (Enzyme and Metabolite),
a list of ordered states and a list of redox values for each given enzyme and metabolite, and a
generic rule describing redox switching.

An important issue of MAS model is the granularity of the simulation. Representing one molecule
by one agent is not reasonable when biological systems (a simple cell) implies several millions
of molecules. But most often, study of specific metabolic pathways allows to look at only part
of the biological system. Moreover, we work on mitochondrion which is a small organelle within
a cell and the Q cycle is only a part of the mitochondrial metabolism. Therefore, simulation of
hundred thousands of agents can be considered representative of the behaviour of one mitochon-
drial compartment. But the question of the number of agents must be kept in mind especially
when 3D representation is intended.

We have designed a generic BioAgent which can be used for modelling any enzymatic process.
We also generated a set of rules for agent behaviour that are compatible with the modelling of
any redox driven enzymatic complex.

This works is part of a more general project MitoScoP [1] which main goal is to model and to
simulate the whole mitochondrial energetic metabolism.
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Abstract 

In robot experiments that try to investigate behaviour found in swarms of social insects, mostly 

homogeneous groups of agents were used. Task allocation within these groups was achieved by 

dynamic developmental processes. In contrast, this work accesses the dynamics in a heterogeneous 

group of simulated agents building structures in a simple world. Task diversification is predefined 

and the effects of group parameters like composition and agent’s abilities are in the focus of 

interest. By analyzing the emerging patterns built by the heterogeneous group, it is shown that 

depending on the swarm configuration the resulting behaviour on group level can be robust to 

changes within the group. Different emerged patterns which are more sensible to parameter 

changes are also investigated and responsible effects explained.       

 

1 Introduction 

It is a commonly held view that more complex tasks require more complex robots, which contradicts 

the desire to keep them simple, robust and easy to maintain. To find new ways to solve this dilemma, 

some roboticists have turned to abstracting the essential features and dynamics of living systems. The 

field of collective robotics for example, in which particularly coordinated action is an issue, has been 

inspired by the biology of social insects.  

An important mechanism in social insects to coordinate their actions, and which has been taken up by 

roboticists, is stigmergy. Stigmergy explains indirect task coordination without direct communication 

(Grassé 1959). Instead, communication is mediated by changes in the structure of the local 

environment that are reinforced by the behaviour of the agents. Since the behaviour of the agents in 

turn is triggered by the structure of the local environment, stigmergy is often associated with the 

notion of self-organisation. One robot application is the experiment by Maris and te Boekhorst (Maris 

1996) in which robots (based on a Braitenberg architecture) pushed objects together. 

Some proponents of self-organisation have suggested that essentially similar individuals can adopt 

different roles due to local interactions, hence playing down initial behavioural or morphological 

differences among agents. Also experiments with robots that exploit the self-organised effects of 

swarm behaviour typically start with homogeneous groups (Maris 1996; Labella 2004) . 

However, in many animals, individuals with different morphological features do exist (see e.g. Detrain 

1991) and in certain species form castes within a society. These differences allow particular castes to 

perform certain tasks better than others (e.g. defending the nest, foraging or processing food). Clearly, 

the relative importance of self-organisation on the one hand and initial morphological differences on 

the other hand is still a matter of debate (Bonabeau 1999). It is obviously an important issue for 

robotics to establish whether task allocation can be accomplished better by a combination of different 

types of agents than by a collection of identical agents solely based on self organization.  
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The experiments reported here were carried out as a first step to assess the dynamics within a 

predefined heterogeneous group of agents. More specifically, they address the question to what extend 

the composition of the colony (in terms of classes of agents) contributes to the complexity of pattern 

formation and the behaviour on colony level.  

2 Experimental setup 

An artificial world was designed in NetLogo. The 2-dimensional environment represents an area 

(either closed or toroidal) which contains “particles” and is populated with agents. Two types of agents 

can inhabit the world, Bull-dozer-type agents (“Dozers”) and Grabber-type agents (“Grabbers”).  

Dozers move straight forward and push any single particle that is directly in front of them until it 

cannot be pushed any further (e.g. when it is pushed against the wall or other objects). If Dozers 

collide with an obstacle (wall, other agents or a pile of two or more particles) they change their 

direction randomly (left or right) by turning under an angle of 45 degrees. The agent may lose the 

particle that it pushes on the way with a probability proportional to the distance pushed, after which 

the agent turns 45 degrees in a random direction. Dozers also continuously deposit an artificial 

“pheromone”. This pheromone triggers the behaviour of Grabbers. Grabbers can grab and carry 

particles (also when turning) instead of just pushing them ahead. In case they do not hold a particle, 

Grabbers move straight on, until they encounter an obstacle. If this obstacle is a wall or another agent, 

they turn 45 degrees in a random direction. If they run into a particle, and depending on the level of 

pheromone at that location, they grab it. The probability of grabbing increases with the local 

pheromone concentration. In case a Grabber already holds a particle, it moves straight ahead until it 

encounters an obstacle (wall, agent or box) after which its turns 45 degrees in a random direction. The 

probability of dropping the particle increases with decreasing pheromone level and the distance the 

particle was carried. In some experiments Grabbers also continuously drop pheromones with same 

intensity as Dozers. 

In the experiments carried out so far, 65% of the area was filled with particles. All agents start in the 

middle of the world heading in a random direction and spread outwards after the start of an 

experiment. The total number of agents in the world always was 100 and the Dozer to Grabber ratio 

was permutated. All simulations were performed in a toroidal world as well as in a closed area and 

also with the ability of Grabbers to drop pheromones switched on and off. All experiments were run 

for 300,000 time steps. At each time step, all agents where consecutively activated. For each 

parameter setting, 10 runs were performed. 

The structural patterns which emerged are nest-like structures that, to a varying degree, consist of 

“corridors” and “chambers” (Figure 1).  

 

      

Figure 1: Two example pictures. Each white pixel represents a particle an each black pixel represents 

an empty spot. Grey lines represent surrounding walls. 
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The structure of the pattern was captured by the following measurements: 

- Number of chambers. This measure is calculated using an algorithm which computes the distance 

from each empty spot to the nearest particle and in a second step searches for local maxima in the 

resulting 2-dimensional landscape of distance values at each pixel. If the picture is noisy (i.e. a lot 

of freestanding particles) the algorithm is unreliable and the pictures have to be manually reviewed. 

- Complexity. Structural complexity is measured based on the information dimension (Baker 1990). 

The picture is covered by a grid and entropy was binned into three classes: a grid quadrant either 

consists completely of white pixels, black pixels or contains both. Therefore the entropy for a 

picture with a given grid size x is: 

∑
=

⋅−=
3

1

,3, )(log)(
j

jxjx ppxE  

where px,j is the probability that a quadrant with side length x belongs to class j. The structural 

complexity is then given by the slope of the regression of E(x) for growing values of x starting with 

2. 

- Number of piles. A pile was defined as connected conglomeration of particles (using a Moore 

neighbourhood) with a cardinal number higher than 5. It was counted automatically by a breadth-

first search algorithm consecutively marking neighbouring white pixels, incrementing the pile 

count and starting again with an unmarked white pixel.  

3 Results of Homogenous Groups 

Before talking about heterogeneous groups, we look at results from homogeneous groups of each type 

to show differences between the agent classes. Both agent classes show different behaviour on group 

level which is explained separately. 

3.1 Dozers 

The behaviour of the Dozers can be described as “keep areas free of particles”. They push single 

particles to the walls delineating chambers. The resulting structure always consists of many narrow 

corridors (as can be seen in Figure 1) and many small chambers. This is due to the initial random 

distribution of particles; the maximum distance a particle can be pushed without colliding, is rather 

short. Once all movable particles are pushed against each other no further changes can occur. The final 

structure is static and for groups with size > 10 independent of group size.  For simplicity, this pattern 

is from now on referred to as “Dozer-pattern”. Examples can be seen in Figure 1. The number of 

chambers in this structure is generally more than 30 and the value of the complexity measure is around 

-0.25. If a single Dozer creates a small chamber, it often gets trapped in that chamber by locking itself 

in. However, with increasing numbers, this is prevented by the activity of other Dozers. Due to mutual 

avoidance movements in a group, Dozers change directions more often and therefore have an 

increased chance to find particles that can be pushed away. In this way they open up the area for their 

fellow Dozers to travel further and therefore prevent single or small groups of Dozers from getting 

trapped. As a result, with increasing group size also the chance to get the Dozer-pattern increases.   

3.2 Grabbers 

In contrast to Dozers, Grabbers generally move particles from areas with many agents to less densely 

populated areas. Because agents spend more time at obstacles due to their avoidance movements and 

therefore mark them strongly with pheromones, Grabbers tentatively move particles from larger piles 

to the centre of chambers.   
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Figure 2: Sample patterns generated by a homogeneous group of 100 Grabbers (with ability to drop 

pheromones).  On the left in a toroidal world, middle and right in a closed world. 

 

A homogeneous group of grabbers is only active if they are able to drop pheromones. Because the 

grabbing behaviour is dependent on the presence of pheromones, the Grabbers are inactive otherwise. 

As can be seen in Figure 2, the pattern generated by such a group is noisy, but on a closer look 

generally consists of a few large chambers connected by corridors (or from a different point of view a 

few big piles). This pattern changes dynamically over time but keeps its basic structure and is from 

now on referred to as “Grabber-pattern” in this paper. If the noise which strongly affects the 

measurements is removed, the number of chambers is generally less than 10 and the value of the 

complexity measure is around -0.05. The number of piles counted is normally less than 3.    

4 Results of Heterogeneous Groups  

The agents started to build piles of particles which generally lead to corridors and chambers, but their 

number and the complexity of the pattern depend strongly on the experimental parameters (number of 

agents, ratio Dozers/Grabbers, presence/absence of a border and Grabbers leaving pheromones or not).  

Dependent on these parameters, the results can be partitioned into three classes: 

1. Grabbers don’t drop pheromones 

2. World has no borders and Grabbers drop pheromones 

3. World has borders and Grabbers drop pheromones 

In each experiment shown here, the ratio Dozers/Grabbers was varied from 100% to 0%.  

4.1 Grabbers Not Dropping Pheromones 

Starting with a Dozer-pattern for 0% Grabbers, the results quickly change to a more Grabber-like 

pattern when their percentage increases (chambers <10 and complexity value > -0.07). Compared to 

the Grabber-pattern described earlier, this pattern is noise free, i.e. contains no single standing 

particles and still has more chambers. 

With further growth of the subgroup, their activity and therefore their influence on the resulting 

structure is decreasing, because less pheromones are dropped by the decreasing proportion of Dozers. 

In the extreme case of 100% Grabbers no particle is moved and the initially random world is not 

changed. Starting from 40% the result slowly converges to that of a Dozer-only group. As can be seen 

in Figure 3 and Figure 4 the presence or absence of walls has no impact. 
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Figure 3: Chamber count (top) and complexity measure (bottom) for experiments with a 

heterogeneous group in a toroidal world and Grabbers not dropping pheromones. Error bars indicate 

the 95% confidence interval. 100% Grabbers is not plotted because they stay inactive and the result is 

the initial random particle distribution. 
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Figure 4: Chamber count (top) and complexity measure (bottom) for experiments with a 

heterogeneous group in a closed world and Grabbers not dropping pheromones. Error bars indicate 

the 95% confidence interval. 100% Grabbers is not plotted because they are inactive and the result is 

the initial random particle distribution. 
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4.2 World has no borders and Grabbers drop pheromones 

When Grabbers also drop pheromones, the overall pheromone level in the world stays the same 

because the number of pheromone-dropping agents stays constant over all experiments. Without 

borders and starting from a Dozer/Grabber ratio of 1, the structure gets noisier and converges to the 

pattern of a Grabber-only group. The increase in freestanding particles is due to the decreasing activity 

of Dozers that now pose a minority. With noise, the chamber counting algorithm gets unreliable which 

results in the increasing chamber count in Figure 5. Other than the graphs may suggest viewed sample 

patterns show no significant change in the basic structure. Changes in the graphs between 40% and 

100% therefore have to be traced back to the increase in the number of free standing particles.     
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Figure 5: Chamber count (top) and complexity measure (bottom) for experiments with a 

heterogeneous group in a toroidal world and Grabbers dropping pheromones. Error bars indicate the 

95% confidence interval. 

4.3 World has borders and Grabbers drop pheromones 

Other than in the case of Grabbers not dropping pheromones, the presence of walls in this setting has a 

big impact on the results of a group with Dozer/Grabber ratio less than 1. With increasing percentage 

of Grabbers, the chance to get one big pile in the middle of the world (see Figure 2, middle) also 

increases. The explanation is that Grabbers are likely to move boxes away from walls because the 

pheromone level near walls is usually higher than average. This is due to agents’ propensity of wall 

following. Bumping against a wall and the consequent 45 degree turns make it likely that agents move 

along the wall. The pile counts (Figure 6) show, that the likelihood to build one pile increases when 

the ratio Dozers/Grabbers drops below 1, but decreases again when the percentage of Grabbers gets 

close to 100%. In the case of 90% only single particles can be temporally found at walls. The 

increasing chamber count (Figure 6) and the dropping complexity value for a ratio less than 1 can be 

again partly explained by the increase in noise. However, the amount of freestanding particles is less 

than in 4.2. This is due to the increased probability that areas along the wall get visited by Dozers 

travelling along them, thereby faster removing particles even when their number decreases.  
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Figure 6: Chamber count (top), complexity measure (middle) and pile count (bottom) for experiments 

with a heterogeneous group in a toroidal world and Grabbers dropping pheromones. Error bars 

indicate the 95% confidence interval. 

5 Discussion 

Results shown give evidence, that the resulting structures built by a mixed group can’t be easily 

derived from the behaviour of the individual subgroups and are in certain cases sensitive to small 

parameter permutations. Some observations on the combined behaviour of a heterogeneous group can 

be made: 

- Dozers efficiently keep areas free from single particles, thus reducing noise in the structure. 

Particles dropped by Grabbers are pushed to a wall or conglomeration again. 

- High pheromone levels produced by agents due to avoidance movements facilitate corridor 

building. A small dead end for example where many agents got stuck, gets opened up by Gabbers 

removing particles and Dozers pushing these out on their way back, hence building a corridor. Also 

bottlenecks and small chambers are generally enlarged by this mechanism. 

- Because of the bigger surface area of larger conglomerations which is hit more often by Dozers, 

particles are tentatively moved from smaller to larger piles, thus removing smaller piles over time. 

A single conglomeration in the middle of a bigger chamber is often not affected because of less 

pheromone in its vicinity compared to the pheromone level at the surrounding chamber walls. This 

101



is again due to the propensity of wall following, further increased by concave chamber walls in 

contrast to the convex surface of the pile.  

Taking one step back and looking at the emerging patterns also shows features of heterogeneous 

groups which, if reproducible in other experimental settings, can be useful for the composition of 

artificial swarms. Regardless of the different parameters in the classes, the resulting patterns for 

groups with less than 25 Grabbers were always comparable (see Figure 3Figure 4Figure 5Figure 6). 

The starting point was always 100 Dozers, which led to the static structure described above. With 

increasing number of Grabbers the structure almost immediately changed as can be seen in Figure 7. 

Because Grabbers are able to change the static structure by taking particles away which Dozers are 

unable to move, the pattern continuously changes over time, but keeps its basic structure. This pattern 

can be compared to the Grabber-pattern, but contains almost no freestanding particles, because objects 

dropped by a Grabber are almost immediately pushed against a wall by a Dozer.  

Together with the finding, that the resulting patterns for groups with 15 to 40 Grabbers are not 

significantly different, this gives evidence, that there is a “stable” group composition. In this stability 

region, small changes within the group have no impact on the resulting behaviour, hence making it 

robust to disturbances in the group. If it turns out that this also holds for groups of real robots it should 

strongly govern group composition to gain robustness and therefore performance. 

Another finding was that for one parameter setting, the resulting pattern was always one big particle 

conglomeration in the middle (see 4.3). This behaviour was already shown in real robots (Maris 1996) 

and it is not known yet, why it only emerged in this particular setting. One reason could be that a 

majority of Dozers pushes particles faster to the wall than Grabbers can remove them. But even with a 

low number of Grabbers, certain areas at the wall can be cleared and kept open as Figure 7, middle 

and right show. These regions at the border also show a pheromone level above average, thereby 

increasing Grabber activity and the proportion of clear walls stays constant over time. More 

experiments are necessary to understand the reasons that yield to or inhibit the behaviour leading to a 

single pile.  

 

       

Figure 7: Pattern of a heterogeneous group with increasing percentage of Grabbers (0%, 10% and 

25%) in an enclosed world 

 

The experiments performed so far show, that although the exact emergent structure is not predictable 

in this case, the general properties of the structure can be externally controlled by group parameters. 

They also show that easily overlooked interactions between agents-agents and agents-environment 

influence the resulting pattern and are partly accountable for the behaviour on group level. These 

effects have to be understood and to be taken into account when designing heterogeneous groups for 

specific tasks. More experiments have to be carried out to verify the findings with different group 

sizes and also access the influence of pheromone levels on the result. In which ways pheromone 

properties like evaporation and diffusion rate effect the results have not been analyzed, yet. It also has 

to be investigated if the findings are still valid for groups of robots in real world environments.  
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Abstract

Slight differences in the individual movement behaviour of a group of moving agents can lead
to emergent patterns in the distribution of the agents. In this paper we study an emergent
spatial sorting effect as it has been observed before in simulations of ants moving within
their nest. In our study we use a cellular automaton model to investigate which elements
of the movement behaviour can lead to spatial sorting. In the studies that have been done
to simulate ants only one focal point - the centre of the nest - influences the movement
behaviour of the ants. Here we consider also a scenario where more than one such focal
point exist. This scenario is relevant for applications in robotics or organic computing
where several service stations exists for a group of moving agents.

1 Introduction

Emergent patterns that occur when groups of simple agents move are obviously an interesting
topic for biology (e.g., [1, 3, 7, 8]) and robotics (e.g., [2]). But it is also interesting for the design
of modern computing systems that consist of moving objects or where parts of the system are
embedded into moving objects. Such systems are addressed by the organic computing initiative
where the aim is to construct computing systems that can adapt to their environment or the
user and have so called self-x properties, e.g., they should for example be self-configurable,
self-optimizing, and self-servicing (e.g., [4]). One idea of organic computing is to use principles
of self-organization as they are found in natural systems for the design of computing systems.
Since self-organized systems can show emergent effects it is important to understand when and
what type of emergent effects can occur. Typically, in organic computing systems the members
of the system can adapt to environmental conditions. Hence, even if the members are all
equal in principal they will show slightly different behaviour due to the individual adaptations.
Therefore, it is interesting to investigate what type of emergent effects might occur due to such
slight differences in individuals behaviour. In this context, ant colonies are one particularly
interesting natural system because they consist of relatively simple individuals and can show
complex and emergent behaviour.

In this paper we study the emergent sorting behaviour of simple ant like moving agents (see
[6]).Sorting here means that agents with different behaviour can be found most often in different
parts of the nest area (or movement area). The starting point of our investigation is the study
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of Sendova-Franks and Lent [6] where they simulate the movement behaviour of real ants in
their nest. Using four different models of moving behaviour it was shown that sorting occurs
in all models. In all models the moving behaviour of the ants depends on a parameter µ. The
strongest sorting effect occurred for the centripetal ant model where parameter µ determines
the strength of an attraction force towards the nest centre. For the other three models without
attraction force parameter µ determines the maximal turning angle of an ant during movement.
Ants with a small turning angle tend to keep to the wall once they have collided with it. Thus
it was concluded in [6] that the colony centre or the wall can play the role of a pivot (or beacon)
which appears to be necessary for the sorting.

First, we investigate the occurrence of high concentrations of agents in the centre of the nest
area as observed before in the simulations of [6] in more detail. It is shown here that the agents
abundance in the centre is so high that they get stuck by each other. Therefore, most agents
in the centre do not move most of the time. In order to investigate whether this relatively
high concentrations of agents can also occur when the agents still have enough space to move
we changed the movement behaviour slightly. Secondly, we introduce some changes to the
movement model to obtain a behaviour that is more realistic for robotic applications and to
find out which behavioural differences can lead to an emergent sorting behaviour. Thirdly, we
investigate a movement model with attraction force for the case that there is more than one
centre of attraction. It is shown that there exist an interesting emergent effect so that different
centres can attract ants with various µ value differently. This scenario is interesting for organic
computing, e.g., when there are several service stations for a group of moving agents (which are
members of an organic computing system).

In Section 2 the continuous ant movement model of [6] is described. The cellular automaton
model is introduced in Section 3. The experiments are described in Section 4 and the results
are presented in Section 5. Conclusions are given in Section 6.

2 Continuous Model

A continuous model for ants movement in a nest was introduce in [6]. In this model the simulated
nest is a rectangle with dimensions 30× 20mm2 (similar to the dimension of real nests that are
used in biological studies [9, 10]). The number of ants in the population is n = 40. The shape of
an ant is modelled as a disc with radius ρ = 1 mm. The centre of the disc (xi, yi) represents the
position of ant i. Each ant has an actual direction of movement αi, which is measured as the
angle relative to the lower border of the nest. The point at position (xi + ρ cosαi, yi + ρ sinαi)
models the centre of the ants head. From the head every ant can sense obstacles in a range of
σ = 0.6 mm, called sensing distance (see Figure 1 a). Ant i collides with ant j if it is within
its sensing range, i.e., when the distance between the centre of the head of ant i and the centre
of the body of ant j is smaller than σ + ρ (Figure 1 b). Similarly, an ant has collided with the
nest wall when the euclidian distance between the centre of its head and the wall is less than
the sensing distance.

In every time step each ant changes its actual movement direction by αi = αi+θi (the calculation
of the turning angle θi differs for various movement models as described below). An ant changes
its position only when it is unobstructed, i.e., no nestmate or nest wall is within its sensing
range. If so, the ant moves distance δ = 0.3 mm in direction α, i.e., xi ← xi + δ cosαi and yi ←
yi + δ sinαi. Behavioural differences between individuals are modelled so that each individual i
has a parameter µi that influences its moving behaviour. Value µi = i/(n+1) for ant i ∈ 1, . . . , n
was used for the experiments in [6]. The following two models of moving behaviour have been
studied in [6].
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Figure 1: (a) Every ant in the continuous model is modelled as a disc; ρ - radius; O - centre of
the body (x, y); α - direction of movement; H - centre of the head; σ - sensing distance. (b)
Shape of ant in the cellular automaton model; the black cell represents the centre of the ant;
the fat black cells are in the neighborhood N ; the gray cells belong to the body of ant NB; cells
with cross belong to N (1,1), only if these cells are free the ant can move in direction (1,1)

(a) (b)

Figure 2: Effect of different internal parameter µi on the turning behavior in the Centripetal
Ant Model; Z is the centre of the nest; (a) for large µi there is only a slight difference between
moving from or to the centre; (b) for small µi the turning angle becomes significantly smaller
the larger the angle between actual moving direction and the vector to the centre is

Avoiding Ant Model. In this model the ants do a correlated random walk. If unobstructed,
i.e., an ant does not collide with a nestmate or the nest wall, the movement is as follows. The
turning angle θi is chosen randomly according to a uniform distribution between −Θi and Θi.
The maximal turning angle Θi is different for all ants and depends on their individual parameter
µi: Θi = (1− µi)Θ0 + µiΘ1. In [6] the standard values were Θ0 = 60 and Θ1 = 15. If the nest
wall or a nestmate is in the sensing range, the ant will not move but only change its moving
angle. In this case it avoids this obstacle explicitly by turning into one direction until it can
move again. To define the turning direction assume that ant i collides with ant j. The sign of
the scalar product between the vector that is perpendicular to the vector of the moving direction
of ant i and the vector from the centre of ant i to the centre of ant j determines the direction
of turning: θi ← sign((− sinαi, cosαi) · (xj − xi, yj − yi))U(0, Θi). A collision with the nest wall
is handled analogously.

Centripetal Ant Model. Its very likely that ants have the possibility to detect gradients in
gas (CO2) or pheromone concentrations [5]. Since the concentration of the gas is maximal in
the centre region of the nest where the brood is located [12], this could give the ant a chance
to estimate the direction to the centre. In the Centripetal Ant Model this is used to establish
a attraction force towards the centre of the colony. This attraction is different for different
ants and depends on their internal parameter µi. For the calculation of the moving behavior a
modified model from the clinotaxis model from [11] is used: θi ← puχi + pbτi · (1 − cos(φi))/2
where φi is the angle between the actual moving direction αi and the vector towards the centre
of the nest. The values of pu and pb are randomly chosen from {−1, 1} and they determine the
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direction of turning. The turning behaviour depends on φi and the larger this angle the more
the ant will turn. The parameter χi and τi depend on the internal parameter µi of the ant:
χi ← (1 − µi)χ0 + µiχ

1 and τi ← (1 − µi)τ0 + µiτ
1 with χ0 = 0◦, χ1 = 15◦, τ0 = 30◦, and

τ1 = 0◦. Agents with larger µi will not be that much affected by their φi as ant with small µi

(see Figure 2). Therefore, for the ants with small µi the attraction to the colony centre is larger
than for ants with large µi.

3 Cellular Automata Model

For the experiments in this paper a probabilistic cellular automaton model was designed which
is suitable to approximate the behaviour of the continuous model of [6]. The cellular automaton
has an array R of cells and a neighbourhood N := {(x, y) | x2 + y2 ≤ 13} where x, y are
integers, i.e., cell (x0, y0) has all cells (x0 + x, y0 + y) with x2 + y2 ≤ 13 as neighbours. For
most experiments R = {1, . . . , 75} × {1, . . . , 50} was used. Then each cell corresponds to a
0.4 × 0.4mm2 square of the continuous model. The body of an ant in the cellular automaton
consists of 21 cells arranged in a circle. Formally, an ant at position (x0, y0) occupies all cells
(x0, y0) + n, n ∈ NB, where NB := {(x, y) | x2 + y2 ≤ 5} where x, y are integers (see Figure 1
b). Each ant i has an internal parameter 0 ≤ µi ≤ 1 and an actual direction of moving 0 ≤
αi < 2π. For each ant the probabilities to move to one of the cells of the Moore neighbourhood
n ∈ NM = {(−1,−1), . . . , (1, 1)} are calculated. In order to move in a given direction n ∈ NM

all cells of the new place must be free, i.e., the cells at Nn = {a + n|a ∈ NB ∧ (a + n) /∈ NB}
must be empty (and within the R).

In the cellular automaton model at each time steps the ants move in random order so that each
ant moves only one cell per time step. Since an ant can move only to discrete positions it might
not be possible for an ant to move exactly in direction α. Therefore, an ant has a probabilistic
movement behaviour where α is its expected direction. Similarly, the expected velocity is 0.3
mm/s = 0.75 cells/time step on average when considering a free run of an ant with no obstacles.
Consider the case 0 ≤ α ≤ π

4 . Let pα and qα with pα + qα ≤ 1 be the probabilities to move in
directions (1,1), respectively (1,0). Then the expected value for the movement direction is

E(−→v ) = pα

(
1
1

)
+ qα

(
1
0

)
+ (1− pα − qα)

(
0
0

)
=

(
pα + qα

pα

)
(1)

and the expected velocity is

E(v) = pα ·
√

2 · 0.4 + qα · 0.4 + (1− pα − qα) · 0 . (2)

Solving these equations leads to qα = 3/4 − pα ·
√

2 and pα = 3/(4 · (1/ tanα − 1 +
√

2)). The
general case of 0 ≤ α ≤ 2π can be handled similarly.

In addition to the movement models of [6] that are used for the cellular automaton simulations
we introduce three new movement variants here. Note that, if not stated otherwise, the turning
behaviour of the ants is realized according to the Centripetal Ant Model.

Model with Repulsive Behaviour (Repulsive Model). As it is shown in Section 5, in the
Centripetal Ant Model the ants form a cluster with many non-moving ants in the centre. To
avoid this artifact the Centripetal Ant Model is slightly changed here by modifying the ants
behaviour in the case of a collision with a nestmate or the nest wall. In this case the ant turns
according the to Avoiding Ant Model. Otherwise the moving behavior remains as in Centripetal
Ant Model. Therefore in the Repulsive Model the turning behaviour of the ant is different for
different situations.

Model with speed differences (Speed Model). In this model the ants have different veloc-
ities. They are equidistantly distributed between 0 and 1, i.e., νi = ν0 + (i− 1)(1− ν0)/(n− 1)
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Figure 3: Simulation with stochastic cellular automaton; correlation coefficient k(t) (left) and
slope β(t) (right) for the Avoiding Ant Model and the Centripetal Ant Model for different time
steps

with i ∈ {1 . . . n} and 0 < ν0 < 1. Note, that ant i moves νi-times as fast as ant n. The position
of the ants is now updated according to xi ← xi+νiδ cosαi and yi ← yi+νiδ sinαi. The different
velocities are realised in the stochastic cellular automaton such that ant i has expected velocity
νi · 0.3mm/s. (Recall that 0.3mm/s is the speed in the continuous model). The movement and
turning behavior are the same for all ants and do not depend on their internal parameter µ. All
ants move and turn like an ant in the Repulsive Model with µi = 0.

Model with activity differences (Activity Model). The Activity Model is similar to
the Speed Model. The difference is, that the ants do not only have different velocities, but also
different turning behaviour. Similar to the velocities, the turning angle is scaled by νi. Formally,
if ant i can move its turning angle is determined according to αi ← αi +νi ·θi, with θi calculated
as in the Centripetal Ant Model. If the ant is obstructed, the turning behavior is defined as in
the Avoiding Ant Model (see Section 2).

4 Experiments

If not stated otherwise all experiments were done over 100000 time steps and with 40 ants.
As colony centre the point Z = (35, 25) was chosen. To compare the results of the cellular
automaton model with the results of the continuous model the distance of ant i to the colony
centre is computed as ri(t) = d((xi ∗ 0.4− 0.2, yi ∗ 0.4− 0.2), (15, 10)) where (xi, yi) is the centre
of ant i in time step t. The distance ri of ant i to the colony centre is measured every 100 time
steps. For a given time step t the mean distance rø

i (t) of ant i to the centre is the average over
all measured distances ri(t) for t = 0, 100, . . . , c · 100 such that c · 100 ≤ t < (c + 1) · 100. Let
rø
i = rø

i (100000) the average distance measured over all time steps.

Similar as in [6] Pearson’s correlation coefficient was used to measure for the correlation of
parameter µi and the mean distance of an ant to the nest centre. A high value (≈ 1) for k(t)
indicates a strong correlation. As a second measure the slope of the linear relationship between
the mean ant distance to the colony centre and the internal parameter µi was measured. Given
the mean distances rø

i (t) for all ants i = 1, . . . n, the linear regression determines values α(t) and
β(t) such that the sum

∑
i=1...n(rø

i (t) − (α(t) + β(t)µi))2 is minimized. The slope β(t) can be
seen as a measure for the degree of sortedness of the ants.

To depict the spatial distribution of the ants a similar strategy was used as proposed in [6]. The
nest was divided into 15× 10 = 150 squares and the ants were divided into 5 groups depending
on their internal parameter µi : [0.0, 0.2), [0.2, 0.4), [0.4, 0.6), [0.6, 0.8), [0.8, 1.0). For each of
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Figure 4: Centripetal Ant Model: frequency of how often an ant enters a cell within 100000
time steps
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Figure 5: Spatial distribution of ants in classes µ ∈ [0, 0.2) (left) and µ ∈ [0.4, 0.6) (right)

these intervals the number of ants in every square was counted and divided by the total number
of ants in the group. To investigate how active the ants are in different areas of the nest is was
counted for every cell how often an ant enters that cell (measured over all time steps).

5 Results

Before the main results are presented it has to been shown that the cellular automaton model
is a good approximation of the continuous model. Therefore some experiments of [6] have been
repeated with the cellular automaton model using the Avoiding Ant Model and the Centripetal
Ant Model. The left part of Figure 3 shows the correlation of the parameter µi and the distance
of ant i to the nest centre. The change of the slope values β(t) over time are shown in the
right part of the figure. Both figures indicate a sorting behavior (much smaller for the Avoiding
Ant Model). The relative frequency distribution of the ants is presented in Figure 5. Given is
the relative frequency for ants with µi ∈ [0, 0.2) and µi ∈ [0.4, 0.6) in the cellular automaton
model. All these results are in strong correspondence to the results presented in [6] (cmp. the
corresponding figures in [6]).

Compared to the Avoiding Ant Model the Centripetal Model shows the stronger sorting effect.
In order to investigate Centripetal Model in more detail it was measured for every cell how often
an ant enters that cell. The results are shown in Figure 4. It can be seen that there is a cluster
of non-moving ants in the center of the nest. This effect has not been observed before in [6] and
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Figure 6: Changes of correlation coefficient k(t) (left) and slope β(t) (right) for Repulsive Model,
Speed Model, and Activity Model
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Figure 7: Repulsive Model: average distance to nest centre rø
i (left), and number of time steps

where an agent enters a cell (right)

was one motivation to introduce new movement models where the ants try to avoid a situation
where they get stuck.

5.1 Emergent Sorting

Figure 6 compares the new movement models introduced in Section 3 with respect to the corre-
lation coefficient k(t) and changes of the slope β(t) of the regression function. The figure shows
that in the Repulsive Model and in the Speed Model the ants shows a clear sorting behaviour.
In the Activity Model there is no clear indication for a ant sorting.

The motivation to introduce the Repulsive Model was to avoid that the ants get stuck in the
centre of the nest. Figure 7 (a) shows that ants with µ ≈ 0 have an average distance of approx-
imately 4 from the centre whereas ants with µ ≈ 1 have an average distance of approximately
10. Thus there is a clear sorting behaviour. It can be seen in Figure 7 (b) that the ants in the
centre have a high movement activity and do not get stuck.

The ants in the Speed Model show a strong sorting behaviour where slower ants can be found
more in the centre of the nest. For large relative differences in movement speed (ν0 = 0.1) the
sorting behaviour is stronger than for smaller differences (ν0 = 0.3) (compare Figure 8 (a) and
(c)). It can also be seen that the ants in the centre (and in the corners) move much less than ants
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Figure 8: Speed Model: average distance to nest centre rø
i (left), and number of time steps

where an agent enters a cell (right); movement speed ν0 = 0.1 (top) and ν0 = 0.3 (bottom)

in other parts of the nest. This effect becomes stronger with higher relative speed differences.

In the Activity Model no significant sorting behaviour can be observed. There are slight differ-
ences in the movement activity within the nest area. But these differences can be explained by
the rectangular shape of the nest area. Ants can not move so easily into the corner of the nest
area.

5.2 Complex Environments

For applications in robotics and organic computing complex environments with more than one
focal point for the movement behaviour are interesting. An example are moving agents which
have several service stations they can visit. Therefore, we investigated a much larger environment
of 600× 400 cells with two centres (located at (150, 200) and (450, 200). Simulations were done
with in the Speed Model with 200 ants. The area is divided vertically at position d× 600 such
that in the left (resp. right) area the turning behaviour of the ants is influenced by the left
(resp. right) centre, i.e., the ants tend to turn toward the corresponding centre. Note, that for
d = 0.25 the line dividing both areas passes exactly the left nest centre. Again, the ants are
divided in 5 classes according their µ-values. For both areas and all classes the number of ants
in the left and right area are counted for d ∈ {0.25, 0.30, . . . , 0.50}. The number of ants in time
steps 0, 2000, and 50000 (results are averaged over 100 runs) are given in Figure 9. A clear
differentiation of the five classes is evolving over time. At the beginning the number of ants
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Figure 9: Two nest centres; average number of ants for different classes µi ∈ [0.0, 0.2), [0.2, 0.4),
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Figure 10: Two nest centres; d = 0.4; µi ∈ [0, 0.2) (left) and µi ∈ [0.8, 1] (right); for both
influence areas it is counted how often an agent enters a cell (measured over 50000 time steps)
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Figure 11: Activation of the nest centre in the larger area after t ∈ {0, 1000, . . . , 15000}
simulation steps; d = 0.4; depicted is the fraction of agents for different classes µi ∈
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ulation steps
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are equally distributed among the 5 classes for different values of d. Over time the faster ants
(large µi values) occur more often than the slow ants in the larger area. Figure 10 compares the
movement activity of ants with µi ∈ [0, 0.2) and ants with µi ∈ [0.8, 1) in different parts of the
nest area for d = 0.4. It can be seen that the slow agents occur next to both centres whereas
the fast agents occur mainly in an area around the centre with the larger influence region. This
results show that moving agents with slightly different moving behaviour can have very different
spatial distributions in areas with several several service stations.

We also interested in dynamic scenario where, e.g., the service stations for the agents do not
occur at the same time. In the corresponding experiment it was assumed that the centre in
the larger area became active several time steps later than the centre in the small region. The
results are given in Figure 11 for the case that the centre in the larger area became active at
time step t ∈ {0, 1000, . . . , 15000}. Depicted is the fraction of agents in each of the classes µi ∈
[0.0, 0.2), [0.2, 0.4), [0.4, 0.6), [0.6, 0.8), [0.8, 1.0) that are in the smaller area after 50000 simulation
steps. It can be seen, that the slow agents with µi ∈ [0.0, 0.2) are much more concentrated within
the small area if the centre in the other area becomes active late (more than 90% of these agents
appear in the smaller area if the service station appeared after >6000 simulation steps). The
reason for this is that most of the slower agents are fast enough concentrate around the centre
in the small region >6000 during the first. After that time they will leave the small area only
with a very small probability. On the other hand it can be seen that a large fraction of the
faster agents (µi > 0.4) can always be found in the larger area regardless when the second centre
was added. This mechanism maybe used to implement a controlled separation process of agents
with different properties in organic computing systems.

6 Conclusions

In this paper we have investigated emergent spatial sorting patterns for groups of randomly
moving ant like agents. Based on the continuous models introduced in [6] we used stochastic
cellular automaton models to reexamine and extend those models. We have introduced three
new movement models, the Repulsive Model, the Speed Model, and the Activity Model which
are interesting for agent movement. It was shown that an artifact of a cluster of non-moving
ants that emerges in one of the existing movement models is not the reason for a strong sorting
behaviour. Moreover, the influence of different aspects of the movement behaviour on the
emergent spatial sorting has been studied by simulations. A new type of scenario which has
more than one centres has also been studied. It was argued that such scenarios are relevant for
applications in robotics and organic computing where the centres can be seen as service points
for the agents. It was shown that the relative size of the influence area of the service points
leads to an emerging effect that the spatial distribution of agents might differ strongly with only
slightly different moving behaviour. A dynamic scenario where different times spans between
the activation times of both service stations were considered. It was shown that the length of
this time span has a significant influence on the distribution pattern of the agents and the type
of influence is different for different moving behaviours.
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Abstract

A new type of Tierra ancestor which possesses an explicit genetic architecture is demon-
strated. This ancestor exhibits genetic relativism in the form of a neutral drift of its genetic
code. Although in this specific case the ancestor’s evolvability is not increased, this exam-
ple can serve as a starting point for considerations of the relevance of an explicit genetic
architecture and genetic relativism for the evolvability of self-reproducing programs.

1 Introduction

Self-reproduction of programs in Tierra-like systems [7, 1, 11] is currently achieved by copying the
sequence of instructions the program consists of. The procedure, which copies the instructions,
is part of the program itself. Compared to the explicit genetic architecture of the von Neumann
self-reproducer based on a universal constructor [6], one could at first sight come to the conclusion
that programs in Tierra reproduce by self-inspection rather than through genetic reproduction.
The reason why this distinction matters is that for open-ended evolution a genetic architecture
is held to be desirable [10, 5].

As pointed out in [10], the programs in Tierra do indeed possess a genetic architecture, but
there are two reasons why this can be overlooked: Firstly, the different terminology used for
the description of the von Neumann genetic architecture and the operation of a typical Tierra
program is a source of confusion. Secondly, the von Neumann self-reproducer consists of four
distinct components all of which are embedded in a cellular automaton that represents the world,
whereas in Tierra two of these components are usually largely implicit in the operation of the
Tierra Simulator. Furthermore, the von Neumann self-reproducer is associated with a tape that
carries the description of its four components.

The four components of the von Neumann self-reproducer have different functions: one is a
universal constructor that interprets the tape and constructs the offspring according to this
description, the second copies the tape, the third coordinates the actions of all the components
and the fourth represents additional functionality not directly involved in the reproduction
process. In Tierra, the instructions are represented by bit-strings and a global opcode-map
defines the interpretation of bit-strings as instructions. The opcode-map is read when the
Tierra Simulator is started, sets up the decoding function of the virtual CPUs and remains fixed
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during a run. Because the opcode-map is invertible, it is usually not necessary to point out the
distinction between the instructions and the bit-strings representing them.1 Therefore, when
the sequence of instructions that constitutes the program is seen as the genotype, it plays this
role only in conjunction with the opcode-map. Since the opcode-map is external to the Tierran
programs and unchanging, this situation could be called genetic absolutism [5].

The opposite, genetic relativism, is clearly possible given the explicit genetic architecture of
the von Neumann self-reproducer. Because the universal constructor is encoded on the tape,
mutations in the section of the tape representing the constructor can potentially change the
way the tape is interpreted. If such a mutation occurred, von Neumann saw it as unlikely that
the offspring of the mutant would retain its self-reproduction capability [6, p. 86] and therefore
discounted genetic relativism. But even if such a mutant could reproduce itself and genetic
relativism should be a viable mutational pathway, it would still seem to be unnecessary for an
evolutionary growth of complexity in the von Neumann self-reproducers.

The theoretical possibility of an evolutionary growth of complexity with the von Neumann self-
reproducer relies critically on the independence of the fourth component from the reproduction
process. Because of its independence, this component can represent additional functionality of
any degree of complexity without interfering with self-reproduction. Some way or other, all these
components of different complexity are connected by mutational pathways and it is reasonable
to expect, that for a large number of components at least some mutational pathways always
lead to a component of higher complexity. This makes an evolutionary growth of complexity in
principle possible, but how it could be realized is a more complicated matter [5, sec. 5] outside
the scope of the present article.

2 A different type of ancestor

It is important to distinguish between Tierra as a simulation platform and the original ancestor,
as shown in [7, app. C], because it is possible to make the components of the von Neumann
self-reproducer which are largely implicit in the original ancestor explicit in a different kind of
ancestor which I call vn-ancestor. However, the component representing additional functionality
is neither present in the original ancestor nor in the vn-ancestor. Nonetheless, because of its
importance towards considerations about evolvability, it will be hypothetically discussed in the
next section.

First of all, construction in Tierra is achieved by means of copying instructions from a source
to a target position. In the original ancestor, the source is the sequence of instructions in the
memory block belonging to the parent. This sequence is sequentially copied to the target which
is the memory block allocated for the offspring. But what is copied is actually not the instruction
but only the bit-string that represents the instruction under the opcode-map. To make the next
conceptual step, copying can be seen as reading a bit-string from the source, passing it through
an implicit identity function, and writing the result to the target.

Now one can easily conceive of an ancestor, which makes this identity function explicit by using
a look-up table. Instead of copying the bit-string from the source to the target position, it uses
the bit-string as an index for the look-up table and then copies the bit-string from the indexed
entry to the target position. In the case of the identity function, the latter bit-string is the
same as the one used as index. In principle, the look-up table can correspond to any possible
function from bit-strings to bit-strings, but as long as the ancestor is involved in self-copying for
reproduction, the identity function is the only possible one in order to construct offspring that
is identical to its parent.

1Probably for this reason the underlying layer of bit-strings has been removed in Avida [1].

118



creature EXECUTABLE table . . .
begin calculate allocate interpret tape and copy divide begin . . .

marker size memory construct offspring tape marker . . .

. . . TRANSLATION tape TAPE creature

. . . TABLE begin executable translation end

. . . marker table marker

Figure 1: Architecture of the vn-ancestor. The three main parts are designated with capital
letters and separated by markers written in small capitals. The division of the main parts into
subparts with different functions is shown in normal writing and the subpart of the executable
which belongs to the constructor is highlighted with italics.

This is the point at which the tape enters the picture. Instead of using the sequence of in-
structions that is executed by the virtual CPU as a source for copying, a dedicated tape can be
attached to the ancestor which is used as source during construction of the offspring. At this
stage, the vn-ancestor is complete. As shown in figure 1, it consists of three main parts: the
executable, a look-up table which from now on will be called translation table, and the tape.
This tape needs to be copied in a complete self-reproduction cycle, which can be achieved by
an ordinary copy procedure like the one used in the original ancestor which there copies the
sequence of instructions. If the translation table corresponds to the identity function, then for
self-reproduction to take place the tape is just a duplicate of the executable plus translation
table.

The architecture shown in figure 1 also makes it clear how the different components of the von
Neumann self-reproducer are realized in the vn-ancestor: The subpart of the executable, that
interprets the tape and constructs the offspring (i.e. the offspring’s executable and translation
table) together with the translation table corresponds to the universal constructor. The second
component, which copies the tape, has its direct correspondent in the executable. Finally,
the remaining subparts of the executable constitute the third component of the von Neumann
self-reproducer and coordinate the actions of the other components.

Of course, now that there is a distinction between the executable and the tape, the translation
table can correspond to almost any of the possible functions and achieve self-reproduction with
an appropriately encoded tape. The only restriction is, that the range of this function must
include all the bit-strings which under the opcode-map represent the different instructions used
in the executable part of the vn-ancestor. This for instance rules out the constant functions each
of which maps all bit-strings to one bit-string. The translation table is similar to the opcode-
map in that it defines which bit-string on the tape represents which instruction. Thus, it allows
the vn-ancestor to achieve independence of the global opcode-map as far as reproduction is
concerned, whereas for the original ancestor the opcode-map is absolute. The tape, which is
just a sequence of bit-strings, is now interpreted using the translation table.

It is possible to describe the architecture of the vn-ancestor in terms of the genetic architecture
of biological cells in the following way: The translation table specifies the genetic code, the
bit-strings on the tape correspond to the codons of the DNA/mRNA and the entries in the
translation table to the tRNA’s. The genetic architecture of the vn-ancestor is specified by
the constructor subpart of the executable and the translation table represents an exchangeable
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part EXECU- TRANSLATION TAPE

TABLE TABLE executable translation table

position P M N P M N

start I x I N y N

mutation 1 I I I N N N

mutation 2 I I I M N N

mutation 3 I I x M N y

chimera-1 I I I N y N

chimera-2 I I x N y N

Table 1: State of the creatures after the different mutations and the two chimeras; for explanation
see text. x and y can be any bit-string as long as x 6= I and y 6= N .

genetic code. Because in biological organisms the genetic code is universal2, the sequence of
nucleotides in the DNA is seen as the genotype, but for the vn-ancestor the tape can only be
meaningfully seen as its genotype relative to the genetic code specified by the translation table.

3 Genetic relativism

Because the parts of the vn-ancestor which constitute the universal constructor are encoded
on the tape, mutations in the corresponding segments of the tape will affect the construction
mechanism found in the offspring. When the mutations affect the section of the tape that
represents the constructor subpart, the genetic architecture could be changed. If the section
of the tape representing the translation table mutates, the genetic code changes. This shows,
that genetic relativism is in principle possible in Tierra. Although the original ancestors do
not exhibit genetic relativism [5], it is not clear if they could evolve into creatures that show
genetic relativism, but this seems to be quite unlikely. In any case, with the vn-ancestor genetic
relativism can be realised, but in this case it takes the form of a neutral drift between different
translation tables, all of which have essentially the same evolutionary potential.

It is possible to illustrate this drift with a thought experiment: First of all, the translation table
must allow for some redundancy, so that the set of bit-strings that occur on the tape has fewer
elements than the number of entries in the translation table. In this way, the table can contain
unused entries. Now select an instruction, which only occurs once in the executable, called I.
The position P on the tape, which encodes I, contains a binary number called N. Because I only
occurs once in the executable, this N only occurs once on the tape. Accordingly, entry N of
the translation table contains the instruction I (more precisely, the bit-string that represents I

under the opcode-map). Now imagine a mutation that affects one of the unused entries of the
translation table, say at index position M, so that it too contains I. A second mutation then
transforms the value N at position P of the tape to M, which again is a unique number on the
tape, because the corresponding table entry was previously unused. The third and last mutation
affects the translation table again and changes the entry at index position N so that this entry
does not contain I any more. Table 1 summarizes this sequence of events.

Now consider the creature after the second mutation and replace its tape with the one from the
starting creature, creating chimera-1. The offspring of chimera-1 will be the starting creature,
despite the fact that the translation table has been changed by the mutations. This backwards-
compatibility is brought about by the redundancy in the translation table. After the third

2There are a few exceptions, for instance in the mitochondria of eukaryotes some of the codons represent
different amino acids than they would in the nucleus. This shows, that within the genetic architecture used by
biological cells different genetic codes are possible too.
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mutation however, the corresponding chimera-2 will in its executable have the instruction I

replaced by instruction x. Hence, the translation table is not compatible with the original tape
anymore. If instruction I is a vital instruction like divide, which separates the offspring from
the parent, the offspring of the chimera-2 will be sterile.

Why different vn-ancestors, despite being genetically incompatible, have essentially the same
evolutionary potential can be illustrated by considering a hypothetical subpart of the executable
called AF. This subpart would correspond to the component of the von Neumann self-reproducer
that represents additional functionality and it would be encoded by its own section on the tape.
The tape can be affected by point mutations which either add a random bit-string, delete one at a
random position or replace one with an arbitrary bit-string. What I will consider as evolutionary
potential here is the set of modified AF s reachable with any of the possible point mutations
from a given AF. In the context of the vn-ancestor, these are point mutations affecting the
corresponding section of the tape. Therefore, when an instruction is added to AF or one of
them is replaced, then the new instruction can be only one of those that are in the range of the
current translation table. When the translation tables of two incompatible vn-ancestors have
the same range, then despite the circumstance, that the same mutation can have different effects
with different translation tables, the set of modified AF s reachable is the same for both of them.
Hence, their evolutionary potential is identical.

However, the preceding argument also shows, under which conditions the situation is changed
so that the evolutionary potential is influenced: Firstly, the point mutations in Tierra can be
configured to be either an arbitrary replacement or bit-flips. When they are restricted to bit-flips,
the set of instructions that can be reached with a mutation which changes a particular instruction
depends on how the translation table is organized. Therefore, the sets of AF s reachable from a
given AF under an arbitrary point mutation are now different for every translation table, even
when the ranges of the corresponding functions are the same. Secondly, it is obviously possible
to have translation tables whose corresponding functions have different ranges and therefore can
reach different sets of AF s.

Changes in the translation tables can be readily demonstrated with experiments in Tierra.
The Tierra Simulator is configured so that only offspring which are of the same length as the
parent are viable, and mutations are restricted to cosmic ray mutations, execution flaws and
copy mutations, all of which result in replacements with arbitrary bit-strings. This helps to
ensure that the overall architecture, as shown in figure 1 remains unchanged and simplifies
interpretation. For the construction of a vn-ancestor, a random valid translation table is set up,
according to which the executable and the table itself is encoded to produce the tape, and all
three parts are spliced together. In order to have a high degree of redundancy in the translation
table, it contains 128 entries whereas the executable only utilizes 30 distinct instructions.

As expected, neutral drift changes the translation tables over time and they become incom-
patible. By neutral drift is meant that the gestation time of the majority of genotypes that
are extracted during a run remains largely unchanged. In addition to that and despite the re-
strictions mentioned above, changes in the executable appear over time as well, but the genetic
architecture as such remains constant. This also holds when the mutations are restricted to bit-
flips. When size changes are allowed and mutations include deletions, insertions and crossover,
then in the experiments conducted so far, the vn-ancestor with its variants continues to dominate
the populations without any changes in their lengths.

The neutral drift exhibited with the vn-ancestor so far does not enhance its evolutionary poten-
tial compared to the original self-copying ancestor, which becomes clear when one considers the
hypothetical subpart AF which could be embedded in both the original and the vn-ancestor.
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Firstly, it would in both cases be the same sequence of instructions. Also, to be sure that this
part does not interfere with the reproduction process one could think of it as being executed
before any of the parts associated with reproduction. Therefore, it is possible to compare the
evolutionary potential of this hypothetical part being embedded in the original ancestor to be-
ing embedded in the vn-ancestor. If it is embedded in the original ancestor, then mutations
affecting this subpart will be directly heritable whereas in the vn-ancestor one would have to
consider analogous mutations of the tape’s section that encodes this subpart. In the latter case,
as discussed above, new instructions that can be added or replaced are those in the range of
the translation table. Ideally, the range should then encompass all the instructions defined in
the opcode-map. In this situation, the set of modified AF s reachable with point mutations
that are arbitrary replacements is the same as if AF was embedded in the original ancestor,
because in the latter case all instructions defined in the opcode-map can be accessed.3 Hence,
the evolutionary potential of the vn-ancestor is at best the same as that of the original one. For
vn-ancestors with translation tables whose corresponding ranges contain less instructions than
defined in the opcode-map, the evolutionary potential is accordingly decreased.

4 Other constructors

The considerations and experiments with the vn-ancestor have illustrated how genetic relativism
can arise through a changing genetic code within an unchanging genetic architecture. In order to
achieve a positive effect on the evolvability, one starting point could be to find a genetic architec-
ture with the property that changes in the genetic code introduce neutral networks with similar
characteristics to those in the space of RNA secondary structures [9]. These neutral networks
interconnect clearly distinct molecule shapes through series of neutral mutations which would
not be reachable with single non-neutral mutations. This is a different situation compared to the
neutral drift exhibited by the vn-ancestor where neutral mutations only change the translation
table without any effect on the evolutionary potential as long as the different translation tables
have the same range.

This leads to the question of transitions between different genetic architectures, which use their
genetic codes in different ways. Because the instruction set of Tierra supports universal compu-
tation [4], arbitrarily complex mappings between tape and executable are possible. Furthermore,
the current situation in which the parent constructs the offspring could be completely changed
so that for instance the offspring develops its own program in a way similar to a self-extracting
archive. For these transitions to be possible, the whole constructor must be encoded in the
genotype. However, whether such transitions are likely at all and to what degree they could
enhance evolvability seems at present to be a matter of speculation.

The vn-ancestor-like genetic relativism within a constant system genetic architecture is also
relevant to the field of genetic programming [2] as exemplified by automatically defined functions
(ADF). Normally, the functions called in the evolving programs are global and unchangeable.
The ADF however are local to each evolving program and their definitions can evolve too. Thus,
they can serve to decompose the problem that is to be solved by the program into subproblems
solved by each of the ADF.

Something similar could be achieved in Tierra when the universal constructor for instance uses
production rules of some kind so that one symbol on the tape can stand for a block of instructions.
This would mean that a point mutation on the tape can exchange sequences of instructions
which would otherwise necessitate the implementation of more complex genetic operators like
the cross-over that has been introduced with network Tierra [8]. However, to actually implement

3For this reason, replacement with an arbitrary instruction was introduced to Tierra where originally point
mutations were bit-flips.
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a program that can handle production rules in Tierra would be pretty cumbersome because of
the primitive assembler language and limited resources in the virtual CPU. The use of non-
trivial gentoype-phenotype mappings with inherent neutrality has already been demonstrated
for evolving grammar-encoded plant models [12].

In order to further explore genetic relativism, it would seem advantageous to specify the genetic
architecture, once a promising one has been selected, in some kind of modified Tierra Simulator
and have each creature carry its own genetic code in the genotype. A specification of a genetic
architecture does not necessarily mean that a transition to a different one will become impossible.
The situation could be similar to the current Tierra Simulator, where the original ancestor uses
the genetic architecture provided but a different ancestor could specify its own architecture of
another sort. A modified simulator could for instance support additional instructions, which
facilitate the parsing and application of production rules and simplify the implementation of a
universal constructor based on such rules.

5 Outlook

The case for genetic relativism presented here is so far based on circumstantial evidence only.
One approach for further investigation of neutral mutations would be to select one aspect of the
evolving programs’ phenotypes in relation to which neutrality can be defined, for instance the
function performed by the subpart AF. Although this subpart is neither present in the original
nor the vn-ancestor, it is part of the ancestor used in network Tierra [8] where it determines
to which machine of the network the offspring is moved. It is also present in Avida [1] where
it can evolve to solve tasks and gain additional CPU time for the reproduction process. For
Avida, experiments have been carried out in which the fitness (replication efficiency) of the
genotypes during the evolution of AF has been traced in detail [3]. Thereby it was shown that
the fitness in the genealogy that leads to the final dominant genotype not always (although
most of the time) increases. Not only are some mutations neutral, but fitness drops can also
be observed. Detailed investigations of these deleterious mutations showed that they can be
highly beneficial in conjunction with succeeding mutations. However, the organisms in Avida
reproduce by copying themselves in the same manner as the original Tierra ancestor. It would
be interesting to introduce a genetic architecture which supports genotype-phenotype mappings
with different evolutionary potentials as well as neutral networks between those mappings in a
Tierra-like system. Then the transitions between the different mappings and the role of neutral
networks for these transitions during evolution could be investigated in detail.
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Abstract 

We describe a non-deterministic abstract machine that searches according to oracle words in the design 
space to fit with its environment, cuts, transposes and pastes a set of tapes. On the basis of this 
construct a distributed concurrent computation with DNA by bio-molecules is proposed. For this 
purpose we are developing a site-guidable nuclease. Labeled oligonucleotides or PNA are used as an 
input. Two kinds of computation are discussed: 1) in vitro in a thermo-cycler or 2) in vivo after the 
transgene installation into living cells. 
 
Key words: biocomputing, guided nucleases, evolved systems, orthogonal life 

 

1. Introduction 

A DNA based Turing machine had been proposed by Charles Bennet [1]; he used imaginary 
enzymes to perform the transition rules. Shapiro’s group [2] for the first time developed an 
autonomous 2-state molecular automaton made of DNA, oligonucleotides, FokI endonuclease 
and ligase. Tom Head [3] introduced splicing systems (H-system, the formal model of DNA 
recombination) and demonstrated the computation on a plasmid by restriction enzymes and ligase 
[4]. Beaver [5] proposed that a universal Turing machine can be simulated by substitutions on 
DNA. Adleman [6] used the molecular biology tools for the solution of hard combinatorial 
optimization problems, i.e., the Directed Hamiltonian Path Problem. Landweber and Kari [7] 
showed the rearrangements of DNA and RNA, such as scrambling or editing, and proved the 
potential for solving computational problems that occur in biological systems. Recently we 
suggested the role of lateral gene transfer in the biological evolution [8] and compared it with the 
computation by communication [9]. The idea of a ‘universal endonuclease’ was proposed by 
Szybalski [10] and further developed in the Schultz’s laboratory [11, 12]. They conceived that the 
catalytic domain of an endonuclease may be linked to a double- or triplex-forming 
oligonucleotide to generate an enzyme with novel specificities. In other reports to achieve a 
sequence-specific cleavage of DNA by topoisomerase I the guide oligonucleotide was covalently 
linked with the ligand to Topo I [13, 14].  
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Our investigation of computing by guided nucleases was inspired by recent data 
concerning Argonaute proteins and siRNA/RISC complex [15], and by the paradigm shift from 
algorithms to computation by interaction [16]. We develop CPST computational model (cut-
paste-select-transpose) that is close to Eilenberg P-systems [17]. Our logical construct is a good 
agreement with ‘cut-and-paste’ and ‘copy-and-paste’ model of bacterial evolution [18]. In order 
to achieve a molecular implementation we are currently designing the nuclease, which sequence-
specificity can be guided by the labeled oligonucleotides or PNA. This could be seen as a 
‘molecular head’ of the computing machine. We consider two possibilities: 1) reaction in the test-
tube in a thermo-cycler, or 2) cellular computing after an installation of the transgene coding the 
nuclease into living cells. A scheme is proposed and analyzed, where initial results allow 
establishing perspectives and project on more complex problem. 

2. An abstraction 

Consider an evolving system – an abstract machine and an environment that is continuously 
changing creates input words for the machine to stimulate an adaptation of this device to the 
surrounding. 
Description. The Argo-machine (AM) consists of a finite set of agents (Argonauts); each of these 
has a head, a finite tape and can be in different states, which we specify as the output states1. The 
tape is a nonempty string of symbols that may be linear or circular. The head scans the tape 
according to an input word wi, and cuts the tape at recognized sites. The agent arbitrarily pastes 
the tape’s fragments2. For each tape-configuration there is an appropriate output state of the agent 
that is checked by the environment. Agents take special ‘accept’ and ‘reject’ actions. An agent 
accepts, if its output state corresponds to the environment state; an agent will reject if less than 
two matches to the input word exist on the tape. AM can accept if at least one agent accepts, 
reject if all agents reject, or loop. If the environment has changed, then it delivers a transposition3 
and a new word wi+1. AM looks for an agreement with the environment permanently (Fig.1). 
 

 

Fig.1 Schematic of Argo-machine (AM) with 
circular tapes.  
The system operates on inputs and active 
memory, indirect uploads the memory and 
yields outputs (see text). 

                                                 
1 The output state of the agent and the state of environment mean a string, a computable number (vector), a structure, e.g., the fractal [19] or a 
biological feature in applications. There is a mapping from the tape to the output state, from genotype to phenotype. 
2 The phrase “arbitrarily paste the tape” means to cut the tape into fragments and join them back together in an arbitrary order with or without the 
turn over. Fragments can not migrate between agents. 
3 The transposition means to make a copy of the tape from the accepted agent to other ones and join it in back-to-front. 
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In short, AM is a set of stochastic cut-paste agents, which act in parallel on their own tapes 
accordingly the instructions (input words), communicate with each other by transpositions of the 
tape and interact with the environment to compare the output states. Based on the comparison it 
accepts or runs in a loop to fitness to the environment. Each agent executes the same action, the 
Argonaut’s algorithm. 
 
Argonaut algorithm. A = “On word w: 
1. Scan the tape to be sure that it contains at least two matches. If not, reject. 
2. Cut at the matching sites and arbitrarily paste the tape’s fragments. 
3. Take the output state according the new tape. 
4. Check it with the state of environment. If satisfy, accept; otherwise loop.” 
See Example 1 in the Appendix; here the states of the agent and an environment are represented 
by strings on the same alphabet, the tape is linear. 
 
An Argo-machine is the 5-tuple system AM = (Σ,O,E,A,ζ), where 
1. Σ is a finite alphabet, I and T are nonempty sets, such that I is the ‘oracle’ language over Σ 

and T is the set of finite strings (tapes) over Σ; 
2. O = {ct,pt,sl,tn} is a finite set of operators on T, here ct, pt, sl, tn denotes cut, paste, select and 

transpose (copy) respectively; 
3. E is an infinite set of environment states; 
4. A is a finite set of agents, such as A = (T,S,δ), where 
• S is a large finite set of output states, including sets: B, F, R, where B is the subset of initial 

states, F is the subset of final states, R is the subset of reject states; 
• δ is the transition function, which according to the algorithm A for each word wi ∈  I at the 

input of agent aj ∈  A after operations {ct,pt} on the tape tj ∈T assigns an output state sj ∈ S 
by the mapping f: T  S. The state s→ j that is compared with the current environment state     
ei ∈ E. Formally this can be expressed as δ(w,t) = (ct,pt,s,e); 

5. ζ is the super-transition function, which generates the transposition {tn} of the tape tj ∈  T 
from the agent aj ∈  A in the state sj ∈  F to other agents a+ ∈  A after the selection event {sl}, 
assigns the new initial states n+ ∈ B, and finally delivers the new word wi+1, or formally   
ζ(e,s) = (sl,tn,n ,w). +

 
A computation scenario of the Argo-machine is the shuffling of tapes from an initial set T0 until 
an accepted output state is reached, at which the device halts temporarily and is not evolving. We 
define it as an adaptation. In general, the computation never ends, because the environment 
changes permanently. The event of environment change is called a catastrophe if it causes a 
super-transition. A progression of adaptations and catastrophes is defined as evolution. The 
intermediate computation is defined to be the result produced by AM, which is the fit to the 
current environmental state on input stream and attached at the left site of the output stream of 
accepted states (Fig.1). Because it is essentially driven by selection and input words we are using 
synonyms such as: ‘oracle’, ‘guide’, or ‘generative’ for the input words. 
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Transpositions can be seen as the messages from the winner agent to the other ones. The size of 
tapes of the agents may grow beyond a limit. Additionally, we consider the output states of 
agents, as the messages to an environment. The environment is not passive and has the attributes: 
it deals with a stream of states, it monitors the adaptive fitness of agents, it can also produce new 
evolution rules or new oracle words in this senses. In the best case, these words create the 
solutions, and transpositions increase the size of tapes and a complexity (see Example 2, 
Appendix), else the system runs in a competitive regime. On the other extreme, the system rejects 
these words. There are two main questions. What oracle words are optimal for a creative 
combinatorial design? What are the rules to form the oracle language, which generates the 
library of solutions? 
An analysis. To demonstrate how the Argo-machine works, let us assume the word wi, which 
leads to brakes at matching sites x on the tape tj, then a random paste of the tape. The number of 
rearrangements (with the turn over) for the single circular tape is described by the combinatorial 
formula r(x): 
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where rx is the number of rearrangements, x is the number of matching sites on the tape. To 
illustrate a combinatorial power of expression (1) we compare the discrete function r(x) with 
functions 2x, ex and x!, see Fig.2. 
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Fig.2 Combinatorial power of expression (1) 
versus 2x, ex, x! 

 
Now consider the corresponding output state s that will be checked by the environment for each 
rearrangement r. According to the Argonaut algorithm A, each agent aj starts from the initial 
state s 0 , runs on the oracle word wj i until the environment accepts at least one agent, then AM is 

stopped, Fig.3. 
 

 

Fig.3 Evolving of Argo-machine from states s  

to s  on word w

0
j

accept
j i  

(s 0  j ∈  B, s  reject
j ∈  R, s   F, waccept

j ∈ i is input 

word). 
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If the environment changes, then AM will require a new input. The catastrophe ei generates the 
transposition tni, the winner agent concatenates a copy of its tape to another agents. After that the 
new initial states i+1s  are formally assigned, the new word w0

j i+1 starts up and the process runs 

ones more. If there is not any suitable word on input to satisfy the Argonaut algorithm, then all 
agents reject; now AM rejects and the process stops. We illustrate the evolution route on the 
example of winning agent’s trace in Fig.4. 

Computation is performed by a set of agents parallel in the nondeterministic manner. A 
computation power of this system depends on the number of agents and the number of output 
states for each agent. Note that it is impossible to run exponentially many agents simultaneously 
in real conditions; at least it needs a substitution of rejecting agents by winning ones. That is 
important the transpositions can propagate the local solutions and resolve some reject states. 
Transpositions enhance significantly the combinatorial-explosive search by increasing a 
dimension of the design space. This kind of distributed concurrent computation could permit a 
compositional design with the ruffle landscape. If a massive parallelism was achieved, then our 
model of computation would demonstrate a great computing power. 
 

Fig.4 Nondeterministic computation 
by the agent j. 
Here is s - agent j in the state n on 

the step m before the catastrophe e

m
i

n
j

i,    
i - system’s counter, wi – oracle word. 
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3. Biological reality 

We consider bio-molecules and living cells as suitable candidates to test the proposed Argo-
machine in a real-world application. Besides, this molecular-scale machine may be a 
phenomenological model to understand the underlying biological processes.  
Design. On the first step of investigation we created the fusion protein – IGNAF – comprising 
NucA non-specific endonuclease from cyanobacterium Anabaena sp. PCC 7120, and 4-4-20 scFv 
mouse single-chain antibody to fluorescein. Plasmids pBBInucA and pIG6Flullmh were used to 
construct pIGNucAFlu plasmid; pBBInucA was received from Alfred Pingoud (Giessen 
University), pIG6Flullmh was gifted by Andreas Pluckthun (Zurich University). NucA gene was 
cloned by PCR; a reverse primer encoded the sequence of tether. This cloned 780 bp fragment 
was inserted into pIG6Flullmh plasmid. As a result, IGNAF protein includes the ompA secretion 
signal, NucA domain, GSGGSGGSG peptide tether, variable light-chain (VL) domain of scFv 
antibody, (GGGGS)6 30-mehr linker, variable heavy-chain (VH) domain, and His-Tag. The 
C166G NucA mutant was obtained to avoid IGNAF dimer formation into the periplasma of 
E.coli cells. The additional mutations (R93A and W159A) were performed to decrease the 
nuclease activity and to avoid an inter-chain DNA cleavage. To increase the robustness of the 
enzyme two versions of protein are developed: (A) the monopod α-IGNAF is evolved by 
optimisation of NucA-domain via error prone PCR, shuffling and phage display, (B) the bipod   
β-IGNAF contains NucA split domain that is activated by self-assembling at the target DNA site. 
The split is located between β-sheet and α-helix in the T-P hinge region. Each part of NucA 
domain is linked to the own scFv antibody on N- and -C terminus accordingly (Fig.5). Thus,      
α-IGNAF has only a one ‘leg’ to contact to DNA by the specific oligonucleotide, although         
β-IGNAF has two ‘legs’ and theoretically is more robust. 
 

 

Fig.5 The model of β-version of IGNAF 
artificial nuclease on DNA. 

 
Implementation. We suppose oligonucleotides or PNA labelled by fluorescein as input-guide 
molecules. IGNAF will bind to fluorescein and break DNA at the complementary sequence. We 
see two clearly distinguishable possibilities, the implementations in vitro (1) and in vivo (2).  
1) The following alternatives in vitro:  

a) the catalytical approach means that the nuclease is a catalytic with substrate turnover 
above the melting temperature Tm;  
b) the robust approach will allow carrying out repeated hybridizations and cleavage 
reactions.  
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2) The required performances in vivo:  
a) preinstallation of ignaf-transgene into living cells,  
b) introduction of gene markers (input-guide molecules) in the cells,  
c) activation of IGNAF nuclease at the target site.  

Obviously IGNAF must specifically bind at a desired site, and then precisely cut the DNA chain 
in this region. Remarkably IGNAF is not an enzyme at the temperature less than Tm; it should be 
a genetic molecular device for applications in vivo, which acts only at the specific position. Smart 
IGNAF molecules have to bind at the target site, then switch on, next cleave DNA strand, and 
finally switch off. Thus under the control of guide molecules introduced into the system, 
computation will be performed in a loop, by the cleavage of the desired DNA pattern, and by a 
ligation to proceed the selected decision. Previous experiments demonstrated a limitation of 
specific cleavage by the ‘monopod’ guided nuclease [20]. To achieve the particular orientation of 
the nuclease on DNA the two different ‘legs’ would be more preferred. In this case the input 
comprising two half-words should be considered in the Argo-model. We do not discuss here a 
mechanism of transposition that could be implemented in the frame of the ‘minimal cell’ project. 
The compartmentalization of reactions is under the future investigations.  

4. Conclusion 

Computability and complexity are related to the development, adaptation, and evolution. 
Unfortunately, so far there is no computational definition of life; no minimal set of conditions 
needed for life to exist. This paper has been attempted to describe adaptations, catastrophes and 
evolution in computational terms. Following our research the requirements for a minimal life 
arise: How long should words and tapes be? What are the rules for the oracle words to effectively 
search by mapping in the design space? How many tapes and how much time does it require? 
Even under these constraints, our Argo-machine seems much like an oracle-choice evolved 
system, which performs an interactive ‘single-instruction, multiple-data’ computation in parallel. 
This concept combines constructive, selective, and communicative principles. This architecture 
could be applied to search the solutions of hard problems and to mimic the compositional 
evolution [21]. 
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6. Appendix 

Argo-machine, a computation in the winning branch. 
Language notations: 
~,<,(,... – strings, cut before open brackets; 
# - boundary symbol 
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Example 1. Adaptation without transposition: 
environment '<~~>', word '<' 
 1. <~~>                    environment 
 2. <                       word 
 3. #~<~<~<~#               tape_tick_1 
 4. #~<~~><~#               tape_tick_2 
 5. <~~>                    accept 
 

Example 2. Two adaptations with one transposition: 
environment_1 '<~(~>', word_1 '<', 
environment_2 '<~~~>', word_2 '(' 
 1. <~(~>                   environment_1 
 2. <                       word_1 
 3. #~(<~<~)<~#             tape_tick_1.1 
 4. #~(<~(~><~#             tape_tick_1.2 
 5. <~(~>                   accept_1 
 6. <~~~>                   environment_2 
 7. #~(<~<~)<~##~(<~(~><~#  transposition 
 8. (                       word_2 
 9. #~(<~<~)<~~(<~(~><~#    tape_tick_2.1 
10. #~(<~<~)<~~~>)(~><~#    tape_tick_2.2 
11. <~~~>                   accept_2 
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Abstract

Chemical evolution describes the first step in the development of life, such as the formation
of complex organic molecules from simpler (in-)organic compounds. A deeper understanding
of this period requires not only a refinement of our chemical knowledge but also improved
theoretical concepts that help to explain how complex chemical systems evolve in principle.
Here we investigate how chemical evolution appears in the light of chemical organization
theory. We identify two main dimensions of chemical evolution: the “actual evolution” of the
reaction vessel and the “organizational evolution” of the set of molecular species reachable
from the actual set of chemical species present in the vessel. The organizational evolution
can be described precisely as a movement through the set of chemical organizations. We
describe three types of such movements: upwards, downwards, and sidewards. The concepts
are illustrated by simulation studies on a constructive artificial chemistry.

1 Introduction

Chemical evolution (i.e., prebiotic evolution) is concerned with the period of life’s history that
precedes the arrival of the first living organism [17]. Since Miller’s pioneering work [19, 20],
prebiotic chemistry has been studied in various laboratory experiments [16]. On the other
hand, there are theoretical attempts to study chemical evolution. These theoretical approaches
can be classified roughly into replicator centered and network centered approaches. The first
approach assumes replicating molecules as the central unit of chemical evolution. Models like
the Quasispecies [7] or in-silico RNA evolution [10] have characterized the capacity of chemical
systems to store, transmit, and gain information.

The other line of research investigates how autocatalytic networks [7, 14, 21] emerge and evolve.
An autocatalytic set can be defined as a set of molecules where each molecule is catalytically
produced by at least one molecule from that set [12]. Therefore replication1 like in the Hypercycle
model [8] are not required for an autocatalytic set to maintain itself. It has been shown in
silico that autocatalytic networks emerge under various conditions [9] and can possess complex
dynamical properties [13].

1For example, a reaction A + B + S → 2A + B where A is replicated under the catalytic activity of B and by
using up a substrate S.

135



GSM C g+1

GCL

Sg+1

O g+1

O g

GOrg

O g+1GCL

Sg

C g
GSM

O g

GOrg

3
3 4

1

3

2 2

2

downward

upward

sideward

φ
g+1x

Movement 
in the state space

(actual evolution)

Movement in the set
of organizations

φ
x g

(organizational evolution)

1  2  3  4

1  3  4

2  3

1

Figure 1: Schematic description of the static and dynamics analysis of a reaction system us-
ing chemical organization theory. Left: Based on the static network structure, the reaction
network is decomposed into overlapping sub-networks called organizations. The hierarchical
organizational structure of the network is visualized by a Hasse diagram. Middle: To analyze
the system’s dynamics, a movement from state xg to a state xg+1 in state space is mapped to a
movement from organization Og to organization Og+1. The actual evolution of the state x from
g to g + 1 does not necessarily lead to a change of the organizations, that is why we distinguish
the actual evolution of the set of molecules actually present in the reactor from the organiza-

tional evolution of the organizations reachable from that molecules. Right: The organizational
evolution is categorized into three movements: upward, downward, and sideward. See text for
detail.

In order to study such complex dynamics new methods are required that can deal with con-
structive systems [11], i.e. systems where new components (molecular species) appear, which
may change the present network topology. In this paper we study how chemical organization
theory [22, 4] can help to explain the dynamics of constructive evolving chemical systems.

2 Chemical Organization Theory

The central concept of the theory is the definition of a chemical organization as a set of molec-
ular species that is closed and self-maintaining [4, 11, 22]. In order to find the organizations of
a reaction systems, the theory requires only the reaction network, which can be represented as
an algebraic chemistry [5] without any dynamics. An algebraic chemistry is a 2-tuple 〈M,R〉
where M is a set of molecular species and R is a set of reaction rules among the species. A
reaction rule describes a transformation of molecular species and can be represented as a pair of
multisets of molecules, the left hand side and right hand side, respectively. Requiring only the
algebraic structure, the reaction network is searched for the organizations. The first property —
closure — ensures that there exists no reaction that produces new species not yet present in the
organization using only species of that organization. The second property — self-maintenance
— is a theoretical capability of an organization to maintain all of its members, (possibly) in-
volving complex reaction pathways. Since the maintenance (possibly) involves complex reaction
pathways, the stoichiometry of the whole reaction network must be considered, in general. Here,
however, we investigate a specific class of reaction systems where all molecules are catalysts and
where there is a general dilution flow. In this specific case, a set of molecules is self-maintaining
if and only if every molecule within the set is produced by at least one reaction among molecules
of that set.

By locating the organizations from all combinations of molecular species, the given reaction
network is decomposed into overlapping sub-networks of organizations. As shown in Figure 1
(leftmost), we visualize the set of all organizations by a Hasse diagram, in which organizations
are arranged vertically according to their size in terms of the number of their members. Two
organizations are connected by a line if the upper organization contains all species of the lower
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organization and there is no other organization between them. The Hasse diagram represents
the hierarchical organizational structure of the reaction network under study.

2.1 Dynamical Analysis

Chemical organizations are proposed to be an appropriate abstraction level to describe complex
dynamical behaviors of reaction systems [22]. Central to this dynamical analysis is a function
that maps a state x ∈ X of the reaction vessel to an organization generated by that state. Since
the state space X is usually much larger than the set of all possible organizations (a subset of
the power set of M), this mapping provides a significant reduction of dimensionality. Given a
state x (e.g., a concentration vector) we generate the organization in three steps:

First, the quantitative state x is mapped to a qualitative state S = φ(x), namely the set S ⊆M
of species present in x. The function φ : X 7→ P(M) is called abstraction. Second, given the
set of molecular species S ⊆M, we generate its closure C = GCL(S) by the algorithm shown in
Tab. 1 (left). The closure of S is the smallest closed set containing S. Third, we generate the
organization O = GSM (C) by finding the biggest self-maintaining set2 (O = GSM (C)) contained
in the closure C (Tab. 1 (right)). All together the organization generated by a state x is defined
as:

O = GSM (GCL(φ(x))) = GOrg(φ(x)). (1)

Given an algebraic chemistry 〈M,R〉 and dynamics of the reaction system as a movement in
the state space X, the dynamical movement can be followed in the set of organizations L using
Eq. (1) [4]. We call this movement organizational evolution in order to distinguish from the
actual evolution of the state x of the reaction vessel (Figure 1). The dynamical movement on
the organizational level can be categorized into three directions: upwards, downwards, and side-
wards. Regarding two states xt1 ,xt2 ∈ X at time points t1 and t2, the organizations Ot1 , Ot2 ∈ L

can be generated: Ot1 = GOrg(φ(xt1)), Ot2 = GOrg(φ(xt2)). In case Ot1 ⊃ Ot2 , the movement
in the state space is classified as a downward movement. The other way of inclusion, namely
Ot1 ⊂ Ot2 , is an upward movement. The dynamical change (Ot1 6= Ot2) that is neither down-
wards nor upwards is called a sideward movement. We exclude the equality Ot1 = Ot2 , since no
movement is detected on the level of organizations.

3 Organizations and Evolution

When we investigate the dynamical behavior of the reaction system on the level of the chemical
organization, the dynamical behavior is categorized into there directional movements. Downward
movement is ascribed mostly by the disappearance of a molecular species from the reaction vessel,
consumed by internal reactions or decay. Upward movement, on the other hand, is brought by
external perturbation such as mutation or insertion of new molecules. New molecular species are
necessary to be produced for the system to move upwards. Furthermore, the new species must be
impossible to be produced by chemical reactions among the species present in the reaction vessel
because the closure generation function GCL includes those species in the original organization.

Upward and downward movements are generally sufficient to describe the dynamical behavior.
The other movement, sideward movement, occurs usually in a combination of the two move-
ments. The system is excited by some external perturbation and triggers an upward movement.
Then some species would disappear and cause a downward movement. If the series of move-
ments results in an organization in which some of the original species are missing and some of
the members are new, the movement is categorized as sidewards.

2The generated self-maintaining set is not always unique for a set of molecular species in arbitrary reaction
systems, but is determined uniquely in the autocatalytic reaction system considered in this paper.
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Table 1: Listing of functions to generate closed (left) or self-maintaining (right) set.

Function: Generate closure GCL

Input: Set of species (S)
Output: Closed set of species (CL)

CL← S

A← ∅
while A 6= ∅ do

A ← ∅
foreach (si, sj) : si, sj ∈ CL do

p ← si + sj

if p /∈ CL then A ← A ∪ {p}
end
CL ← CL ∪A

end

Function: Generate self-maintaining set GSM

Input: Set of species (S)
Output: Self-maintaining set of species (SM)

SM ← S

B ← SM

while SM 6= B do
B ← ∅
foreach (si, sj) : si, sj ∈ SM do

p ← si + sj

B ← B ∪ {p}
end
SM ← SM ∩B

end

The upward and sideward movement are particularly significant in the field of evolution. When
considering all sub-organizations in the reaction network, upward movement and sideward move-
ment effect the new sub-organizations in the reaction network. Each (sub-)organization can be
interpreted as a dynamical function of the reaction network [3], so the new sub-organization
could be a new niche of the reaction system. By seeing the evolution of reaction network as the
movement in the space of organizations, it could be practicable to analyze the functional evolu-
tion of the reaction system. The sideward movement is especially noteworthy since it captures
the evolution without increasing the network size.

4 Experimental Setup

In this section, we demonstrate how the chemical organization theory gives an insight to chemical
evolution. An artificial chemistry system called automata chemistry [6] is used to generate
chemical evolution. Molecular species are binary strings s ∈ {0, 1}32 with a constant length
of 32 bit. Two strings can catalyze the production of a third string: s1 + s2 ⇒ s3. One of
the strings s1 is mapped to an automaton As1

according to a well defined instruction table (we
used code table II in [6] allowing self-replication). The other s2 serves as input to As1

. The
result of the program execution on the input string is the product s3 = As1

(s2). Preparing a
reactor (or reaction vessel) containing N string objects, multiple copies of the species are placed
in the reactor to simulate the dynamical behavior of the reaction system. In each time step, two
string objects are randomly chosen to react, and the reactants are inserted back into the reactor
without deleting the two reactands. One randomly chosen molecule in the reactor is replaced by
the product in order to keep the total number of the objects in the reactor constant. In short,
the system is a catalytic flow system in a well stirred reactor. In one generation, N steps are
executed.

4.1 Analysis Method

Theoretically speaking, the automata chemistry consists of 232 = |M| binary strings as molec-
ular species and reactions among them, forming the algebraic chemistry 〈M,R〉. Since it is
impractical to consider the entire network, however, only the small part related to the reactor
state xg ∈ X at generation time g is considered as 〈Mg,Rg〉 where Mg = GCL(φ(xg)) is the
set of molecules that can be generated from xg.

Representing the reactor state as a multiset: xg = {m1,m2, . . . ,mN} where N is the size of
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the reactor, the abstraction of the reactor state is the set Sg of molecular species present in
the reactor and calculated by ignoring the multiplicity: Sg = φ(xg) = {s ∈ xg|#(s ∈ xg) > 0}
where #(s ∈ xg) denotes the number of occurrences of element s in multiset xg. Taking the
closure of the set of species: Cg = GCL(Sg) [23] listed as the pseudo code in Table 1 (left), the
algebraic chemistry is constructed by settingMg = Cg. The set of reaction rules Rg = (Cg∪Dg)
is composed of two kinds of reactions: catalytic reactions Cg and decay reactions Dg. Decay
reactions Dg = {(m→ ∅)|m ∈Mg} are included since every object is subject to be replaced by
a reaction product. In passing we note that it is not possible in the dynamical simulation of the
reaction vessel to be empty even though every object species is defined to decay in the algebraic
chemistry. Since two objects initiating a reaction are not altered by the reaction, the process is
defined as a catalytic reaction Cg = {(mi + mj → mi + mj + mk)|mi,mj ∈Mg,mi + mj ⇒ mk

according to the automata chemistry }. Note that mk ∈ Mg because of the closure property
of the algebraic chemistry. As a result, there are |Rg| = |Cg| + |Dg| = |Mg|

2 + |Mg| reaction
rules in the algebraic chemistry because the automata chemistry is designed to halt always by
excluding the control statements.

Considering the characteristics of the reaction network, the function GSM to generate the self-
maintaining set can be defined as listed in Table 1 (right). The reaction network is designed so
that every molecule decays but the reactants of all catalytic reactions are conserved. Therefore,
the set is self-maintaining if all of the elements are produced by the catalytic reactions. In order
to generate the biggest self-maintaining set contained in the original, species not produced by
the reactions are excluded from the set until every molecule is produced.

Given the algebraic chemistry 〈Mg,Rg〉, we compute all organizations to extract the hierarchical
organizational structure in the reaction network. The set of all organizations is denoted as Lg.
It forms together with the union ⊔ and intersection ⊓ of organizations an algebraic structure
〈Lg,⊔,⊓〉 called a lattice3. The biggest organization Og ∈ Lg is generated from the whole set
of the species present in the reaction vessel: Og = GOrg(Sg). The other sub-organizations are
generated from any subset of the set: O′

g = GOrg(S
′
g ⊂ Sg)

5 Results

In order to study down movements, we simulate our artificial chemistry without any external
perturbations like mutation (Sec. 5.1). Then, in Sec. 5.2, we will demonstrate upward and side
movements by introducing moderate mutations, which cause constructive perturbations.

5.1 Dynamical behavior as downward movement

The reactor of size N = 1000 is heterogeneously initialized with N random objects. Figure 2
shows the typical dynamical behavior of the simulated chemical evolution in three forms. The
concentration change of some species (with relatively high quantity) is plotted to view the
dynamical change of the reactor state. As in the middle graph, the number of molecular species
present in the reactor is plotted as diversity. A tendency to decrease diversity may describe
this evolutionary behavior. This dynamical behavior is analyzed with the theory of chemical
organization, and the results are given as a series of Hasse diagrams, visualizing the lattice of
organizations L200, L400, L500, and L700 (Figure 2, bottom). The labels in the box indicate
species that are new in the corresponding organization and are not contained in any of the
organizations below it. Since the organizational structure depends on the qualitative state of
the reaction vessel the result is not affected as long as the diversity stays the same.

3Since the algebraic chemistry is designed as a reactive flow system, the set of all organizations in such a
system is proved [4] to form a lattice.
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Figure 2: Dynamical behavior of automata chemistry showing several downward movements.
The reactor of size N = 1000 is filled initially with one copy each of N species of random binary
string with fixed length 32 bits. Top: concentration profile of the reactor with respect to some
prominent species. Middle: diversity as the number of different species present in the reactor.
Bottom: lattice of organizations at generation 200, 400, 500, and 700. Dotted boxes and lines
are the organizations and links missing compared with the previous lattice structure.

At g = 200, there are eight species in the reactor, and those species form the biggest organiza-
tions: O200 = GOrg(S200) = S200. Forty-six organizations are found as shown in the leftmost
Hasse diagram. In the next 200 generations, four species are drained so that the diversity value
of the reactor becomes four. The lattice of organizations L400 consists of ten organizations in-
cluding the biggest organizations formed by the remaining four species. Comparing two sets of
the organizations L200 and L400, we found that L200 ⊂ L400 so that it is possible to impose the
lattice L400 on L200 as shown in the figure. The solid lines represent the lattice at g = 400, and
the organizations vanished during the 200 generations are drawn by the dotted lines

This dynamical change of the reactor state can be explained as a downward movement. The
sets of species present in the reactor at generation g = 200 and 400 are the organizations:
O200 = GOrg(S200) = S200 and O400 = GOrg(S400) = S400. The inclusion O400 ⊂ O200 is true
since species present in the reactor only disappear and no new species appears within that 200
generations. Similarly, this argument is applicable between S400 and S500 and between S500

and S700. In this simulation settings, only the reactions can produce possibly new species, but
applying the chemical reactions to the set of existing species cannot disrupt the closure property
of the organization. Only the downward movement is thus feasible.

5.2 Upward and sideward movement

To demonstrate upward and sideward movement, a mutation process is introduced. Every
100 generation, ten objects are chosen randomly, and each binary string object is mutated by
inverting one randomly chosen bit. The reactor is initialized homogeneously with N = 1000
copies of a certain species, so the diversity value is 1 in the beginning. Figure 3 (top) shows the
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Figure 3: Dynamical behavior of automata chemistry exhibiting upward and sideward move-
ment. The reactor of size N = 1000 is initialized heterogeneously. Every 100 generations, 10
string objects are chosen to be mutated by an one-bit negation. Top: dynamical change of
concentration profile of the reactor with respect to prominent species. Second top: the number
of unique species in the reactor as diversity and the size of the biggest organization generated,
calculated every 10 generations. Third top: the number of the organizations in the reaction
network. Bottom: Hasse diagrams depicting organizational structure in the reaction network.
Starting from g = 360, two upward movements are achieved until g = 610 although the lattice
immediately shrinks (downward movement). From 800 to 900, a sideward movement is observed.
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dynamical behavior of the concentration profile with respect to the prominent species, and the
number of the species existing in the reactor is plotted as diversity. The rapid increase of the
diversity every 100 generation is caused by the ten new mutants. The organizational structure
in the reaction network is computed every 10 generation. At the moment of the mutation event,
the network is analyzed just before the mutation, and the effect of the mutation is observed
only after ten generations. At the bottom, the dynamical change of the lattice structure from
g = 360 is depicted. The organizations and links are drawn by bold lines if inherited from the
previous structure, and the dotted lines are used if vanished.

Starting with two organizations (empty set and set of two species), the mutation at g = 400
introduces new species to the reaction system and the reaction network is expanded. After ten
generations, the reaction system settles to the state with four species. The reaction network
with the four species is composed of six organizations, and the biggest organization is the set
of those four species. This lattice structure is sustained in the next 200 generations including
one mutation at g = 500. Temporarily, the next mutation at g = 600 brings up the system to
the organization of ten species and thirty-four organizations in the reaction network as observed
at g = 610. After 20 generations, all of the new organizations are vanished, and the lattice
structure comes back to that prior to the mutation at g = 600.

These are typical upward and downward movements. The mutation process produces new species
outside of the closure and causes upward movement. The dilution flow removes species from the
reaction vessel randomly, and the system goes to the organization below. Since the concentration
of the new species is very low, the new organizations brought about by the upward movement
has a disadvantage statistically. Thus, the upward movement is canceled mostly.

The sideward movement is observed between O800 and O900. The mutation process at g = 800
introduces new species to the reactor system and pushes the system into the bigger organization
consisting of sixteen species. Ninety-eight organizations are found in the reaction network. Each
of the sixteen species is maintained for a relatively long period (90 generations), but four of the
species are eventually depleted. In consequence, lattice structure L900 has 32 organizations. As
illustrated in Figure 3 bottom, four organizations associated with species e and f are missing in
L900 in comparison with L800.

5.3 Diversity and Organization

In the previous examples, the generated organization from the reactor state is mostly the same
as the abstraction (i.e., GOrg(φ(x)) = φ(x)). In other words, the set of species present in the
reactor is an organization. In that case the diversity (number of different species present) seems
an adequate representation of the evolutionary behavior. However, the benefit to apply the
generate function becomes evident in Figure 4, where we can see that a decrease in diversity
does not necessarily imply a decrease of the generated organization.

For this simulation the reactor of size N = 1000 is initialized with sixteen species, which form a
reaction network holding 146 organizations as shown in Figure 5 (left). Mutation is disabled so
that the only downward movement can occur. The reactor is in the biggest organization at the
top of the lattice structure, and there are four organizations directly below as shown in Figure 5
(right). The organizational structure is sustained for a long time ≈ 800 generations until a
series of species destruction causes the reaction system to move downwards. Around generation
200, the diversity is reduced due to the disappearance of the species from the reactor, and the
reduction is dynamically compensated by regenerating the disappeared species. When the set
of species present in the reactor is not the organization anymore, violating the closure property
in this case, the dynamical reaction system tends to move the state so as to satisfy the two
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Figure 4: Dynamical behavior of automata chemistry exhibiting long-term preservation of an
organization and then downward movement. The reactor of size N = 1000 is initialized with
sixteen species, and the organizational structure in the reaction network among those species
consists of 146 organizations as shown in Figure 5 (left). Top: concentration profile of the
reactor with respect to the prominent species and diversity as the number of unique species
present in the reactor. Bottom left: zoomed into [150:250] to show in detail the dynamical
behavior compensating qualitative disturbance. Bottom right: zoomed into [780:850] where
stochastic effects eventually caused downward movement.

properties of the organization since the organization is a candidate of the steady state and the
other species combinations are not stable [4].

The organization generated from the reduced set of species is, however, unchanged during that
period. Applying the generate function takes the structure of the reaction network into consid-
eration. By representing the dynamical behavior on the level of the organization, the dynamical
change of the underlying reaction network is focused. Furthermore, temporal stochastic effects
can be separated from the permanent effects, causing downward movements.

6 Discussion and Conclusion

In this paper, we have demonstrated that chemical organization theory can provide another level
of explanation to understand chemical evolution. With the help of the theory, we can consider
two levels of chemical evolution: (1) the actual evolution of the reaction vessel, that is, the
arrival and disappearance of chemical species; and (2) the “organizational evolution”, that is,
the change of the organization generated by the current set of molecules present in the vessel
(Figure 1, middle). Our results suggest that actual evolution of the reaction vessel does not
trivially imply its organizational evolution and vice versa.
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Figure 5: Organizational structure in the reaction network of the sixteen species with which the
reactor for Figure 4 is initialized. Left: the whole lattice structure containing 146 organizations.
Right: four organizations directly below the biggest organization (labeled as 145). For each
link to below, the missing species are listed. Since twelve species constitute the organization
labeled as 144, for instance, the link to that organization is associated with four species. The
downward movement demonstrated in Figure 4 is from organization 145 to 140.

We have characterized, as usual in evolution theory, the actual evolution of the reactor by
the change of its diversity, which reflects the arrival and disappearance of chemical species.
The evolution on the organizational level was characterized as downward, upward, or sideward
movement in the organization space. As suggested by our experimental results (Figures 2-
4), downward movement correlates with decreasing diversity whereas an upward movement
correlates with increasing diversity. However, in general, the relation between the actual level
(actual state of the system) and the organizational level (organization the system is in) is not
that simple. In fact, we have shown that there can be a decrease or increase in diversity without
any change on the organizational level (i.e., the organization generated does not change). Even
a process that appears like a creative evolutionary process on the actual level can in fact be just
a downward movement on the organizational level (see e.g. Figures 6 and 7 in Ref. [6]). In other
words, an increase in diversity or the appearance of new molecular species (on the actual level)
does not necessarily imply an upward or sideward movement but can go hand-in-hand with a
downward movement (on the organizational level). Finally, it is even possible that an upward
movement is accompanied by a decrease of diversity, e.g., in case some new molecular species
take a large portion of the reaction vessel, although we have not experimentally demonstrated
this case, yet.

An important aspect left for future research is to characterize the intrinsic stability of organiza-
tions. As we observed, not all organizations show the same level of stability: some organizations
are sustained over very long periods while others are inherently unstable, or unstable under
the smallest external noise. What exactly makes an organization stable or unstable is at the
moment only a speculation, yet the topology of the reaction network [24, 15] and the existence
of an attractor inside the organization could be important aspects to take into account.

When investigating evolutionary processes, the issue of complexity is inevitable and controver-
sial. Previous studies suggest that evolution shows unlimited growth of complexity [1]. Accord-
ing to a recent analysis [18], the research about machines that grow in complexity can be traced
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back to works by John von Neumann or even further to western philosophical and theological
thinking. Fontana and Buss [11] presented an artificial chemistry in which systems’ complexity
would increase by combining multiple non-complex systems. Another example, a natural one,
are biochemical signaling pathways which are coupled and display emergent behaviors, such as
bistability [2]. We speculate that the organizational structure of the reaction network (the lat-
tice structure of organizations) has a close relation to the complexity of the dynamical reaction
system. Where the number of organizations in the network is a facet of the system complexity,
because of the association between sub-organizations and dynamical functions. However the
structural features of the lattice, not only the size of the organizational structure, must also
be taken into consideration. Do the sub-organizations contain each other like a chain, or do
they form a hypercube or even more complex patterns. All these aspects are obviously relevant
to the evolution of the system, yet the exact way in which they would affect it are still to be
investigated and evaluated.
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