ABSTRACT

WARD, JON ROBERT. Chip Discrimination for UWB Impulse Radio

Networks in Multipath Channels (Under the direction of Professor J. Keith Townsend).

The recent need for increasingly higher data rates and the ability to utilize unused spec-
trum has fueled growing interest in UWB from both academia and industry. A variety of
UWB physical layer applications have been proposed and implemented including: high-
speed, short-range indoor wireless personal area networks (WPAN'’s), product sensor tags,
and low-power, covert military networks. Much of the UWB literature focuses on the
Impulse Radio (IR) variety which is characterized by the transmission of multiple time-
dithered, short duration pulses per data bit. Researchers have consistently studied IR by
making key assumptions to simplify system analysis, namely perfect multi-user power con-
trol and single path of signal arrival.

In the military networks of interest, a variety of line-of-sight (LOS) and non line-of-
sight (NLOS) paths exist between transceivers operating at different power levels. Careful
power control becomes complex when no central node provides service to the entire net-
work and a small number of high-powered co-located users can quickly degenerate system
performance. We use computer simulation to investigate the system degradation incurred,
in terms of Bit Error Rate (BER), in a multi-user IR network with large near-far power dis-
parity operating in a multi-user indoor environment. We then extend the work presented in
[1] for the multi-user Gaussian channel as a solution to mitigate the effects of high-powered
interferer signals in the IEEE 802.15.3a indoor multipath environment.

Three varieties of RAKE receivers commonly found in literature are investigated: A-
RAKE, S-RAKE, and P-RAKE. We introduce a novel chip discriminator located at each
RAKE finger output that selectively removes finger demodulation metrics based on the
product of a constant threshold leve} and the estimated channel tap coefficiapt A
multi-user environment is considered where the desired user’s signals pass through the
NLOS channel CM2 and the co-located user’s transmit through the LOS channel CML1.
We quantify the performance of a system employing chip discrimination as well as its
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sensitivities to system parameters under the assumption of perfect channel estimation and
maximal ratio combining (MRC).
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Chapter 1

Introduction

1.1 Motivation

The UWB physical layer is a viable solution to wireless military communications net-
works as the inherent properties of impulse radio (IR) can satisfy many of the design crite-
ria: low probability of detection and interception (LPD and LPI), high system throughput,
and low transmitter power levels. An equally important design criterion of a wireless mili-
tary network is survivability; there should be no single node with total network control or a
node that damages the network beyond repair when lost. This system constraint favors an

ad hoc network structure.

The cellular network topology provides centralized power control between nodes that
is not available in an ad hoc network. Power control in a multi-user system is of primary
concern in terms of system performance; if large near-far power ratios exist in the net-
work, an interfering signal can overwhelm the desired received signal and force a bit error.
Each node could transmit power control information in packet headers, but this requires
system cooperation and increased complexity while decreasing system throughput. An au-
tonomous solution to mitigate the performance loss of a multi-user ad hoc network with



large near-far power ratios was proposed in [1]. The aforementioned work presents a pas-
sive technique called “chip discrimination” that exploits the IR spreading sequrared
applies an acceptance level threshold to each demodulated voltage metric.

The chip-discrimination technique presented in [1] was applied to the Gaussian channel
where the desired and multi-user signals randomly arrive at the receiver via a single path
corrupted only by multi-user interference and thermal noise. Although this development
provides a theoretical framework, it does not account for the multipath present in all wire-
less networks. UWB is unique in that the narrow received pulses allow very fine resolution
of multipath components (MPCs) at the receiver. We extend the chip-discrimination tech-
nique presented in [1] as a solution to mitigate the system performance loss due to strong
interferer signals in the indoor multipath environment.

1.2 Terminology

We attempt to avoid ambiguity in the specific terms commonly found throughout this
thesis by listing and defining the most frequently found terminology:

e Multipath Component (MPC) - A single received pulse at the channel output belong-
ing to the set of. attenuated, delayed, and distorted transmitted pulses that compose
the channel output given by Equation 5.1. Each MPC is individually tracked and
demodulated by a single RAKE receiver finger.

e Chip - One of theNs pulses transmitted for each data bit. When discussing chip
discrimination, we often refer to the resolved MPCs as chips bedal4eCs are
produced by the channel from a single transmitted chip.

e Chip Discrimination - The application of a chip discriminator device to the demod-
ulator output that compares the energy collected from a demodulated received chip
to a threshold. If the demodulation metric exceeds the threshold, it is discarded;
otherwise, the received chip contributes to the bit estimate. No distinction is made



between applying the technique to a single arriving chip as in the Gaussian channel
or many MPCs as in the multipath channel.

e Z - Thek™ RAKE receiver demodulated finger output as shown in Fig. 3.4.

e Maximal Ratio Combining (MRC) - A linear combining technique that scalegthe
RAKE receiver demodulated finger outpfit by thek!" channel tap coefficierd
before summing over all resolvable components [2].

e A-RAKE (All) Receiver - The ideal RAKE receiver with unlimited resources to track
and demodulate all resolvable MPCs.

o S-RAKE (Selective) Receiver - A RAKE receiver variety that resolved th&IPCs
resulting from paths with the largelst tap weightsay, wherelLs < L.

e P-RAKE (Partial) Receiver - A RAKE receiver variety that resolves the first arriving
Lp MPCs, wherd, < L.

1.3 System Analysis Method & Organization

We develop a multi-user ad hoc network environment with large near-far ratio such
that the transmit power of co-located interferers is much larger than that of the desired
user. Other signal-degrading contributions such as background user interference and ther-
mal noise at the receiver are modeled as a zero-mean Gaussian process with v%gance
chosen to maintain a constant average background SNRy. We model multipath fad-
ing using the IEEE 802.15.3a indoor channel model at each network node based on the
multipath channel statistical parameters; the desired user’s signals pass through the NLOS
channel CM2 and the co-located user’s transmit through the LOS channel CM1. We choose
to investigate system performance using the three most common RAKE receiver varieties
found in literature: A-RAKE (ALL-RAKE), S-RAKE (Selective-RAKE), and P-RAKE
(Partial-RAKE).



We introduce a novel chip discriminator device located at each RAKE finger output
that selectively removes finger demodulation metrics based on the product of a constant
threshold levelli, and the estimated channel tap coefficigpt Each resolved multipath
component (MPC) that exceeds the chip discriminator threshold is discarded from the bit
decision process. Otherwise a large demodulated RAKE finger metric continues to corrupt
the estimated metric for an entire bit duration. Simulation results are compared to quan-
tify the performance gain of a multi-user system incorporating chip discrimination in a
multipath environment over a multi-user system that employs no power control technique.
The sensitivity of the system employing chip discrimination to varying system parameters
is also investigated under the assumption of perfect channel estimation and maximal ratio
combining (MRC).

The organization of this thesis is as follows. Chapter 2 presents the UWB impulse radio
physical layer based on the work reported in [3, 4, 5]. This section gives the basic back-
ground of an IR system assuming that the reader has some prior knowledge of the subject.
Section 2.2 summarizes the chip-discrimination technique for the Gaussian channel as re-
ported in [1]. All of the details needed to extend the basic chip discrimination technique to
a more realistic indoor multipath environment are presented in this chapter.

Chapter 3 gives a detailed description of the recently accepted IEEE 802.15.3a indoor
UWB channel model. We present the evolution of the channel model from its first de-
velopment and publication in [6] to its current adaptation in [7, 8, 9] based on statistical
multipath characterization parameters evaluated from indoor data measurements. We then
develop the discrete-time impulse response and discuss model limitations. The specific
channel model modifications used to arrive at the analyzed channel model are given along
with the evaluation of statistical channel parameters based on this model. The last section
includes a discussion on the generic RAKE receiver as well as three varieties commonly
found in literature: A-RAKE, S-RAKE, and P-RAKE. This section is intended to concisely
present the IEEE 802.15.3a channel model such that it can easily be implemented after an-
alyzing Chapter 3.



We present the underlying simulation model in Chapter 4 including an illustration of
the network environment in Section 4.1. We clearly state the system assumptions used to
produce all performance results in Section 4.2.1 followed by the specific simulation param-
eters in Section 4.2.2. Chapter 5 presents the details of the chip-discrimination technique
as applied to a multipath channel. This includes the mathematical representation of the
received multi-user signal in Section 5.1 and the chip discriminator device in Section 5.2.
A novel approach to chip discrimination is developed based on the work in [1] where the
RAKE finger demodulation metricgdc are compared to a constant threshgldand the

estimated channel coefficieat.

Chapter 6 presents system performance results for different levels of the constant thresh-
old Tj, in Section 6.1. System sensitivity is examined by varying basic system parameters
over a typical range to determine the effects on the system Bit Error Rate (BER) perfor-
mance and the optimal BER constant thresiig|{d The reliability of the system to discard
RAKE finger outputs is analyzed for varying multi-user densities and co-located interferer
energy levels in Section 6.3. The system BER performance for an impulse radio system
employing chip discrimination is also investigated for imperfect channel tap coefficients
dk determined using a technique presented in [7]. We conclude in Chapter 7 by reiterating
the usefulness of this work as well as related future work to improve applicability of the

chip-discrimination technique.



Chapter 2

Impulse Radio Physical Layer

The most fundamental requirement of an impulse radio system is to transmit low-power
pulses such that the power spectral density (PSD) is as white as possible with energy spread
evenly over the desired spectrum. The transmitted wavefatmis the Gaussian mono-
cycle first derivative which has a spectrum that is approximately flat over the bandwidth
of the pulse and can be received by correlation detection virtually at the antenna terminals
of the receiver [3]. We are most interested in system analysis at the receiver, where the

received pulse waveform(t) is given mathematically in [10] by
w(t) = [1—4n{(t — Tp/2)/(0.39Tp) }* expl(—2m){(t — Tp/2)/(0.39Tp)}].  (2.1)

The waveformw(t) is the second derivative Gaussian waveform after passing through the
transmitter and receiver antennas where an approximate derivative occurs [4]. An example
of the ideal transmitted and received pulses is shown in Figs. 2.1(a) and 2.1(b) respectively
where both waveforms are normalized by the maximum voltage peak. Throughout this
work we assume for simplicity that the transmitted and received wavefp(sindw(t)

respectively are normalized to have unit energy.

Impulse radio systems transni; Gaussian monocycle pulses called chips for each
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Figure 2.1:Fig. 2.1(a) is an amplitude normalized 1st derivative Gaussian waved(inmepresenting one
ideal transmitted chip. Fig. 2.1(b) is an amplitude normalized ideal 2nd derivative wave{oynepresenting
a single received chip.

data bit [3, 4]. The duration of each monocycle pulse is typically on the order of one
nanosecond (ns) and is transmitted directly without a sinusoidal carrier signal [11]. Im-
pulse radio (IR) systems divide time into frames for each user much like conventional nar-
row band TDMA systems with a frame widih of typically 100 to 1000 times the width of

the transmitted monocycle pulgét) [3, 4]. Each frame is then broken into smaller slots of

T, seconds in which a user may transmit only one chip in his assigned time slot per frame.
Not all slots in a given frame may be available for user transmission as control signals must
also occupy a certain number of slots per frame.

One approach for a multiple access impulse radio system would be to allow each user
to transmit his chip in a slot agreed upon by the transmitter and receiver, and to continue
transmitting in the same slot for every frame until all d&tg is transmitted. One prob-
lem with such an approach is that the added periodicity of a uniformly spaced pulse train
creates spectral lines in the signal PSD [3, 4]. Such spectral lines undermine the objective
of a noise-like white PSD because they denote power concentratedfb?\&aryonds [3, 4].

The spectral lines allow information to be more easily intercepted and can cause interfer-
ence to existing spectral occupants. A potentially more detrimental problem with periodic

slotted transmission of chips is the case when two or more transmitter and receiver pairs
choose to transmit in the same slot. In this case, catastrophic collisions occur for the entire



bit transmission. To mitigate the aforementioned problems, a pseudorandom time shift is
introduced into the transmitted pulse train [3, 4].

A pseudorandom time-hopping (TH) codée} represents random integer shifts in a
frame according to the number of data sl@tsavailable for thek" user’s transmission.
A transmitter and receiver pair must agree upon a pseudorandom TH code that designates
the slot in which a user transmits his chip in each new frame. The introduced TH code
smoothes the PSD by reducing periodicity and adds an element of privacy and security by
reducing the likelihood of periodic signal interception or jamming. Of course collisions
will occur in a system using a pseudorandom TH code if two users choose to transmit in
the same slot for one frame; however, the probability of chip collisions is greatly reduced
by the TH code and depending on the spreading sequegitke received bit may still be
correctly detected.

2.1 Binary Pulse Position Modulation

The modulation scheme of an impulse radio system impacts the performance in terms
of Bit Error Rate (BER), spectral shaping, data rate, and hardware complexity [12]. We
choose to examine Binary Pulse Position Modulation (BPPM) both theoretically and through
simulation as this is the most common modulation method encountered in IR literature.
Each BPPM pulse is of equal amplitude; the value of a data bit determines the position of a
user’s pulse inside of each transmission slot [13]. We arbitrarily define a ‘0’ bit to modulate
a pulse with no shift inside of its transmission slot and a ‘1’ data bit to modulate a pulse
shiftedd ns inside of its transmission slot.

The BPPM system is time-orthogonal if the valuedok large enough that two non-
overlapping pulses may fit in a single transmission slot. In this case, a pulse in the first half
of the slot represents a ‘0’ bit and a pulse in the second half represents a ‘1’ bit. The time-
orthogonal system received waveforms can be demodulated with an ideal matched filter as



all of the transmitted pulse energy can be recovered due to the time separation of the two
pulse waveforms. A template waveform given by

V(t) = w(t) —w(t —9d) (2.2)

reduces the reference signal set and the number of threshold comparisons at the detector
[3]. The orthogonal BPPM system requires a transmission slot Wigddi approximately
twice the size of the transmitted pulse waveform, which increases the transmitted frame
width Tf and decreases the system throughput given by [4, 3].

1 1

Ri=— = .
T Ts NsTy

(2.3)

The BPPM system throughput can be increased by decreasing the width of each transmis-
sion slotT; and overlapping the transmitted binary pulse waveforms in time. According to
[3, 5], the optimal overlapped BPPM system offsets the time-shifted Wavefoﬁ)a@ns,

the time-shiftd that minimizes the autocorrelatidt{d) given by

m®:/:wmmu@mt 2.4)

We illustrate the ideal optimal overlapped BPPM binary received waveforms in Fig. 2.2,
wherew(t) represents a ‘0’ bit (top) and(t — d) represents a ‘1’ bit (bottom).

The increased throughput performance of the optimal overlapped BPPM system comes
at the cost of exchanging the ideal matched filter template in the case of orthogonal BPPM
waveforms, to a suboptimal matched filter structure. The matched filter receiver for the
optimal overlapped BPPM waveforms uses the template waveftinfrom Equation 2.2
and illustrated in Fig. 2.3, where in this ca8&ecomegpt. The receiver output is no
longer optimal in that the total transmitted energy cannot be received in the noiseless ideal

case.
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Normalized BPPM 0-bit modulated waveform, no shift
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Figure 2.2:Ideal received BPPM chip waveforms representing a ‘0’ bit (top) and ‘1’ bit (bottom). We use
optimally overlapped BPPM to offset the pulsesdgyt = 0.212 ns as this obtains the minimum autocorrela-

tion in Equation 2.4 [3].

The general equation for th&" transmitting user in a TH-BPPM impulse radio system
is given by

Ns—1
sW(t) = /EW Z) p(t— Tr — ¢V T —&d ) (2.5)
=

wherep(t) is the unit-energy transmitted waveforBy is the transmitter energi¥s is the
number of chips per bif; is the frame lengthl; is the slot width, and is the data bit value

[3, 4]. We illustrate the effect of each parameter from Equation 2.5 on the frame location
of the transmitted pulse in Fig. 2.4. Hereafter BPPM refers to the optimally overlapped
variety as increased throughput is a main objective of the networks of interest.
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Normalized BPPM receiver template waveform p(t) — p(t — )
l T T T T T T

normalized Amplitude
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Figure 2.3:BPPM template used at the correlator receiver front-end demodulator given in Equation 2.2.
The received pulse waveforms are approximately 1 ns in duration allowing an optimal PPM shjjt of

0.212ns [3, 4].

2.2 Autonomous Chip Discrimination Method

Precise power control can limit large near-far ratios to improve system performance
even in the presence of many co-located transceivers. Commercial cellular architectures
provide power control algorithms at a base station that regulates the transmit power of all
connected nodes to minimize multi-user interference [14]. The luxury of centralized power
control algorithms does not apply to the ad hoc military networks of interest where surviv-
ability and vulnerability in hostile environments are of key importance [11]. Ideally, each
node should therefore locally determine all transmit power adjustments without base station
assistance. A coordinated power control algorithm for peer-to-peer networks was proposed
in [11], but requires cooperation between nodes to continuously update one another with
feedback information concerning current transmit power levels and link distances between
nodes. Synchronized blanking as presented in [15] is also a possibility to limit system per-
formance degradation due to co-located powerful users; however, the timing acquisition
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Data Link Layer Stream of Packets to be Transmitted
Packet 0 Packet1 | Packet2 Packet3 | Packet4 |
/ \ Nﬁ
EE——
1 ] |

g hp

\‘\‘@
Te

Figure 2.4: A hierarchical view of a single user's transmission at the data link and physical layers in
a time-orthogonal BPPM, time-hopping impulse radio network. The physical layer transmission follows
Equation 2.5 with the following parametefss = 3 chips per bitNg) = 2 slots per frame, and the binary pseu-
dorandom TH codes; for the indicated 0 and 1 data bits aogi1 = [1,0,1] andcyit7 = [1,1,0] respectively.

required for a large number of co-located interferers quickly increases system latency to an
unmanageable level. The implementation of either the coordinated power control algorithm
or synchronized blanking requires a significant increase in system complexity and implic-

itly assumes that the interferer sources are willing to cooperate and not hostile systems [1].

An autonomous technique to mitigate the performance loss of a multi-user impulse
radio ad hoc network with large near-far power ratios was proposed in [1]. The technique
exploits the IR spreading sequendgand applies an acceptance level to each ofNbe
matched filter output voltage samples hereafter referred to as demodulation metrics. Each
individual demodulated chip metria passes through a chip discriminator which produces
an output metrienyy; based the condition

0 for Im >|X
Mout = i > 1X] (2.6)
mpp for |m| <|X|

whereX is a specified constant threshold to which all demodulated metrics are compared.
In the IR system described in [3, 4], each of tRgdemodulated chip metriasy,; are
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combined to create a composite bit metrigexpressed mathematically as

Nt
moé Z Moyt (2.7)
n=0

A bit estimate is calculated at the detector by companggo thresholds defined by the
chosen system modulation scheme [3]. When the system employs optimal BPPM as dis-
cussed in Section 2.1, the composite bit meing can be compared to a zero-voltage
threshold at the detector with a bit estimateased on the condition

(2.8)

. 0 for my>0

{ 1 for my<0

If chip discrimination is applied to the system as shown in Fig. 2.5, a chip metric that
falls within the predefined threshold range is passed to the summer unaltered. If the chip
metric exceeds the threshold, it is discarded and not contributed to the composite bit sum.
The threshold is chosen such that exceptionally large chip metrics, which can only occur
due to collision with a strong co-located interferer pulse, are reliably discarded. Bit errors
can still occur from small overlaps in local interferer and desired pulses as well as from
thermal noise when a chip metric magnitude is too small to be removed from the composite
metric; however, these sources of error are not the primary concern in a network with large
near-far power ratio and can furthermore be mitigated by increasing the signal to interferer
ratio at the matched filter output given by

NsTs(1—R(3))?

_ 0
a3, SN ED/EQ)

SIR= (2.9)

where ,
of = [ [ fmawtrwvide | dy

for the Gaussian channel [16, 3]. In general BER performance increases with increased
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spreading sequendg for a channel with equal powered users and thermal noise, but at the

cost of decreasing the system throughput according to Equation 2.3.

Interferer
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Figure 2.5:Block diagram of a basic multi-user IR system in the presence of AWMGNas described in

[3]. A chip discriminator device is added at the matched filter output to remove samples from the bit sum that
exceed a predefined threshold [Ns received chip metrics are added together before the result is sampled
and sent to the detector for a bit estimation.

In an IR system without chip discrimination, increasiNgdecreases the BER floor
caused by distant equal-power users and thermal noise degradation; it does not alleviate
performance loss due to powerful near interferer pulse collisions. When a powerful inter-
ferer arrives inside of a chip’s correlation window, the chip metric magnitogeyrows
according to the demodulated interferer energy. A corrupted chip nmatdontinues to
corrupt the bit metrian, according to Equation 2.7 since the large interferer contribu-
tion usually overwhelms the entire sum of uncorruptedin the optimal BPPM system,
once the sign of the composite metng becomes corrupted by a large interferer energy
contribution, increasing its magnitude is still erroneous. The chip discrimination method
requires at lead¥ls = 2, and in general &ls value between 10 and 100 is chosen that bal-
ances BER performance and system throughput. Local interference is the primary source
of performance degradation in the large near-far power ratio environments where chip dis-
crimination is necessary. When the transmitted data bit is spread over a large number of
chips, not only can the corrupted chips be more reliably discarded at the chip discriminator,
but the BER floor is reduced such that errors due to other noise sources are minimized [1].



15

The chip-discrimination technique presented in [1] applies to the theoretical Gaussian
channel where the desired and multi-user signals randomly arrive at the receiver via a single
path corrupted only by multi-user interference and thermal noise. The remaining chapters
of this thesis shall extend the chip-discrimination technique presented in [1] as a solution
to mitigate the system performance loss due to large near-far power ratios in an indoor
multipath environment.
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Chapter 3

The Multipath Indoor UWB Channel

The focus of channel model research as applied to UWB communications is to develop
and apply a statistical model to a system simulation that captures time-varying distortions
such as attenuation, phase jitter, and intersymbol interference (ISI). Performance results
for multi-user, BPPM impulse radio systems that approximate multi-user interference as
a Gaussian random process are well known and widely available in literature including
[3, 4, 17]; results are not so easily found reporting multi-user impulse radio (IR) system
performance through multipath channels. Even in dense multi-user IR networks where the
Gaussian approximation can be quite accurate, system performance in the presence of a
channel model can reveal parameter sensitivities not demonstrated by the Gaussian chan-
nel.

The lack of UWB channel models in literature, especially outdoor models, can be at-
tributed to the extensive collections of data that must be measured to accurately quantify
the small-scale fading experienced in a particular environment. After the data has been col-
lected, equally difficult is the process of selecting a statistical distribution that consistently
adheres to the basic channel properties exhibited by the measured data while remaining
tractable and efficient in terms of simulation time. Finally the data measurements are spe-
cific to the measured environment and inherently depend on the underlying measurement
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equipment.

Once researchers find a statistical distribution that closely matches the measured data,
the model is applicable only to similar environments. The UWB channel measurement
campaigns to date have examined the indoor office building environment as they have been
motivated by the IEEE 802.15.3a subgroup’s efforts to adopt a standard indoor UWB chan-
nel model [9]. Results published by the IEEE 802.15.3a subgroup demonstrated that at
small transmitter and receiver separation distances, approximately O - 4 meters, channel
effects can be modeled accurately by altering the parameters of the existing wide band
Saleh-Valenzuela (S-V) channel model [7, 8, 9].

3.1 Saleh-Valenzuela Channel Model

The Saleh-Valenzuela (S-V) Model is a statistical, complex lowpass tapped delay line
channel model that closely fits NLOS channel measurements obtained.Us@®Hz radar-
like pulses of 10 ns duration in an office-building environment [6]. In general the indoor
NLOS measurements demonstrated that multipath components (MPCs) arrived in groups
called clusters created by large objects such as walls or furniture that produce attenuated
replicas of the original signal. Each cluster then contained many more severely attenuated
signal replicas called rays produced by smaller objects in the environment [6].

We illustrate the idea of clusters and rays with a typical power delay profile (PDP) ex-
ample produced by an impulse response realization magnitude sqbéiedin Fig. 3.1.
The multipath spread of the chanfig| denotes the range of multipath delay valuewer
which the PDP is nonzero [18]. To model the observed clustering effect, the S-V model
uses a Poisson process with a rat® choose the cluster arrival times and a second Poisson
process with a ratk to choose the arrival times of the attenuated rays occurring inside of a
cluster [6]. By definition of the Poisson process, the clusters and rays both have exponen-
tially distributed interarrival times with ratésandA respectively, where the first ray of the
first cluster always arrives at tinte= O ns. The independent exponential interarrival prob-
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Figure 3.1:A typical Power Delay Profile (PDP) demonstrates the clusters and rays created by multipath
reflections and refractions from large and small objects in an indoor environment [6, 5, 19]. The cluster arrival
times are denoted and the arrival time of thi" ray within thel™" cluster is denotedy .

ability density functions (PDFs) for the cluster and ray distributions are given respectively

by
p(T[T_1) =Ae MT-T1) >0 (3.1)

p(Tk,I ’T(kfl)J) _ )\ef)\(Tk.I*T(kfl)’I)7 k>0 (32)

whereT, represents the arrival time of th# cluster andiy | is arrival time of thek!h ray

in the I cluster. The ray time delayx | are with respect to the cluster in which they are
contained such that the first ray of any cluster begins at time= 0 ns with respect to the
cluster timeT, [6]. We assume that each cluster consists of many rays such that in general
A>A.

Equipment limitations in the original measurement campaign prevented many weak
rays from being resolved within the equipment time resolution [6]. This fact is exploited
by assuming that the resolved ray is actually the sum of many independent rays arriving
within the system time resolution. Under this assumption, the multipath coeffi@gnts
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can be modeled as Rayleigh distributed with PDF expressed as

P(B1) = (2[3k,|/Qk,l)e(_ﬁiu/ﬂk,l) (3.3)

where
Q| = E[Bﬁ,l] — Qooe(_-rl/r)e(_Tk,l/V)_ (3.4)

The measured receiver employed a square-law envelope detection process which does not
preserve the resolved signal’s phase information [14]; the phases are therefore modeled as
statistically independent, uniformly distributed random varialgkes between 0 an@r

An exponential power decay of both rays and clusters models the large dynamic range of
attenuation experienced in measurements and is controlled by the exponentially decreasing
average power gaif, | given by Equation 3.4. The power-delay time constdngndy
determine the intensity of decay for each cluster and ray respectively according to a ray’s
relative arrival time [6].

Theit realization of the complex lowpass impulse respdnf@ét) can be expressed as
i - C < J6k 1
sv(t) = B, €™ d(t — T —Ti1). (3.5)
22,

We can consideln‘SV(t) as a continuous-time impulse response as there is no quantization
implied in this equation; a given ray can arrive at any time within the observation time
of the channel [6]. The continuous-time impulse respdn'g@t) must be converted to a
discrete-time impulse response using the methods described in Section 3.2.2 to limit the
system resolution and create a useful simulation model.

3.2 |EEE 802.15.3a Modified S-V Channel Model

The IEEE 802.15.3a subgroup recently adopted a UWB short-range indoor channel
model created by modifying the wide band S-V model in Section 3.1 to match measured
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data from office buildings similar to those measured in [6]. The IEEE 802.15.3a channel
model, hereafter referred to as “the channel model,” stochastically creates LOS and NLOS
impulse responses analogous to those typically found in an indoor home or office environ-
ment with a transmitter and receiver separation of 0-4 meters [7, 8, 9].

The authors modified the original S-V model by comparing measured UWB data and
the S-V Model using a variety of different multipath characterization parameters including:
mean excess delay, RMS delay spread, PDP, and number of multipath components within
10 dB of the peak multipath arrival [7, 8, 9]. The model parameters were then calibrated
until the channel model parameters sufficiently matched the measured data parameters.
Here we describe the basic modifications made to the original S-V model from Section 3.1
to arrive at the UWB IEEE 802.15.3a model. The remaining sections include: an equiva-
lent discrete-time channel model, the limitations of the channel model, the specific system
channel model modifications, and the channel multipath characterization results.

3.2.1 Modifications to the S-V Model

The “clustering” effect discussed in Section 3.1 was observed in the UWB indoor envi-
ronments measured according to [7, 8, 9]. The dual Poison processes that model the cluster
and ray arrival times are used unaltered from the original S-V model with the cluster and
ray arrival time PDFs given in Equations 3.1 and 3.2 respectively [7, 8, 9]. The precision of
the UWB measuring equipment as well as the measuring method is different in this case.
The results are based on a frequency sweep of 2-6 GHz which yields a minimum path res-
olution of 0.167 ns [9]. In many cases the received signal was sampled directly without
loss of information as in the original S-V model experiment where the phase information
was lost and necessarily modeled as a uniformly distributed random va€ighleThe
|IEEE 802.15.3a channel model replaces the pBaselistributed between 0 arit with
a random phaspy | that takes the equiprobable values. This allows the channel model
h(t) to be real-valued while capturing the effects of theadian phase change that occurs
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when the multipath components (MPCs) are reflected [8, 9].

It is well known that in narrow band systems, a large number of multipath components
can be modeled as Rayleigh distributed using the central limit theorem because the mul-
tipath reflections are not resolvable when the system bandwidth is less than the channel
coherence bandwidth [20]. The result is a large number of MPCs that arrive at the receiver
within its resolution time such that the envelope of the signal can be modeled as a Rayleigh
random variable. This is usually not the case in an impulse radio system where the sys-
tem bandwidth exceeds the channel coherence bandwidth to increase the MPC resolution.
Hence less reflections arrive at the receiver during a single resolution time [20]. The UWB
indoor measurement campaign results presented in [8, 9] determined that the Rayleigh dis-
tribution did not accurately model the channel tap coefficients for a UWB system; however,
the lognormal distribution with PDF given by

_ (10logyo(x)—1)?

1 02
fx (X) = Varox® ? for (x=0) (3.6)
0 otherwise

sufficiently models the channel tap coefficient amplitude fluctuations as previously recom-
mended as an alternate solution to the generic S-V channel model in [6]. In Equation 3.6,
a Gaussian distributed random variallexists with meam and variance? as defined by

the notatior\( (i, 6%) with dB units. The lognormal random variabieis then related ty
through the transformatiori = 10log;o(X), assumingr represents power [18].

We model the channel tap coefficientg, as the product of three individual and inde-
pendent components expressed as

k1 = Pk, 1&iBk,| (3.7)

whereg, is a large-scale fading coefficierfl, | is a small-scale fading coefficient, and
Pk, represents the equiprobable phase term [7, 8, 9]. The large-scale fading, texm
lognormally distributed with Gaussian standard deviatlmn This imposes a constant
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attenuation on all arriving rays or paths arriving inside of each cluster. The small-scale
fading termpBy | is also lognormally distributed with Gaussian standard deviatiout is
independently chosen for each ray to provide individual amplitude fluctuations. Because
the large-scale and small-scale fading random variables have the same distributions, we can
group the terms together as

€181 | = 10K 1+n1+n2)/20 (3.8)

10In(Qo,0) — 10T /T — 10tk /y (0 +05)In(10)

In(10 20 '
n(10) (3.9)

The resulting distribution fof€, By || is lognormal with Gaussian meag | and Gaussian

where ns~ A((0,02) and py | =

varianceo? + 03 [7, 8, 9].

The channel coefficient Gaussian megn depends on the average power g@i)o of
the first ray arrival of the first cluster exactly as found in the S-V model to eva{taien
Equation 3.4 [7, 8, 9]. In general we assume the @ is unity as each impulse response
realization is normalized to have unit energy such that no artificial gain is introduced into
channel experiments. The average power gain of each MPC is determined exactly as in
Equation 3.4 where the S-V MPg | = [& Bk, |.

The effects of large-scale attenuation that occurs over many different measurement lo-
cations with the same transmitter-receiver (Tx-Rx) separation is modeled as a lognormally
distributed random variabl§ expressed as

10l0gyo(Xi) ~ N (1, 0%) (3.10)

where
_10n(G)  o%In(10)

W= Tn(10) 20

The unit energy impulse response is scaledihwhich remains constant over each channel
realization [7, 8, 9]X; has Gaussian meag which is determined similarly to the Gaussian
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meanyy | of the channel tap coefficients in Equation 3.9. The lognormal meaf isf
eqgual to the average channel energy daiand the Gaussian meag can be found using
Equation 3.10 in terms dB ando? [21, 5]. We can determine the average channel energy
gain G through simulation by averaging the energy contained ih afisolvable ray paths
expressed mathematically as

G=E[G] (3.11)
where ]
G2 3 A
n=1
G can also be determined analytically using the large-scale fading parameters in Table 3.1
given by
G = Gp/D (3.12)
where
Go = 10 A/10,

To analytically calculate the average channel enégyhe Tx-Rx distance (D) must
be known and the parameters of Table 3.1 which quantify the large-scale path loss must
be matched to the modeled environment [21,B). is the reference Tx-Rx separation of
1 meter andy is the reference path loss that occurs with Tx-Rx separatidyoheters.
The path-loss exponent, characterizes the severity of path loss attenuation depending
on the particular environment obstructions; the free space path loss exponent is two and
increases according to the number of large signal obstructions. Table 3.1 lists the common
indoor values for parametefg anda, [5].

Theit" generated impulse response realization can be represented as

Ngjs—1 Nrays—1

=% 5 2 e 3t —T' =T ) (3.13)
=0

=0

where the total number of clusters and rays present ififthealization are given bi}ys
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andNrays respectively [7, 8, 9].

Each of the parameters that compose the IEEE 802.15.3a channel model are described
in Table 3.2 along with the suggested necessary parameter values listed in Table 3.3 taken
directly from [8]. The four channel models defined in Table 3.3 are not arbitrary and can
in fact be found throughout literature referenced using simply CM1, CM2, CM3, or CM4.
We also adopt this notation and from this point we reference each channel model according
to its standard label in Table 3.3.

Table 3.1:Common indoor parameters for large-scale path loss attenuationfacad path loss exponent
ap [5, 21].

Channel Model Parameters LOS | NLOS
Ao [dB] (Path loss at reference distaridg=1m) | 47 51
ap (Path loss exponent) 17 35

3.2.2 Discrete-Time Impulse Response

The IEEE 802.15.3a channel model presented in Section 3.2 can be considered a
continuous-time channel model; The clusters and rays have statistically independent ex-
ponential interarrival times given by Equations 3.1 and 3.2, where the arrival time is as
precise as the simulation tool from which it is chosen. In practice this is not the case since
multipath components cannot be resolved with infinite resolution; the received multipath
components that arrive adjacently within a delay less than the received pulselyith-
not be individually resolved. To limit the system resolution according to the received pulse
width T,, we convert the continuous-time impulse respdmgg from Equation 3.13 to an
equivalent discrete-time impulse response.

We divide the time axis into bins with the bin width defined as the resolution of the
channel or the largest time interval over which the receiver is not capable of distinguish-
ing separate paths [5]. The bin width is chosen tarpgvhich models the fine resolution
of multipath components by restricting the fading of interfering reflections [7]. We quan-
tize the continuous-time impulse response components to a particular bin, where multiple
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Table 3.2:IEEE 802.15.3a UWB channel model parameters given with mathematical symbol and functional
description [7, 8, 9, 5].

Parameters | Description
N [1l/nsec] | Cluster arrival rate or inverse mean of the exponentially distributed
cluster interarrival times.
A [1/nsec] | Ray arrival rate or inverse mean of the exponentially distributed ray
interarrival times.

T,' [nsec] Arrival time of thel™ cluster of tha'™ impulse response realization.

T Arrival time of thek™ ray relative to the'" cluster in the'" impulse
response realization.

I [nsec] Exponential decay factor imposed on a given cluster.

y [nsec] Exponential decay factor imposed on each ray inside of a given
cluster.

aLj, Multipath gain coefficient or lognormally distributed amplitude ternj

for thek!" ray inside thd!" cluster of tha'" generated impulse
response realization.

B Lognormally distributed small-scale fading coefficient of Kieray
’ inside thel' cluster of the'" impulse response realization.
&l Lognormally distributed large-scale fading coefficient of tRecluster
of theit" impulse response realization.
Pk, | Equiprobable oscillating- 1 sign term to account for multipath
reflections that result in a phase changemon
Qo0 Average power gain of the first ray arriving in the first cluster of the

it" impulse response realization. In general if we normalize the engrgy

of thejth impulse response to unity, we can neglect the term
Q0.0 = E[(0,0)?)-

o1 [dB] Gaussian Standard Deviation of lognormally distributed cluster fading
term.

0> [dB] Gaussian Standard Deviation of lognormally distributed ray fading
term.

X; [dB] A constant Lognormal shadowing term over the erititémpulse
response realization.

Oy [dB] Gaussian Standard Deviation of lognormal shadowing term over an

entire impulse response realization.

pulses that quantize to the same bin are added together [8]. The discrete-time signal is
passed through an anti-aliasing filter such that the resulting component in each bin reflects
the energy of all continuous-time components arriving insidepf s window [8, 9]. The

resulting taps of the tapped delay line channel model are spaced at approximately integer
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Table 3.3:IEEE 802.15.3a UWB channel model parameters and suggested simulation values from [8, 9].
Channel Model Parameters |CM1 |[CM2 CM3 | CM4

N [1/nsec] (Cluster arrival rate) 0.0233| 0.4 0.067 | 0.067
A [1/nsec] (Ray arrival rate) | 2.5 0.5 21 21
I" [nsec] (Cluster decay factor) 7.1 55 14.00 | 24.00
y [nsec] (Ray decay factor) 4.3 6.7 7.9 12

o1 [dB] 34 |34 |34 |34
0, [dB] 34 |34 |34 |34
oy [dB] 30 |30 |30 |30

multiples of the inverse pulse bandwid%

The generic discrete-time impulse respohgig) is given by

hy(t) = Lfaka(t —ka) (3.14)
k=0

where all continuous-time impulse response components are quantized into a maximum of
L bins. The discrete-time impulse respomgét) is composed of discrete componesis
spaced everkAt seconds, wherk s a positive integer andt is the bin duration [5]. We
rewrite the continuous-time impulse respotsg) from Equation 3.13 as a discrete-time
impulse response expressed as

hi(t) = X Li:ainé(t —nTp). (3.15)

In this casea‘n is the amplitude of the discrete-time impulse response component in the
nt" bin of theith channel realizationa!, represents the sum of all continuous-time com-
ponentso | from Equation 3.13 that quantize into th® discrete-time bin [7, 8, 9]. The
discrete-time impulse responisgt) spaces all components as isolated arrivals eVgirys
beginning at timé = 0 ns. All future references to the impulse respon@é refer to Equa-

tion 3.15, which is used for subsequent channel model experiments. Table 3.4 presents a
short description of the parameters that compose the discrete-time IEEE 802.15.3a channel
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model.

Table 3.4:1EEE 802.15.3a discrete-time channel model parameters given with mathematical symbol and
functional description [7, 8, 9, 5].

Parameters | Description

ay, [V] The real amplitude of the discrete-time impulse response compagnent
that constitutes the sum of all continuous-time componegts
that quantize into tha'" discrete-time bin of thé" channel
realization.

T, [nsec] The arrival time of thel'" discrete-time impulse response
component of th&@" channel realization.

3.2.3 |IEEE 802.15.3a Channel Model Limitations

Engineering tradeoffs always exist such that the best solution is an optimization prob-
lem to fulfill the system requirements as closely as possible within the implementation con-
straints. The IEEE 802.15.3a channel model is no different in that it captures the essence of
an UWB multipath channel at the cost of oversimplification in certain areas. The purpose
of this section is not to enumerate the flaws in the channel model, but rather to clearly state
the underlying limits that influenced many of the assumptions made throughout the work
presented in this thesis.

The most important limitation in modeling a UWB system with the IEEE 802.15.3a
channel model comes from its lack of correlation between channel realizations. The im-
pulse response is considered time-invariant over the transmission of a data packet with no
time-variability incorporated into the model [9]. In fact, channel realizations are considered
statistically independent. This may not be such a limitation in a single-user network where
we can assume that the desired user’s velocity is such that the channel remains approxi-
mately constant over one data packet transmission; however, in the multi-user system case
that we investigate, there exists some channel correlation between the desired and interferer
channels at the short Tx-Rx distances for which the channel model is valid.
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The cluster and ray arrival rates are delay-invariant and remain constant over all realiza-
tions of a given channel model regardless of the excess delay of the multipath components.
This is not necessarily true as a varying excess delay in general affects the MPC arrival
rates [8]. Equivalently if the interarrival time between two clusters is small, the ray arrival
rate A should decrease as there are fewer possible propagation paths than if a large delay
existed between clusters which would constitute increasindowever for model simplic-
ity and computational efficiency, the cluster and ray arrival rates are not dynamic.

Although the aforementioned channel model limitations restrict its use in some de-
tailed experiments, the model demonstrates the fundamental degradations consistent with
indoor UWB measurements of a multipath environment. The limitations can in most cases
be justified by a reduction in simulation complexity and increased efficiency in terms of
computational time.

3.2.4 Specific Modifications

The discrete-time IEEE 802.15.3a channel model as presented in Section 3.2.2 can
be used directly in computer simulation, but simple modifications specific to the network
model presented in Chapter 4 can improve simulation performance without significant loss
of accuracy. Here we briefly describe the modifications made to the simulated channel
model that may impact the results presented throughout this thesis. We describe the generic
methodology presented in [8, 9] when possible, followed by any necessary justification for
modifying the generic channel model.

We use the waveform(t) illustrated in Figure 2.1(b) with pulse widify ~ 1 ns, such
that the minimum path resolution becomes equaltdncreasing the path resolution or bin
width increases the probability of multiple rays quantizing to the same bin. The statistical
multipath characterization parameters for the channel change accordinfjyraseases.
Tables 3.5 and 3.6 in Section 3.2.5 list the statistical multipath parameters reported in [8, 9],
but calculated from the modified discrete-time channel model described here with bin width
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Tp~ 1ns.

There exists no clear definition in [8, 9] concerning the truncation time or observa-
tion time of a given impulse response realization. In general the exponential decay of the
impulse response imposed by the average power@ginimplies that largest magnitude
components have an arrival time closd te 0 ns. There exists a ray arrival tintg | for
which the corresponding ray with magnitufg || is approximately zero. This ray arrival
time 1| can be considered the multipath sprdagof the channel as no more multipath
components exist from the initial channel excitation [18]. Through simulation we find that
no significant MPCs exist beyormt | = 150 ns, even in the case of a single cluster over
the entire impulse response. We choose to truncate all impulse response realizations with
cluster or ray arrival times that exceed 150 ns, hereafter referred to as the observation
time of the channel.

The largest magnitude MPCs are the most important in terms of increasing the signal-
to-noise ratio (SNR) at the receiver input. The extremely small magnitude components
waste system-tracking and digital signal processing (DSP) resources as in most cases the
system noise overwhelms these components such that they are received in error. Further-
more these small components are a potential source of system ISI that causes distortion
in the received multipath waveforms. We therefore filter each continuous-time impulse
response realization by removing any components with power less than 25 dB of the max-
imum MPC power. The filtering process saves system resources by tracking only the com-
ponents that are most likely to provide increased diversity gain and improves system effi-
ciency by removing unnecessary signal processing of very low-power components.

We conclude this section by providing an illustration of example impulse response re-
alizations created using the techniques presented throughout this chapter. We include two
continuous-time and corresponding discrete-time channel realizations using CM1 param-
eters in Figs. 3.2(a) and 3.2(b) and CM2 parameters in Figs. 3.3(a) and 3.3(b). The LOS
impulse response with CM1 parameters has a larger number of average ray arrivals than the
CM2 impulse response. This can be inferred from CML1's larger ray interarrivahrite



30

Continuous~-time impulse response hC((t) LOS CM1

_, Discrete-time impulse response h (t) LOS CM1, T _=1ns
x 10 d P

Normalized Energy Amplitude

Normalized Energy Amplitude
~

o
—— o
——5°
———o
S
o
=
jo

. . . . .
0 10 20 30 40 50
time (ns) time (ns)

(a) (b)

Figure 3.2:Fig. 3.2(a) illustrates a realization of the CM1 continuous-time impulse response. Fig. 3.2(b) is
the equivalent discrete-time impulse response for the CM1 realization in Fig. 3.2(a) with binlyrthns.

Table 3.3 and demonstrated in the simulated multipath channel results in Table 3.5 for the
mean number of resolvable path§\IP|. The total multipath gai differs in both realiza-

tions; as expected, the CML1 realization has larger gain than the CM2 realization because of
increased large-scale attenuation in the NLOS channel.

3.2.5 Multipath Characteristics of the IEEE 802.15.3a Channel

A standard set of statistical multipath characterization parameters is needed to consis-
tently quantify different multipath channels for comparison. We characterize the simulated
multipath channel impulse response using the following statistical parameters: mean excess
delay {fj), rms delay spread_i%), number of paths with energy within 10 dB of the strongest
path (NRgg). number of largest energy paths to capture 85 percent of the channel energy
(NPgs), the mean channel energ [€channel) in dB, and the mean number of resolvable
paths ENPJ] [14, 8]. These parameters are important because they serve as the bridge be-
tween measured data and the channel parameters given in Table 3.3. In fact researchers
created the IEEE 802.15.3a channel model based on calibrating the channel model parame-
ters until the measurement data and channel model statistical multipath parameters agreed.
We describe the most common statistical multipath parameters followed by parameter eval-
uation for the IEEE 802.15.3a discrete-time channel model through computer simulation.
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Figure 3.3:Fig. 3.3(a) illustrates a realization of the CM2 continuous-time impulse response. Fig. 3.3(b) is
the equivalent discrete-time impulse response for the CM2 realization in Fig. 3.2(a) with binlyrthns.

The mean excess delay quantifies the time delay experienced by the mean of the
multipath energy and is given by

2
T = zz"fkaék. (3.16)

The rms delay spread or the standard deviation of the multipath energy is expressed as

Of = \/ T — (T7)?2 (3.17)

where -
12 = 2Kk 3.18
K G (5:19)

Both parameters can be computed from a power delay profile (PDP) created from the tem-
poral or spatial average of consecutive impulse response measurements or by averaging
over a collection of single-realization parameters. We use computer simulation to compute
the mean excess delay and rms delay spread directly from each impulse response realiza-
tion using Equations 3.16 and 3.17 respectively and then averaging over the ensemble of
channels. In both Equations 3.16 and 347andty refer to thek!" discrete-time impulse
response component and its arrival time respectively iif thmpulse response realization.
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The remaining previously mentioned statistical multipath parameters, specifically
NP, dB: NPss, E[echanne]. and ENP] are evaluated similarly toj by averaging over the
ensemble of simulated channel realizations. The results presented here are motivated by
[8] as an attempt to quantitatively characterize the multipath channel upon which all results
given in Chapter 6 are based. The effects of the channel modifications described in Sec-
tion 3.2.4 can be seen in the parameter values as they deviate from those presented in [8, 9].
Specifically, the increased bin width frofig = 0.167 ns tdl, = 1 ns decreases the average
number of components per realization as does truncation. The filtering of small MPCs with
energy below 25 dB of the peak energy component decreases the average number of paths
that capture 85 percent of the channel energy as well as the number of paths within 10 dB
of the strongest path. We present the channel simulated multipath channel parameters in
Tables 3.5 and 3.6 which correspond to a Tx-Rx separation distance of 1 and 2 meters re-
spectively.

Table 3.5:Statistical multipath characterization parameters for the discrete-time impulse response with bin
width Tp = 1 ns and Tx-Rx separation of 1 m.

Channel Parameters| CM 1 CM2 CM3 CM 4
E[ti] (nsec) 6.99 7.26 17.79 3222
E[og] (nsec) 6.14 5.78 1362 22.89
NP, 4B 7.66 7.39 14.31 22.19
NPgs 351 3.42 551 7.82
E[NP] 2757 2370 60.74 10376
E[echannel (dB) —47 —51 —51 —51
E[oZ] (V?) 7247 [ 33567 | 1.31E~7 | 7.67E8
VAR [0Z] (V?) 377E-12 | 734715 | 13213 | 445714
E[|ok]] (V) 5.75E~% | 3.99E % | 2454 | 1.88E*

A chip-discrimination technique that discards chips with exceedingly large demodu-
lated voltage metrics as presented in this thesis has a close relationship with the impulse
response component tap coefficieats Each individual channel output MPC is scaled by
the gainay of its particular arrival path according to Equation 5.1. The statistical properties
of a channel model’s tap coefficierdg must be considered when choosing the simulation
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Table 3.6:Statistical multipath characterization parameters for the discrete-time impulse response with bin
width T, = 1 ns and Tx-Rx separation of 2 m.

Channel Parameters| CM 1 CM2 CM3 CM4
E[ti] (nsec) 6.99 7.26 17.79 3221
Elog] (nsec) 6.13 5.79 13.62 22.88
NP1ogs 7.66 7.39 14.30 2219
NPgs 351 3.42 5.51 7.82
E[NP] 27.56 2371 60.73 10372
E[channe] (0B) —5211 | —-6153 | —-6153 | 6153
E[aZ] (V?) 223" [296E® | 11678 |6.77E®
VAR[0Z] (V?) 35813 57515 | 1.03E° | 3.47E1°
Eflak|] (V) 3194 | 119E* | 7.28E° | 560E°

environment model; excessively largg of the desired user’s channel biases the diversity

gain and improves system performance while lamgein the co-located interferer channel

magnify the effects of multi-user interference and system performance decreases. We quan-

tify the statistical properties of the tap coefficienisthrough computer simulation of the

following parameters: the mean squared valueyofE[oZ]), the variance ofi2 (VAR [02]),

and the mean absolute valueogf (E[|ak|]). The parameters are included in Tables 3.5 and

3.6 with the other statistical multipath channel parameters at a Tx-Rx separation distance

of 1 and 2 meters respectively.

3.3 The RAKE Receiver

The short pulse widtfi, of an IR transmitted chip produces natural temporal diversity

that can be combined at the receiver to improve system performance. Indoor results have

demonstrated that IR signals do not experience fading such that non-overlapping MPCs can

be resolved individually [22]. The single correlator or matched filter demodulator discussed

in Section 2.2 cannot capture each of the individual multipath components, which requires

a bank of correlators called a RAKE receiver [23]. The RAKE receiver structure collects

the time-shifted multipath replicas produced by the channel to improve system output SNR

over the single matched filter [14]. Each correlator or finger demodulates a single time-
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shifted multipath component (MPC) and all finger outputs are linearly combined according
to a variety of well-known techniques including Maximal Ratio Combining (MRC), Equal
Gain Combining (EGC), and Minimum Mean Squared Error (MMSE) [5]. We adopt the
MRC technique which weights tHd" finger outputzy by thek" channel tap coefficient

ok before summing over all resolvable components. The maximal ratio combining tech-
nique which yields the maximum SNR at the RAKE receiver output for correctly estimated
weight factorsuy is expressed mathematically as

L

Zehin=' S anZn. (3.19)
w2,

The MRC voltage metri&Zgi, represents the contributions of theresolvable MPCs
produced by a single transmitted chip in tffechannel realization. We base the bit es-
timate on the voltage metrig,;; by summing theNs contiguously received chip metrics
Zchip representing a single received bit [2]. In the optimal BPPM system, each RAKE
finger is modeled as a single modified matched filter as described in Section 2.1 and the
final bit estimation can be computed by compardg to a zero threshold using the crite-
ria given in Equation 2.8. Fig. 3.4 illustrates a BPPM MRC RAKE receiver structure for
demodulating- MPCs that arrive at timq((o) with energy proportional te2. The max-

r(t) v(t— <Pé°))

_— H@» pr dtZO—>
o
V(t . (p(lO)) | . Detector

) 3

T

)
vit—@ )

Figure 3.4:A block diagram of the.-finger RAKE receiver using MRC [5, 19].

imized output SNR of the MRC RAKE receiver requires estimation ofkfemultipath
component channel time delay and thek!" tap coefficientr,. Thek!" received multipath
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component arrives at timggo) =T+ CEO)TC, wherecg()) is the pseudorandom time-hopping
code of the desired user]§ transmitted chip andy is the arrival time of th&" channel

tap. In generatk anday can be determined by transmitting training sequences as in adap-
tive decision-feedback equalization, but this requires increased system complexity in terms
of signal processing that is not considered in this work [18].

3.3.1 RAKE Receiver Varieties

In general thé!" channel realization producés= %‘ resolvable multipath components
(MPCs), whereT! is the multipath spread of th& channel andl,, is the channel time
resolution [18]. A system that attempts to resolvelatesolvable MPCs of thé" chan-
nel realization can be considered purely theoretical as in practice only a fraction of the
L resolvable paths are processed due to the strict timing requirements, power limitations,
design complexity, and channel estimation of a UWB communications system [24]. We
present three varieties of MRC RAKE receivers commonly found in literature to analyze
system performance in multipath channels. Each RAKE variety is unique in the number
of multipath components resolved and the criterion for choosing which components are
resolved.

The ALL RAKE receiver (A-RAKE) is the theoretical case described above where all
L MPCs are resolved and combined to provide the maximum system performance of any
RAKE variety. The A-RAKE receiver has unlimited resources in terms of signal correlators
and instant adaptability such that matched filters identical to the set of received waveforms
can be instantly obtained [25]. Although not implementable, this system serves as a theo-
retical benchmark that provides an upper limit of achievable performance [24]. The average
channel energy gai@ can also be evaluated from the sum of ideally estimated tap weights
averaged over the ensemble of channel realizations as given in Equation 3.12. This allows
analytical calibration of the system based on the received energy output that is not possible
with other RAKE varieties.
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The Selective RAKE receiver (S-RAKE) reduces the complexity of the A-RAKE re-
ceiver by processing only a subdetof the L resolvable MPCs. The S-RAKE receiver
tracks allL resolvable MPCs, but chooses to demodulate onlyLtheIPCs correspond-
ing to the largest magnitude weighting coefficieais[24]. The most powerful received
MPCs have the greatest chance of surviving channel and noise degradation to increase the
combiner output SNR. As presented, the S-RAKE receiver can be considered a theoretical
solution as tracking the MPCs is a complex operation in terms of system resources and
still produces significant system latency. The added computation of analyzing or sorting
the weighting coefficients undermines any savings provided by reducing the number of re-
quired correlators and combiner processing. An implementable S-RAKE receiver would
estimate only a subset of the first arriving MPCs and choose to resolve paths corresponding
to the largests magnitude weighting coefficients, from that subset.

The Partial receiver RAKE (P-RAKE) is the simplest and the only implementable
RAKE variety that we present. Instead of analyzing the channel estimates as in the S-
RAKE receiver, the P-RAKE simply tracks only the fitsg arriving MPCs regardless of
each component’s energy level. This technique reduces receiver complexity by removing
the necessity to track dllresolvable components as well as the removing the weighting co-
efficient analysis [24]. Of course the performance of the P-RAKE is inferior to the S-RAKE
and A-RAKE performance, such that a tradeoff exists between receiver performance and
complexity. The performance of the P-RAKE receiver is best in a LOS channel or a NLOS
channel where the first arriving MPCs carry significant power [5]. The performance of the
P-RAKE receiver is the most channel dependent of the receiver varieties that we present;
the exponential PDP of the IEEE 802.15.3a channel model illustrated in Fig. 3.1 shows that
acceptable performance should be expected of the P-RAKE variety in an IR system.
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Chapter 4

Simulation Model

We require a specific multi-user ad hoc network environment to analyze the efficacy
of increased system performance by incorporating a chip-discrimination technique at each
RAKE receiver finger output. The environment model that we present attempts to bal-
ance a possible mult-user network configuration exhibiting large near-far power ratio and
the channel model limitations discussed in Section 3.2.3. We describe the environment
model in Section 4.1 as well as specific system model assumptions and parameters in Sec-
tions 4.2.1 and 4.2.2 respectively.

4.1 Model Environment

We present a multi-user indoor ad hoc network configuration that satisfies the restric-
tions of the IEEE 802.15.3a channel model presented in Chapter 3. We create a pulse-
limited simulation environment illustrated in Fig. 4.1, where a desired transceiver node
Ty is located 2 m from its desired receiM&. The desired receiver node is surrounded by
high-powered, co-located, interferer nodes at a distance of 2 m. The channel through which
the desired user and co-located interferers transmit is chosen based on the statistical chan-
nel parameters listed in Table 3.6 as we are unaware of any previous works that describe a
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O Desired Tx—Rx pair
O Local ‘Near’ Interferer

X Background ‘far’ Interferers

Figure 4.1:Diagram of the multi-user ad hoc network simulation environment.

particular multi-user network model using the IEEE 802.15.3a channel model.

The average channel energy g&rdetermined in Equation 3.12 depends only on the
Tx-Rx separation distance and the path loss exponent; hence all non line-of-sight (NLOS)
channels have equal average energy @iBy modeling the co-located interferer channel
with CM1 and the desired channel with CM2, the large magnitude channel tap coefficients
ok of CM1 enhance the detrimental effects of the high-powered transmitted pulses that
overwhelm the combined receiver output. We choose CM2 to model the desired channel
based on the mean number of resolvable paths E[NP] and the mean-squared tap coeffi-
cient value Eaﬁ]. Fewer paths of arrival decrease the system diversity gain, fading, and
computational complexity, while increasing the opportunity for multi-user MPC collisions;
however, CM2 also produces tap coefficiemtswvith the largest mean-squared value of the
NLOS channel models. A simulation model that uses CM2 for the desired channel and
CML1 for the co-located interferer channel augments the effects of multi-user interference
while keeping the mean-squared values of the the tap coefficients as close in magnitude as
possible.

A single channel realization from CM2 and CM1 are chosen for the desired user and
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Nnear CO-located interferers respectively every new transmitted data packet. An unspecified
background user density exists with transmit power equal to that of the desired user. We
model the performance degradation of the combined background user and thermal noise
contribution as a zero-mean Gaussian process with vartﬁaamtermined from the mean

bit energyEy at the A-RAKE receiver combiner output. In the case of maximal ratio
combining (MRC) Ey is given by

Ep = G?N2Erx(1—R(3))>. (4.1)

We calibrate the effects of the average equal-power background user density and thermal
noise contributions such that an average background SNIRg, is maintained by solving

SNRy= —. (4.2)

We include a block diagram of the simulated system in Fig. 4.2. The desiredy(igeand

kM interfering uses(t) transmit through thé" channel realization of the IEEE 802.15.3a
NLOS channel model CM2 and the LOS CM1 respectively. The desired RAKE receiver
represents one of the RAKE varieties presented in Section 3.3.1: A-RAKE, S-RAKE, or
P-RAKE. The terrn(t) represents zero-mean AWGN with variams% that models the
contributions of equal-powered distant interferers and thermal noise at the reoéiyés;
superimposed on the noiseless receiver output using the quasi-analytical method [26].

4.2 System Model

We create the simulated system model based on the fundamental impulse radio (IR)
system assumptions first given in [3, 4] and the channel model limitations discussed in
Section 3.2.3. As shown in Section 3.2.5, the channel assumptions directly impact the at-
tained results and must be clearly presented. Section 4.2.1 lists the most important system
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Figure 4.2:Block diagram of the impulse radio simulation model used to evaluate the effectiveness of the
chip-discrimination technique applied to a possible multi-user ad hoc network configuration in the presence
of multipath.

assumptions beginning with the basic impulse radio system assumptions and continuing to
the more specific channel model assumptions. After presenting the underlying simulation
model assumptions, Section 4.2.2 presents a table containing the exact simulation parame-
ters used to achieve the results given in Chapter 6 within the constraints of the Section 4.2.1

assumptions.

4.2.1 Assumptions

The basic impulse radio system reported in [3, 4] as well as the IEEE 802.15.3a channel
model limitations described in [8, 9] influenced many assumptions concerning the simu-
lated system. Unaware of previous multi-user impulse radio system investigations in the
IEEE 802.15.3a multipath environment, we restricted simulation simplification through the
assumptions listed below only by the validity of results.

Transmitter / Receiver System Assumptions

¢ An underlying assumption made for all work presented in this thesis is system linear-
ity; the individual desired and interferer signals are linearly combined at the receiver
during the demodulation process.

e All nodes of the analyzed IR network use consistent physical layer parameters; the
frame widthT¢, pulse widthTp, slot width Te, and BPPM modulation shi are
equivalent for all network users.
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Equiprobable data bits are transmitted by all transceiver nodes in the multi-user im-
pulse radio (IR) system.

The propagation delay between the desired transmitter and receiver is known and
without loss of generality is chosen to be 0 ns.

Perfect transmitter-receiver (Tx-Rx) clock synchronization allows all MPCs to be
accurately tracked such that the received chip energy arrives within the designated
correlation window.

The variablesETx and Erx represent the desired transmitted and received energy
respectively and are used interchangeably as all signal attenuation is accounted for
by the channel impulse resportsg).

The width of the transmitted framg is chosen large enough such that inter-symbol
interference (ISI) signal degradation is basically removed and the channel excess
delay is usually exceeded.

Channel Model Assumptions

The IEEE 802.15.3a channel is assumed to have a coherence time of a single data
packet such that all received chips modulated by the bits composing a packet are

correlated. Because each new channel impulse response realization is statistically
independent from the previous realization, there is no correlation between received

packets as explained in Section 3.2.3.

A single channel model realization is used for all interfering users. Hence each of
the desired user’s received packets are statistically independent from the interferer
packets, but all of the received interferer packets are correlated.

The RAKE receiver fingers are considered to be uncorrelated such that perfect chan-
nel estimation of the desired user’s channel exists. The channel estimation is per-
formed independently for each impulse response component wherf'tHesired
impulse response component has arrival tipand real tap coefficierd,,. We ac-

count for estimation error of channel tap coefficiemgan Section 6.4.
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¢ Following from the ideal assumption of no propagation delay, the location of each
received MPC is given bm((n) = T+ cWT; T represents the location of thé"
MPC of the impulse responsgt) andc(" T, is the transmission slot selected by the

nt" user’s time-hopping (TH) code.

e The ad hoc network transceiver nodes move slowly and hold a constant distance of
2 m from the desired receiver. Otherwise the average channel energ@gairst
change for all Tx-Rx distances reached.

4.2.2 Simulation Parameters

The simulation system parameters are chosen to satisfy the assumptions listed above in
Section 4.2.1. We present the simulation parameter values in Table 4.1 that produced the
results presented in Chapter 6. We clearly state the only deviation from these parameters
when investigating system sensitivity by varying a given parameter over a range of interest.
The channel model parameter values given in Table 3.3 are not repeated in Table 4.1.
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Table 4.1:The system model simulation parameters used to produce the specific results presented in Chap-
ter 6.

Parameter Value
Nnear (Number of Near Users) 3
Nu = Nnear+ 1 (Total Number of Users) 4
Desired Distance [m] (Desired Tx-Rx Separation) 2
SNRy [dB] (Average Background SNR) 34
Ns (Number Chips/Bit) 100
Interferer Distance [m] (Interferer Tx-Rx Separation) 2
Tt [ns] (Transmit Frame Width) 102
Erx [dB] (Desired Energy/Chip) 0

(1/971x [dB]
(Co-located Interferer-to-Desired Signal Ratio at Transmitter}t0

Tp [ns] (Transmit Pulse Width) 1
Desired CM (Desired Channel Model) CM2
Interferer CM (Interferer Channel Model) CM1
packet [bits] (Number of Bits/Packet) 100
dt [ns] (Sample Time) 0.01
Ls (Number of S-RAKE Fingers) 4
Lp (Number of P-RAKE Fingers) 4
Tmf (Correlation Window Width) [ns] 1.23

5 (BPPM Shift) [ns] 0.212
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Chapter 5

Multi-User Multipath System Model
with Chip Discrimination

In a large near-far power ratio environment, the received co-located interferer MPCs
arrive with power levels much greater than the desired user. A collision occurring between
a desired and interferer MPC often overwhelms the combined chip nzggfjcand even-
tually the bit metricZ,;; upon which bit decisions are based. To mitigate the effects of
strong interferer collisions on system performance, we extend the work presented in [1]
and briefly described in Section 2.2 by applying the basic technique of chip discrimination
to a multipath channel. We begin this chapter by providing mathematical expressions in
Section 5.1 for the received signal present at the RAKE combiner under the assumption
of a linear system. Section 5.2 describes the autonomous chip-discrimination technique as
applied to a multipath environment and proposes a novel chip discriminator to be applied
to each RAKE receiver finger outpu.
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5.1 Received Signal

Thent" user's received channel outpu®) (t) is expressed generically as the convolu-
tion of thent" user’s transmitted signal” (t) from Equation 2.5 and thi" discrete-time
channel impulse response realizatig(t) from Equation 3.14 by

rW ) = s (t)«hi(t). (5.1)

We expand the'" user’s received signal” (t) as the sum of all received multipath compo-
nents (MPCs) produced by tit impulse response realizatib(t) for a single transmitted
bit expressed as

Ne—1L—1
() = /EY % S aw(t—jTr—3d 7 —a”)+n(t), (5.2)
=0 k=0

The termn(t) represents the equal-powered, multi-user background interference and ther-
mal noise degradation modeled as Gaussian to satisfy Equation 4.2. The total received
signalr(t) is given by

Ny—1 Ns—1L—-1
\/ ® i i (n) (n)
r(t) = E ow(t— jTs —od )y | — +n(t (5.3)
Y nZO * j; k; o /N~ % )+n(t)

where the contributions dfiyear CO-located interferers are linearly combined with the de-
sired signal at the receiving antenna.

5.2 Chip Discrimination

The opportunity for high-powered co-located interferers to degrade system performance
in the Gaussian channel occurs only durigg ns of every received frame of duratidpns,
when the receiver’s correlation window opens to collect received energy. The probability
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of avoiding a chip collision whehiyear high-powered co-located interferers are present is

NNear NNeaI’
_ Tmf Tp
Pac = (1 T, ) X ( Tf) (5.4)

wheretn; is the width of the receiver correlation window. All received energy is ignored

given by

by the receiver unless it arrives inside of thg ns interval beginning at a pseudorandom
frame location indicated by the desired user’s time-hopping (TH) code [1]. In the case of
the multipath channel, each RAKE finger independently tracks and demodulateslgne of
individual resolvable multipath components (MPCs) produced by each desired transmitted
chip. The probability of avoiding a collision with any of the MPCs produced by each of

the Nnear CO-located interferers is given by

LT f NNear T L NNear
Pac = (1— T;“ ) X ( —%) (5.5)
|

for the discrete-time system model introduced in Chapter 4. In Equatioh &%he num-

ber of receiver RAKE fingerdy is the duration of the received desired signal, &nd the
duration of the received interferer signal.

The Gaussian channel expression in Equation 5.4 can be evaluated directly, unlike
Equation 5.5 which should be averaged over an ensemble of channel realizations. When
considering the A-RAKE receivel, is replaced by_4, the total number of RAKE fingers
necessary to resolve all multipath components produced by a single transmitted chip. The
probability of avoiding a chip collision with a co-located user can be equivalently evalu-
ated for the P-RAKE receiver by substitutibg for L. Equation 5.5 cannot be evaluated
for the S-RAKE receiver because the probability of avoiding a chip collision becomes con-
ditioned on the particulaks RAKE fingers used for signal demodulation. Although the
BER performance of A-RAKE is superior to S-RAKE and P-RAKE, the larger number of
RAKE fingers make the system more susceptible to strong co-located chip collisions. In
fact, P-RAKE exhibits the highest probability of avoiding a collision followed closely by
the S-RAKE and finally the A-RAKE.
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In general there exidt; opportunities per transmitted interferer chip for a single inter-
fering MPC collision to corrupt the received bit estimate mefgg in the multipath chan-
nel. To mitigate the effects of such collisions, we propose applying the autonomous chip-
discrimination technique at the output of each RAKE finggmas illustrated in Fig. 5.1.

This method is simply an increase in complexity to the maximal ratio combining (MRC)

(0) Chip Discriminator
t—
0 e e —
o T Ty | ——
(0) Detector
vt—a") z — Zohi Zyit -
e R
| V(t _(ﬂ(_cﬁl Z 1 T~

Figure 5.1: A block diagram of theL-finger RAKE receiver using MRC with the chip discriminator of
Fig.5.2 applied to each weighted finger output [5, 19].

RAKE receiver of Fig. 3.4, where the novel chip discriminator device given in Fig. 5.2
restricts demodulated MPCs that exceed a certain threshold from contributing to the bit
estimate metri&,;. The chip-discrimination technique requires estimation of the channel

Chip Discriminator
To
2o M| T

— S MOUt»

I [Min| > [(Tin)],

lse Mo — M
else, = Min;
ak out n

Figure 5.2:A chip discriminator applied to each RAKE receiver finger outfutemoves the weighted
voltage metricdMi, that exceed a specified thresh@l@,o)| in magnitude.

coefficientsay, but this is already a fundamental requirement when implementing RAKE
receivers that use MRC to combine diversity. With no coordination of network nodes, the
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technique exploits the channel estimatiopsandty to create a dynamic threshold propor-
tional to each individual MPC.

In the Gaussian channel investigated in [1], the signal attenuation is considered con-
stant for both the desired user and co-located interferers; all signhal degradation is attributed
to the multi-user interference and added noise. The lack of random attenuation allows a
constant threshold from Equation 2.6 to be chosen such that the magnitude of all demod-
ulated metrics is compared t¥| before it contributes to the bit estimate metmig;. A
constant threshol¥ does not exist for the multipath channel analyzed in this work, where
the MPC signal attenuation imposed by each channel coeffiaiemaries over many or-
ders of magnitude. We combat the large variance of received voltage levels by defining
a dynamic threshold that consists of a deterministic threshold vglugeighted by the
channel coefficientty such that the result is proportional to the voltage level of each indi-
vidual demodulated MPC. A deterministic threshold valjgeequivalent toX with values
specific to the multipath channel of interest is chosen and then multiplieq by create
the threshold to which the magnitude of the RAKE finger outpiitsis compared.

As seen in Fig. 5.2, each RAKE finger outytis weighted by the estimated channel
tap coefficientoy to create the chip discriminator input metig, as in ordinary maxi-
mal ratio combining; the resulting magnitude Mf, is then compared to the calculated
threshold level according to

0 for [Mi,| > |(Tina
Mo { Min| > |(Tin0lk)| 56)

Min for |Min| < |(Tinow)|

We define the deterministic thresholg, with reference to the magnitude of the ideal
matched filter output voltage sample. This makgssystem specific as it depends on the
desired user transmit power and receiver timing accuracy such that the maximum amount
of desired user’s energy is captured by each RAKE finger. The total chip discriminator
threshold|(Tinak)| adapts to the channel to which it is applied through the channel tap co-



49

efficientsay. The demodulated finger voltage metridg, whose magnitude exceed the
threshold (Tiz0k)| are assumed to be corrupted by an interferer collision and are discarded
such thatMq; becomes zero and contributes nothing to the current bit estifatelf

|Min| is within the threshold boundary then we assume the finger output voltage to be un-
corrupted and it is passed to the combiner unaltered. The weighted finger output metrics
Mout combine linearly over a single chip to produce the chip mefgig, and overNs re-

ceived chips to create the bit metifgi;. The bit estimateb is computed based of,j
according to Equation 2.8 for a BPPM system.
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Chapter 6

Results

We examine the effectiveness of the chip-discrimination technique presented in Chap-
ter 5 in the presence of the IEEE 802.15.3a channel model. This chapter presents the com-
puter simulation results for a multi-user impulse radio (IR) system operating in the indoor
environment described in Section 4.1 using the system parameters given in Table 4.1. We
believe comparison of three RAKE varieties A-RAKE, S-RAKE, and P-RAKE to be the
most beneficial presentation to illustrate the different performance characteristics of each
receiver when chip discrimination is applied. The results presented in this chapter exclud-
ing Section 6.4 assume perfect channel estimation of tap delaysl coefficientsiy.

We begin in Section 6.1 by examining the system performance achieved at different
threshold leveldi,, whereT, is given in dB with reference to the magnitude of the ideal
matched filter output voltage sample. We describe an optimal performance redipn of
in terms of average BER specific to the system investigated as well as the consequences
of incorrectly choosindi,. A major concern in choosing a performance-enhancing tech-
nique is the system'’s sensitivity to changes in system parameters. Section 6.2 analyzes the
performance sensitivity in terms of achievable BER, to the system parargtérgS)rx,
andNnear. We extend the parameter sensitivity investigation in Section 6.3 by analyzing
the probability of discarding a chip at different thresholgiswhen the system parameters
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Nnear @and (1 /S)Tx are varied over an applicable range. Section 6.4 concludes the chapter
by analyzing the average BER performance when imperfect channel estimation provides
noisy channel tap coefficients. Although we group the results according to the specific
experiments conducted, the influences of each parameter on system performance can be
seen throughout the results presented; therefore explanations consistently draw from the
different sections to reinforce conclusions.

6.1 Threshold Performance

An impulse radio (IR) system that incorporates chip discrimination at each RAKE re-
ceiver finger outpuZy requires channel estimation to obtain the necessary channel tap
coefficientsay. From Fig. 5.2 and Equation 5.6 we see that accurate evaluation of both
ok and T, determines the threshold applied to each received MPC and hence the system
performance attained. In this section we use simulation to find an optimal performance
range ofTj,, in terms of average BER, using the system model given in Chapter 4 under the
assumption of perfect channel estimation. As described in Sectioffj5i8,system spe-
cific; the objective is not to describe a method for obtaining an optimal thre3helolt to
demonstrate the achievable average BER performance of the chip-discrimination technique
for varying Ti, levels.

We illustrate the average BER system performance in Fig. 6.1 for a range fobm
—146dB to6 dB. Many important facts concerning the multi-user IR system in a multipath
channel become clear from reviewing Fig. 6.1. First, we can see three distinct performance
curves corresponding to the three RAKE varieties: A-RAKE, S-RAKE, and P-RAKE.
Fig. 6.1 illustrates the typical performance of these RAKE varieties where A-RAKE al-
ways achieves the best performance followed by S-RAKE and with P-RAKE achieving
the poorest performance. When the number of S-RAKE and P-RAKE fingees)dL
respectively, are increased, performance approaches the A-RAKE benchmark viinere
gers are employed. In this particular case, there is nearly an order of magnitude separation
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Figure 6.1:Average BER achieved for a chip discriminator threshidvarying between-146 dB and

in average BER for the three RAKE varieties at the optimal BER thresheld —56 dB.

The general behavior of each simulated RAKE receiver variety is the same: the op-
timal Ti, in terms of the lowest BER occurs at approximatel$6 dB, in the negative
direction from—56 dB the curves converge to 0.5, and in the positive direction the curves
converge to the average BER of an equivalent system without chip discrimination. The
chip-discrimination technique is robust in the region betweé0 dB and—46 dB that we
label the “optimal threshold region” over which performance only slightly deviates from
the optimal average BER achievedlgt= —56 dB. Outside of the optimal BER threshold
region, average BER performance is greatly affected by slight deviations in the thresh-
old Ti,. WhenT;, is increased, too few chips corrupted by strong interferer collisions are
discarded; alternatively, decreasifig beyond the bounds of the optimal threshold region
discards not onlyy resulting from strong interferer collisions, but also uncorrupted chips
with greater certainty.
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If we increaseT;, beyond its optimal threshold value a66 dB, average BER perfor-
mance decays to that of an equivalent system with no chip discrimination. Fig. 6.8 shows
that for the impulse radio system considered here with parameters given in Table 4.1, no
chips are discarded wheky, > —12 dB. The threshold, is so large that collisions re-
sulting from interferers with transmit poweO dB larger than the desired user are not
discarded by any of the RAKE fingers. Chip discrimination cannot function Wwjas too
large and the system operates as if no chip discriminators are applied to the RAKE finger
outputs. The resulting chip metrii, contains contributions from all finger outpufg,
where a corruptedy with large magnitude corrup%s#;, and eventually overwhelni&,.

In Fig. 6.1, increasingi, from —56 dB to no chip discrimination at 12 dB increases the
average BER by approximately an order of magnitude etéiyB.

The average BER converges to the performance of an equivalent system without chip
discrimination afli, = —12 dB; further positive increases beyord.2 dB have no effect
on average BER. When no corrupted chips are discarded, the average BER with only three
high-powered co-located interferers axg= 100is betweerD.3 and0.4 depending on the
RAKE receiver variety. In fact when no chip discrimination is employed, the target aver-
age BER 0f10~2 can never be achieved for a meaningful throughRysince according
to Equation 2.3 the throughput is inversely proportionaNto Fig. 6.2 demonstrates the
average BER performance for an equivalent impulse radio system that employs no chip
discrimination wheré\s ranges fromil to 100. The most striking observation from Fig. 6.2
is the increased average BER performance achieved by the P-RAKE receiver compared to
the S-RAKE and A-RAKE varieties for smalls.

The A-RAKE receiver that usually out-performs the other RAKE varieties achieves the
worst performance for small values Nf. According to Equation 5.5, the probability of
avoiding a co-located interferer collision is greater for the P-RAKE receiver because the
duration of the open correlation window is much shorter than for the A-RAKE receiver;
fewer interferer collisions occur when fewer MPCs are resolved. The P-RAKE average
BER performance surpasses the S-RAKE performance because the S-RAKE chooses the
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Figure 6.2:Average BER achieved for a multi-user IR system with no chip discrimination. The number of
transmitted chips/bits is varied from1 to 100with Nyear = 3 co-located interferers ar(dl/S)tx = 40dB.

Ls largest magnitude paths to resolve. Each S-RAKE resolved MPC is scaled by the largest
channel tap coefficientsy in the channel realization which enhances the detrimental ef-
fects of strong interferer collisions. The P-RAKE variety that receives thelfirsésolv-

able components resolves many of the same components as S-RAKE because the channel
is exponentially decreasing such that the first arrivals are usually the largest in magnitude;
however, not all received components are scaled by the langestthe realization which

allows performance to exceed the S-RAKE for small spreading sequiiaces

As N increases, the average BER performance returns to the ordinary case where A-
RAKE achieves the best performance followed by S-RAKE and P-RAKE. The increased
diversity gain and larger magnitude coefficients that destroyed BER performance at
small Ns values enable the system to offset the effects of co-located interferer collisions
with more reliability asNs increases. The probability of avoiding a co-located interferer
collision is decreased, but the increased diversity gain from resolvinngpaths increases
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system performance. Atls = 100, the system performance is exactly as indicated in
Fig. 6.1 forT;, > —12dB such that n&y corrupted by interferer collisions are discarded.
Unlike the S-RAKE and P-RAKE receivers, the A-RAKE receiver exceedsdts 1 ini-

tial BER performance dlls = 100, however, the average BER performance for all RAKE
varieties is still more than three orders of magnitude from its optimal vallig at—56 dB

in the equivalent system employing chip discrimination.

The previously described consequence of choosintpo large is that the system re-
gresses to an equivalent system with no chip discrimination; the consequences for choos-
ing Ti, too small can be far worse. If we decredgebeyond its optimal BER value at
—56 dB, average BER performance decays quicklp.@& As T, decreases, not only are
the exceedingly larg&y discarded, but uncorrupted MPCs are discarded with increasing
frequency. Fig. 6.7 illustrates that in the ideal case of no co-located interferers, rediycing
beyond—56 dB achieves a nonzero probability of incorrectly discarding a chip. Because
the S-RAKE receiver tracks and demodulates the largest magrituldéCs, its average
BER performance is always expected to surpass the P-RAKE variety; however, the perfor-
mance of the S-RAKE receiver decays beyond the P-RAKE performaiige<at-62 dB.

The uncorrupted chips resolved by the S-RAKE more frequently exceed the threshold for
Tin < —56 dB as shown in Fig. 6.7 which forces the S-RAKE average BER to approach
0.5 asTj, decreases beyond62 dB.

There is a region ofj, between approximately-68 and —120 dB that we label the
elevated BER region that actually allows co-located interference to overwhelm the bit es-
timate metricZy; such that the average BER surges ab@ge WhenT;, decreases below
the value where approximate®b% of chips are discarded shown in Fig. 6.7, partial col-
lisions with highly attenuated interferer MPCs incorrectly biases the bit estimate metric
Zyit. In the elevated BER region, the chip metfig, is calculated from approximatefo
of the resolved MPCs; this frequently leav&s;, with a value of zero, especially for the
S-RAKE and P-RAKE receivers where the number of fingeyandL, respectively are
much fewer tharL as used by the A-RAKE. The resulting average BER becomes domi-
nated by an abundance of decisions based on a bit iZgjritat is either zero or incorrect.
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The average BER with the S-RAKE receiver first exce@ésat Ti, ~ —68 dB and re-
mains abov®.5 until Ti, ~ —100dB. The large magnitude MPCs resolved by the S-RAKE
receiver are discarded in the elevated BER region unless partial collisions Hyjrgelow
the calculated threshold. The P-RAKE and A-RAKE also have elevated BER regions, but
they come at decreasingly smallky because the small magnituf#| resolved by these
RAKE varieties require a smalli, to be discarded. The elevated BER regions for the
P-RAKE and A-RAKE receivers begins and endgigt~ —70to —90dB andT, ~ —90
to —120dB respectively. Wheiij, decreases below120dB, all chips are discarded and
Zpir becomes zero which gives the detector an equiprobable bit estimate of 0.5 regardless
of the transmitted data bit or RAKE receiver variety.

6.2 System Performance Sensitivity

The sensitivity of an impulse radio (IR) system employing chip discrimination to ba-
sic system parameters is of great importance when determining the optimal range of the
thresholdT;, for a given system. To examine the system performance for a variety of IR
system configurations, we varied the system paramété&rx, Ns, and Nnear OVer a
range of possible values. The results given in this section demonstrate that the system BER
performance illustrated in Fig. 6.1 is not unique to a single set of parameters, but is in fact
characteristic of many practical system configurations. We found no optimal threghold
that consistently produced the best average BER performance for all varying parameters;
however, we found that the optimal threshdlg for all experiments remained within the
optimal threshold region defined in Section 6.1 with reference to the results illustrated in
Fig. 6.1.

We begin by investigating system performance in terms of average BER for different
co-located interferer transmitter power levels which are adjusted through the transmitter
Interferer-to-Signal ratigl /S)tx. We simulated the system using the parameters listed in
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Table 4.1, with the exception dl /S)tx which varys from 0 to 50 dB. We include the
results for the A-RAKE receiver only in Fig. 6.3 since all curves exhibit the same behavior
and differ only in the specific performance values achieved. The intention of Fig. 6.3 is to

Average BER

—~

50
40
0 10 20 30
Threshold T. (dB) 0 )
n Co-located Transmitter I/S (dB)

Figure 6.3:A-RAKE 3-D plot of average BER for a varying threshdig from —150dB to 10dB. There
are3 co-located interferers witfl /S)tx ranging fromO dB to 50 dB.

demonstrate the basic effect §f over the range of150to 10 dB on the average BER
for different co-located interferer power levels. Specific performance values can be seen in
Fig. 6.1 which is equivalent to the curve of Fig. 6.3BtS)Tx = 40dB.

The average BER curves in Fig. 6.3 clearly illustrate the increased effectiveness of the
chip discrimination technique in large near-far power ratio environments. The leftmost
curve which corresponds 1{0/S)tx = 0 dB demonstrates that no additional performance
is gained by applying the chip discrimination technique to an impulse radio system with
3 co-located interferers of equal transmit power as the desired user. The average BER
performance remains constant for the regign> —56 dB, where no uncorrupted chips

are discarded and the system diversity gain is at its maximum. The perfect power control
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system keeps the co-located interferer and desired power levels equal such that interferer
collisions do not overwhelm the bit decision metzg; to produce errors at the detector.

As (1/S)Tx increases we consider the environment to have an increasingly large near-far
power ratio in which the chip-discrimination technique flourishes.

The distance between the peak average BER performance and no chip discrimination
atT, > —12dB can be considered a performance metric for the chip-discrimination tech-
nique; itincreases three orders of magnitude over the rand¢ ®frx from 0to 50dB. We
can also observe the effects of the co-located interferer transmitter power level on system
performance by holding the threshdlgl constant and viewing the specific average BER
performance for differentl /S)7x levels. Fig. 6.4 illustrates a single slice of Fig. 6.3 along
the threshold axis &, = —56 dB or the threshold that achieves the maximum BER perfor-
mance wher{l /S)tx = 40 dB. Tjyy = —56 dB is within the optimal BER threshold region

Average BER

—o— ARAKE
—+&— SRAKE

106 ‘ ‘ ‘ —<— PRAKE
0 10 20 30 40 50
Co-located Transmitter (”S)rx (dB)

Figure 6.4: BER performance at a constant thresh@d= —56 dB for varying (I /S)tx from 0 dB to
50dB.

for all interferer power levels investigated except the equal power(¢aSerx = 0 dB.
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When perfect power control is achieved, a threshjdof —56 dB does not effec-
tively separate the uncorrupted and corrupted chips; the increasing interferer power levels
(1/S)Tx allow the interferer chips to be more reliably discarded as described in Section 6.3.
The region of interest is whe( /S)Tx achieves the exceedingly lar@le’S)Tx range from
30 to 50 dB. The average BER performance remains nearly constant for each RAKE re-
ceiver variety investigated in Fig. 6.4 when huge power disparities exist. In environments
of smaller power disparity((/S)tx < 20 dB), the chip discrimination performance gain
is not as pronounced. In the large near-far ratio environments where chip discrimination
thrives, the system exhibits little sensitivity tb/S)tx as long adli, is within the optimal
BER region defined in Section 6.1.

We previously described a tradeoff between increased average BER performance and
decreased throughput of an impulse radio system with respect to Fig. 6.2. As described
in Section 2.2, when large near-far power disparity exists, a corrupted finger digtput
can continue to corrupy;; regardless of the spreading sequeNge We use simulation
to demonstrate the system average BER sensitivity to a varying numbgrti@smitted
chips per bit. We simulate the system BER performance at its optimal BER threghold
using the parameters listed in Table 4.1 whigevaries from 1 to 100. The results are
illustrated in Figure 6.5 for the A-RAKE, S-RAKE, and P-RAKE varieties.

The average background SNRI,\I—F?;,Q,, is calibrated for each value df such that it is
held constant aB4 dB. The average energy per I&g at the RAKE combiner output in-
creases WitlNs according to Equation 4.1. Fig. 6.5 illustrates that the three RAKE varieties
investigated experience considerable performance gail msges fromil to 20 chips per
bit; over this range the average BER decreases approximately three orders of magnitude
from 0.2 to 4 x 10~ for the A-RAKE receiver. We can directly compare the average BER
at Ns = 20 from Fig. 6.2 where no chip discrimination is employed to Fig. 6.5 to see an
increase of more than three orders of magnitude fofrto 4 x 10-4. WhenNs increases
beyond 20 towards 100 chips per bit, improved average BER performance is achieved at a
much slower rate. The increased performance achieved for the P-RAKE is mininia| for
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Figure 6.5: Average BER versubis from 1 to 100 chips/bit at the optimal BER threshdlgl

larger thar30 since it becomes nearly constant. Both the S-RAKE and A-RAKE varieties
continue to experience enhanced average BER performamdrageases beyond 30 dB,

but results are insignificant compared to the decrease in throughput according to Equa-
tion 2.3. In fact, at the optimal BER threshol@g, increasing\s from 50to 100improves
performance by less thahx 104 for the A-RAKE and1 x 10~ for the S-RAKE. The
minute improvements in average BER performance come with the cost of reducing system
throughputRs by half from 2 Mbps to 1 Mbps.

The previous results vary the interference-to-signal rd{i®)rx and the spreading se-
guenceNs while holding the multi-user density constant. In the military ad hoc networks
of interest, nodes may enter and leave the network arbitrarily; therefore, it is necessary to
guantify the effects of the co-located interferer density on the performance of an impulse
radio system employing chip discrimination. Fig. 6.6 illustrates the average BER achieved
by the optimalT;, for a varying number of co-located interferéMgear; (1/S)Tx remains
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constant a0 dB as well ad\s at 100 chips per bit. In the case ®dyear = 0, only back-

Average BER

10°} —6— A-RAKE
—&5— S-RAKE

o | | —&— P-RAKE
0 5 10 15

NN [# co—located interferers]
ear

Figure 6.6: Average BER versubliyear from 0 to 15 co-located interferers with/S)tx = 40dB.

ground noise degrades BER performance which defines the BER floor at approximately
5x 1077,

When the co-located interferer densMieqr is increased, system performance quickly
degrades from the BER floor to beyofd. at 15 strong interferers. WheNnear increases
beyond5 users, the chip-discrimination technique can no longer achieve the target BER
1073; however, even whei5 interfering nodes are active, the optinig{ system per-
formance still exceeds that of the equivalent system with no chip discrimination as seen

Fig. 6.2. If we slice Fig. 6.6 along the x-axisM{ear = 3 interferers, the values correspond
to the optimal average BER of Fig. 6.1 & = —56 dB.
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6.3 Reliability of Discarding Chips

In Section 6.1 we describe the chip-discrimination technique on the basis of increased
BER performance at different threshold levéls without considering the reliability with
which the RAKE finger outputgy are discarded. Instead of analyzing only the BER per-
formance of a given system configuration at various threshiglda/e reinforce the results
of Section 6.1 by examining the probability of discarding a received dhip) @t different
Tin values. We extend the examination in Section 6.2 to investigate the system discard-
ing sensitivity to varying multi-user densitiddyear and interferer transmit power levels
(1/S)Tx; only multi-user co-located interference is considered. When necessary we ana-
lyze the probability of discarding chips for the three RAKE varieties: A-RAKE, S-RAKE,
and P-RAKE. Otherwise we attempt to keep the plots as concise as possible by including
only the A-RAKE results. This section presents no new information; results complement
Sections 6.1 and 6.2 by reinforcing previous conclusions from a different viewpoint than
average BER.

We consider the detrimental effects of discarding received chips; the BER performance
increases by removing abnormally large finger output me#jcérom the bit estimate
metric, but the output SNR is decreased because the received bit energy is reduced. The
probability of discarding a chip has a delicate relationship Wijththat can most easily
be observed in the ideal cases of no co-located interference shown in the leftmost plots of
Fig. 6.7. The simulation results for the A-RAKE, S-RAKE, and P-RAKE varieties with no
multi-user interference or noise contributions illustrate the probability of incorrectly dis-
carding a received MPC that exceeds the threshold calculated in Equation 5.6. We observe
that whenTi, is greater than approximately56 dB, no chips are incorrectly discarded;
however, wherTj, decreases beyond approximatehp6 dB, MPCs are incorrectly dis-
carded with increasing probability.

It is no coincidence that the optimal average BER region described in Section 6.1 strad-
dlesT, = —56 dB wherePyis = 0 for T, > —56 dB andPyjs becomes increasingly nonzero
for Tin < —56 dB as seen in Fig. 6.7. If we compare the average BER performance in
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Figure 6.7: The probability of discarding chip®gs) with the A-RAKE, S-RAKE, and P-RAKE receivers
for varying threshold level3;, applied to the RAKE finger outpudy. The curves correspond to co-located
multi-user densitiedlyear = 0 and3 interferers with(l /S)tx = 40dB.

Fig. 6.1 with the probability of incorrectly discarding chips in Fig. 6.7, we see th@t,as
decreases from approximatehl2 dB, the BER continuously decreases until its peak per-
formance value alj, = —56 dB. In the range offj; > —56 dB, no chips are incorrectly
discarded becaudg, is large enough to allow all valid resolved MPCs to pass through the
chip discriminator unaltered; only an interferer collision would incrddgeenough to be
discarded. ASl;, decreases beyond56 dB, chips are more frequently discarded incor-
rectly until T, = —120dB, where all chips are discarded for the three RAKE receivers
investigated. The regiof, < —120dB forces the chip discriminator to discard &l and

the detector makes an equiprobable bit estimate resultidgiaverage BER.

We have thus far limited the discussion in this section to comparing the probability of
discarding chips to the simulation results in Section 6.1 wiNgrgy = 3 and(1/S)Tx =
40 dB. We now take an approach much like Section 6.2 to investigate the effects of the
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simulation parameterbiyear and (I/S)Tx on the probability of discarding a chip. We
only illustrate the A-RAKE receiver results since all investigated receiver curves follow
the same trends seen in Fig. 6.7 where the three RAKE probability curves coincide when
Tin > —56dB and differ forTj, < —56dB. We begin by analyzing the probability of discard-

ing a chip Byis) for varying Tin, whereNnear Co-located interferers exist with interference-
to-signal ratio(l /S)tx = 40 dB. Fig. 6.8 gives the probability curves fear= 0, 3, 7,

and10 co-located interferers.
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Figure 6.8: The probability of discarding chip$gs) with the A-RAKE receiver for varying threshold
levelsTi, applied at the RAKE finger output. The co-located interferer multi-user deNgity ranges from
0to 10interferers with(l /S)tx = 40dB.

When the interferer transmitter power is excessively large as considerdd fx =
40 dB, increasingNnear €xtends the region of nonzero probability of discarding a chip
to increasingly large values df,. This is to be expected following Equation 5.5 where
the probability of avoiding a collision decreases exponentially accordihytg.. As the
number of co-located interferelMyear increases, more chips are corrupted by collisions
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and a threshold;, larger than—56 dB can more effectively discard them. In the ideal case,
the set of discarded chips remains empty uRtildecreases below56 dB and chips are
steadily added to the set of discards. The larger valueéef; allow corrupted chips to
be discarded with larger values Bf which leaves fewer chips to be discarded afigde-
creases beyond56 dB. Hence adyear increases, the nonzero probability region extends
to larger values offj, andPyjs achieves unity for largefi,. The slope of the probability
curve becomes steeper for increadii@ar because fewer small valuesTyf are necessary

to discard the increasingly corrupt MPCs.

The large received power level of the multi-user interferers in Fig. 6.8 compared to the
desired received chip power level wh@iS)tx = 40 dB allows the RAKE finger outputs
Zi corrupted by interferer collisions to be more reliably discarded at |&igé&rom the bit
estimate metri@yi;. To better understand the role @f S)tx in determining the probability
of discarding a chip, we examined the sensitivityRg§ to a varying range of co-located
interferer power levels. Fig. 6.9 illustrates simulation result$gyin a system with three
co-located interferers and a range(bfS)tx from 0 to 40 dB.

The probability of discarding a chif{is) at different levels ofl /S)tx closely follows
the behavior of Fig. 6.8 for increasing co-located interference ldwgls,. The region of
nonzeroPyjs extends to larger values @f, when(l /S)Tx increases. Fig. 6.9 demonstrates
the efficacy of the chip-discrimination technique in environments with increasing near-far
power ratio. Chips are discarded with more certainty in large interference-to-signal ratio
environments because the thresholds applied have less chance of erroneously discarding an
uncorrupted chip. Agl/S)tx increases, corrupteldy| grow, but decreasingj, beyond
—62dB has little effect orPyjs; all Zx resulting from large interferer collisions have already
been discarded at largé&, such that the curves nearly coincide as the probability of dis-
carding a chip approaches unity. This comes as no surprise after reviewing Fig. 6.3 where
the BER performance curves are nearly equivalent fofl a)1x whenT, < —62dB.

In the ideal case of no multi-user interference, the probability of discarding a chip from
Fig. 6.7 with the A-RAKE receiver matches closely to the perfect power control scenario of
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Figure 6.9: The probability of discarding chipsgs) with the A-RAKE receiver for varying threshold
levelsTi, applied at the RAKE finger output. The co-located interferer multi-user deNgiy; is constant at
3interferers with(l /S)tx ranging from0 dB to 40dB.

three co-located interferers whefle'S)tx = 0 dB in Fig. 6.9. The channel diversity gain
achieved with the RAKE receiver varieties allows the system with perfect power control
to recover from bit errors without chip discrimination. This reinforces the conclusion first
presented in [1] and reiterated throughout this work that the increased system complexity in
implementing the chip discrimination technique is only beneficial in large near-far power
ratio environments.

6.4 Imperfect Channel Estimation

The previous results of this chapter assume perfect channel estimation of taptgelays
and coefficientsx,. In general this is not possible because of constant fluctuations in the
multipath environment that cause different levels of inaccuracy in channel estimates. For
the impulse radio system presented in this thesis, the accuracy of channel tap coefficient
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estimates affects performance in combining the individually resolved multipath compo-
nent (MPC) metricZyx using maximal ratio combining (MRC) according to Equation 3.19.
The chip discriminator that operates on each RAKE receiver finger odipfdllowing
Equation 5.6 also requires channel coefficient estimates. Perfect estimation of the channel
tap coefficientsny is required by both the RAKE combiner and the chip discriminator to
achieve the optimal average BER performance. We apply a method presented in [7] to
the impulse radio system model employing chip discrimination to investigate the effects of
imperfect channel tap coefficient estimation on system BER performance. The assumption
of perfect estimation of channel tap delaysstill holds throughout this section.

We model imperfect channel tap coefficients by corrupting the perfect coefficignts
with the addition of an independent Gaussian estimation error EgfmwhereEgr has
zero-mean and varian@g,, specified according to

i\2
SNRy = M 6.1)

err

The estimation error varianag,, is chosen based on theperfect channel estimates of a
given channel realization. The resulting imperfect coefficient estimate féttbeefficient

of theit" channel realization is given u;?k = O(L+ Eéﬁ [7]. The imperfect coefficients

are computed from the perfect channel estimates for each RAKE receiver variety. We use
computer simulation to analyze the average BER performance for the impulse radio system
specified by the parameters of Table 4.1 when channel tap coefficients are estimated incor-
rectly and chip discrimination is employed. We compare performance results for varying
levels of SNRy, to the benchmark results of Section 6.1 where perfect coefficient estimates
are available. The results for each RAKE receiver variety are plotted separately to make
the graphs readable; however, each receiver exhibits the same fundamental behavior such
that discussions can be considered applicable to all investigated RAKE receivers.

We present the average BER performance results for the A-RAKE receiver in Fig-
ure 6.10, followed by the S-RAKE and P-RAKE results in Figures 6.11 and 6.12 respec-
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tively. The average BER performance3 R, = 40 dB nearly coincides with the op-
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Figure 6.10:Average BER achieved for a chip discriminator threshdvarying between-126dB and
—6 dB and imperfect A-RAKE channel coefficient estimation specifieGyR,;.

timal performance curve for perfectly estimated channel tap coefficients for all RAKE va-
rieties. In fact, SNRy = 20 dB also results in an average BER very close to that of the
perfect estimation case. This is to be expected since the noise vadgnde small for
these large values &N Ry; however, aSNR,, decreases beyordd dB, the performance

of the A-RAKE receiver decays quickly until chip discrimination provides no increase in
BER performance. The S-RAKE and P-RAKE systems are more resilient to decreasing
SNRy than the A-RAKE receiver; only slight losses in BER performance are incurred
for SNRyy = 40dB, 20dB, and10dB. WhenSNR,, decreases beyorildB, the average
BER performance decays quickly as in the A-RAKE case. For all RAKE varieties ana-
lyzed, decreasingNR, beyond approximately-15 dB reduces BER performance of a
system with chip discrimination to that of an equivalent system without.

Incorrectly estimated channel coefficients affect BER performance in impulse radio
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Figure 6.11:Average BER achieved for a chip discriminator threshidvarying between-126dB and
—6 dB and imperfect S-RAKE channel coefficient estimation specifie8KR;;.

systems that employ chip discrimination as well as those that do not. Each individually
resolved MPC is weighted by its corresponding tap coefficogntising MRC. For chip
discriminator threshold levelg, > —12dB, no chip discrimination is applied to the RAKE
finger outputs, yet the average BER exceeds that of the perfectly estimated coefficient sys-
tem for all RAKE varieties examined. As described in Section 6.1, the average BER with
perfectly estimated channel coefficients is betw8éhand 0.4 depending on the RAKE
receiver variety. When no chip discriminator is applied to the A-RAKE finger outpyts

an average BER of approximatéh33is achieved; the S-RAKE and P-RAKE achieve ap-
proximately0.358and0.392respectively. The values 8N\ R greater tharil0dB achieve
nearly the average BER of the perfectly estimated coefficients in the A-RAKE system with
no chip discrimination. ASNR,; decreases beyoridB, the average BER decays to 0.5.
As d?,, increases, the sign df can differ fromay with increased frequency, pushing the
average BER t0.5. The S-RAKE and P-RAKE performance follows that of the A-RAKE,
but average BER does not decaydtb until SNR, decreases belo@dB.



70

10

x
L
m —%—SNR_=-10dB
o 10—1 err
g —A—SNR_ =-5dB
s} err
2 — & SNR_ =0dB
SNR_=5dB
err
_._.SNR__=10dB
err
— — —_SNR_=20dB
err
SNR_=40dB
err
_,| —©— Perfect Est.
-140 -120 -100 -80 -60 -40 -20 0

Nonlinearity Threshold [Tm] (dB)

Figure 6.12:Average BER achieved for a chip discriminator threshidzarying between-126dB and
—6 dB and imperfect P-RAKE channel coefficient estimation specifie8KR;;.

The elevated BER region as described in Section 6.1 occurs Whisrbetween-70dB
and—120dB and a lack of uncorrupted demodulation metégsirives the average BER
above0.5. In the case of the A-RAKE receiver, the incorrectly estimated channel coeffi-
cientsdy magnify the detrimental effects experienced in the elevated BER region shown in
Fig. 6.10. The survivingZy| of the originalL resolved with the A-RAKE receiver must be
extremely small to avoid being discarded for the small threshold vajgiesnsidered. The
resulting bit metricZy;; is computed from only a minimal set of surviviZg collected over
Ns chips that possibly consists of all corrupted metrics. The small energy paths collected
by the A-RAKE allowEg; to change the sign of the perfectly estimated coefficients
such that scaling the surviving by dy increases the frequency of corrupted bit metrics
Znit. Hence the average BER calculated from a majority of incoiZggtis forced above
0.5 for the binary impulse radio system analyzed.
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The P-RAKE receiver experiences only a slight elevation in average BER due to imper-
fect channel estimates shown in Fig. 6.12 whgnis between-70dB and—95dB. The
largest channel coefficients generally arrive first due to the exponentially decaying power
delay profile of the channel allowing the majority&f to be discarded within the elevated
BER region. The incorrectly estimated coefficiedisbias the survivingZy, but the av-
erage BER suffers only a small increase. The sigdofloes not frequently differ from
the perfectly estimated coefficierig for the P-RAKE because paths of small energy are
generally not resolved. The corrupted channel coefficiépightly increase the average
BER already elevated by multi-user interference and a dearth of uncorrzptéebllow-
ing the same rationale, the S-RAKE suffers no decreased BER performance in the elevated
BER region shown in Fig. 6.11. The MPCs corresponding to the latggsiths generally
produceZy that surpass the chip discriminator threshold and become discarded. Only a
collision with interfering chips can decreag| enough to survive the chip discriminator.
The incorrectly estimated coefficiend& scale the survivingy without altering its sign
and hence the average BER remains constant for the perfectly and imperfectly estimated

channel coefficients considered.
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Chapter 7

Conclusions and Future Work

The ultra-wideband impulse radio physical layer provides a naturally covert
time-hopping solution for short-range, multi-user military ad hoc networks, but requires
accurate power control algorithms. Previous power control methods have been investigated
specific to impulse radio systems to mitigate near-far power disparities, but they require
coordination from network users which increases system complexity and latency. These
solutions may fail in the case of network nodes belonging to hostile users and malicious
jamming. An autonomous power control solution that requires no coordination from other
network nodes is needed to overcome detrimental effects of multi-user interference with

few increases in system complexity and latency.

An autonomous chip-discrimination technique was presented in [1] that considered the
increased system performance when applying an acceptance threshold to the matched filter
output of the Gaussian impulse radio channel. The results demonstrated that the chip-
discrimination technique thrives in large near-far power ratios where target BERXs ®f
can be achieved for multi-user densitiesl6fhigh-powered co-located users. In this thesis
we extended the work of [1] by applying the basic chip-discrimination technique to the
IEEE 802.15.3a UWB indoor multipath channel model. We first presented the basic back-
ground information and terminology concerning an impulse radio physical layer system. A
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summary of the autonomous chip-discrimination technique is given specific to the binary
pulse position modulation (BPPM) system considered throughout this work.

A considerable amount of effort was given to establish the recently adopted IEEE
802.15.3a indoor channel model as it applies to the simulation model presented in this
thesis. We began with the S-V wideband model and used the basic definitions to develop
the IEEE 802.15.3a channel model. Information is easily obtained in literature concerning
the UWB channel model, but few sources describe converting the continuous-time IEEE
802.15.3a channel model to a discrete-time impulse response that can be used in simulation.
We presented the fundamental steps that yield the IEEE 802.15.3a discrete-time impulse
response with taps spaced every integer multiple of the inverse pulse bandyvidth

Although robust, there are inherent limitations that restrict the situations for which
UWB system analysis with the channel model is valid. Specifically, in the two models
presented in this work, CM1 and CM2, the maximum Tx-Rx separation is 4 m and no
spatial correlation is incorporated into the model. The IEEE 802.15.3a model parameters
are derived by matching model simulation parameters with measured data results; we use
simulation to quantify the simulated IEEE 802.15.3a multipath channel model in terms of
the standard statistical multipath parameters. A description of the maximal ratio combining
RAKE receiver is given as well as the three varieties of RAKE receivers that are analyzed
in this thesis: A-RAKE, S-RAKE, and P-RAKE.

A simulation model that captures the essence of the investigated network and satisfies
the channel model restrictions was necessary to test the chip-discrimination technique in a
multi-user multipath environment; however, few results are available modeling a specific
multi-user environment using the IEEE 802.15.3a channel model. We created a model en-
vironment containing three co-located interferers with transmit power much larger than the
desired user such that a large near-far power ratio is produced. An unspecified number of
background interferers with transmit power level equal to the desired user combined with
thermal noise at the receiver maintain an average output SN8& dB. The desired user
transmits via CM2 and the co-located interferers transmit via CM1 equidistant from the
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desired receiver. The novelty of the system environment required that basic assumptions
be stated along with the specific system simulation parameters.

We mathematically presented the total received signal under the assumption of system
linearity. This yields the sum df multipath components produced by every transmitted
chip from each of th&l,ear multi-user interferer signals. A RAKE receiver is used to track
and demodulate thke resolvable multipath components produced by the transmitted de-
sired user. For the multipath system analyzed, we present a novel chip discriminator to be
placed at the output of each RAKE receiver finger. Unusually large demodulation metrics
Z, that exceed the defined threshold are discarded from each chip &gtyic

Just as in the case of simple chip discrimination with constant thre3qdltere exists
a region of constant threshold valugs where system performance increases in terms of
BER. Although chip discrimination can greatly improve system BER performance with
minimal increases in complexity, system performance can also be shattered with a poor
choice ofTi,. WhenTi, is larger than approximatehy12 dB, the system is equivalent to
a system without chip discrimination where no performance gain is experienced. Further-
more, whenT;, decreases te-100dB and below, the threshold is so harsh that nearly all
resolved MPC voltage metrics are discarded and BER performance dedays to

The techniques presented in this thesis could be enhanced by future investigations that
remove some of the fundamental system assumptions stated in Section 4.2.1. The results
presented should be considered as benchmarks for a multi-user system operating in a multi-
path environment. The chip discriminator and the maximal ratio combining (MRC) RAKE
receiver require accurate channel estimates and performance suffers accordingly when im-
perfect channel parameters are obtained. Both the MRC and the Minimum Mean Squared
Error (MMSE) combining techniques should be investigated; linear combining techniques
such as Equal Gain Combining (EGC) provide no simplification in the chip-discrimination
system presented since the channel tap coefficeaptre needed regardless of the com-
bining method.
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More complex channel estimation algorithms should be examined and performance
compared to the Gaussian-corrupted and perfectly estimated coefficient results given in
this thesis. Imperfect channel estimation should also include timing jitters in the MPC de-
lay estimategy such that all of the desired user’s received energy is not collected in the
RAKE finger correlation window. By estimating the channel with known pilot sequences,
the assumption of uncorrelated RAKE fingers no longer holds true because the fingers are
not independently estimated as in the case of perfect estimation.

A thorough analysis of the chip-discrimination technique presented cannot be based
solely on a single channel model. We investigated CM3 and CM4 which offer increased
Tx-Rx separation distance of up 1® m while holding the co-located interferers constant
with the LOS CM1 for all simulations. Both CM3 and CM4 model environments with
many more reflections and refractions of rays than are present in CM2. The results pro-
duced curves with only slight performance gain increase over CM2, but interestingly the
optimal BER threshold region widened as the number of resolvable desired user compo-
nents increased.

Although widely adopted in current UWB literature, the IEEE 802.15.3a channel model
is not the best fit for investigating the tactical military networks of interest. Future research
should examine the chip-discrimination technique in an outdoor UWB channel model that
more realistically simulates the wireless, military ad hoc networks of interest; however,
there is presently a dearth of published outdoor UWB channel models. The IEEE 802.15.4a
UWB physical layer subgroup recently published a set of preliminary outdoor channel
models for simulation with UWB sensor units, but we are unaware of any published im-
pulse radio results that use the IEEE 802.15.4a channel model.

The work presented in this thesis only considers the system daf&nateen necessary
to compare with average BER performance. Future military ad hoc networks require data
rates much larger thaRs = 2 Mbps achieved foNs = 50 andT; = 100ns as discussed in
Section 6.2. We demonstrated the performance consequences of eyt and with-
out chip discrimination, but alterin@; was never considered. Whén is decreased, ISI
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increasingly degrades average BER performance. Future investigations should examine the
performance degradation of the impulse radio system employing chip discrimination due
to I1SI and the efficacy of equalization to mitigate the loss incurred.

In the IEEE 802.15.3a channel model examined, the chip-discrimination technique pro-
vided exceptional mitigation of multi-user interference in a network with large near-far
power ratio. The diversity gain allowed the system to outperform the equivalent system in
the Gaussian channel in terms of BER for a small number of co-located interferers; how-
ever as the number of co-located interferers grows, the performance quickly decays to a
system where reliable communication is impossible. An impulse radio military ad hoc net-
work that seeks to achieve a target BER for a small number of co-located interfer@ys (
or that seeks to mitigate the effects of a strong hostile jammer could benefit immensely
from implementing the passive chip-discrimination technique. A network with larger co-
located multi-user density would receive better performance from a coordinated blanking
or feedback-based coordinated power control algorithm that actively adjusts transmit power
levels of each node.
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